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Abstract 

“Taking the ‘A’ out of ‘AR’” means implementing the 

augmented elements of an interface and contextual 

elements of reality in a more controlled context to allow 

for proof of concept evaluations. This paper proposes a 

prototyping technique that bridges the gap between 

traditional paper prototyping methods used for 

interface design and evaluation, and the challenges 

associated with the development of visual, context-

aware augmented reality (AR) applications. An initial 

evaluation of this technique was conducted through the 

examination of a small-scale case study of user 

evaluation sessions of a mobile application. 
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Introduction 

With the increase in demand for AR experiences, it can 

be easy to prioritise development and delivery over 

concept design and user evaluation. There are a variety 

of approaches being taken to tackle the issue of 

evaluating AR concepts and interaction methods, but 

many rely on high fidelity prototypes being created 

before evaluation steps can take place [4][11]. Low 

fidelity prototyping is a more sensible tool for concept 

and basic interaction evaluations [2], but the lack of 

complexity poses a difficult question: How can the 

complexities of AR technologies, such as contextual 

markers and interactions, be accurately implemented 

within a low fidelity tool? This paper posits a solution to 

this problem, synthesising the augmented elements of 

an interface and contextual elements of reality to allow 

for proof of concept evaluations, within the context of a 

small-scale pilot study of a visual context based mobile 

AR application [13]. We will discuss the key concepts of 

augmented reality and prototyping approaches, outline 

our methodology for designing and evaluating the 

prototyping approach, and then present the outcomes 

of the initial application of the technique.  

Augmented Reality and Prototyping 

The augmentation of the real world with virtual 

elements is a variation of mixed reality known as 

augmented reality, or AR [1]. These technologies can 

come in a variety of formats, from direct and indirect 

[15] to visual, auditory, and haptic augmentations 

[12]. A key tenet of augmented reality is the 

embedding of digital elements into the real world, 

which, for mobile AR, tends to rely on contextual 

(usually visual) markers. This need for contextual 

markers can make it difficult to evaluate the user 

experience in detail, as the context may be difficult to 

replicate on a consistent basis.  

Recently, with the release of Pokémon GO! [5], the 

awareness and popularity of AR technologies has 

increased amongst the general population, despite the 

tendency for users to disable the visual AR mode in 

favour of the static interface [8]. The increase in 

awareness and popularity of these technologies has 

boosted the need for an efficient and effective method 

for prototyping and evaluation, and while teams are 

beginning to put forward approaches, a comprehensive 

solution has yet to emerge.  

One of the main characteristics that distinguishes one 

prototyping approach from another is fidelity. High-

fidelity prototypes can provide a true-to-life replication 

of an experience for evaluation, but they also require a 

large upfront investment of time and effort [10]. Low-

fidelity prototypes lack some of the complexity and 

accuracy of their high-fidelity counterparts, but this is 

made up in the minimal upfront investment and ease of 

alteration [10]. Conducting early-stage user evaluations 

can be beneficial for the user experience of the final 

product [6], and low-fidelity prototypes are better 

suited to this approach thanks to their flexibility and 

low initial investment. Existing low-fidelity prototyping 

methodologies are now beginning to be adapted to the 

requirements of AR, to varying levels of success. 

Prototyping around contextual markers 

Lauber, Böttcher, and Butz [7] proposed PapAR, a 

methodology for prototyping AR interfaces for car-

based HMDs. The PapAR team modified the more 

traditional paper prototyping methodology to 

incorporate two layers of ‘paper’: the underlying layer, 
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which featured a sketch or image of the environment in 

which the interface was to be implemented; and the 

top, transparent layer, with the dimensions of the 

possible active display area marked out in red pen. This 

system meant UI elements could be drawn into the 

environment, and the display area could be shifted 

around the driver’s field of view to determine the 

optimal positioning of the interface. 

Other teams have also developed solutions to address 

the issue of contextual markers in prototyping. Chen 

and Zhang [3] established a contextual evaluation 

system that utilised paper prototypes, Google 

Hangouts, and Google Glass that allowed participants to 

interact with a paper prototype on a mobile device in 

the contextual location, while also giving designers the 

opportunity to modify the design in real time as the 

testing session progressed. The application relied 

heavily on location markers rather than visual 

contextual markers, but it did also evaluate the user 

interaction mechanisms within the context of use. 

Previously, research teams have proposed a variety of 

solutions which addressed issues including technology 

restrictions [7][14] and contextual limitations [3][7]. 

However, their treatment of contextual markers didn’t 

meet the need for a quick, simple implementation of 

the contextual elements in a way that could be 

produced in a user research lab, and still be interacted 

with as if they were real, with the same level of fun and 

interactivity. While PapAR [7] utilised traditional paper 

prototyping methodologies in a visual AR context, it 

lacked the contextual engagement of placing users in 

an actual car. Chen and Zhang’s work [3], while both 

dynamic and low-fidelity, was replicating location-based 

AR rather than contextual visual overlays. Techniques 

for utilising traditional paper prototyping to replicate 

visual AR that relies on visual contextual markers are 

yet to be fully investigated. 

Context 

In order to explore paper prototyping with contextual 

markers, a small-scale pilot of the low-fidelity play-

based prototyping method was developed. However, it 

is made up of several generalizable components that 

could then be adapted to other contexts. This particular 

study was designed to evaluate a game concept 

situated within a mobile AR application intended for 

implementation at live sporting events [13], without 

any access to the venue where the application would be 

implemented. “Flick to Kick” was a mini-game that 

allowed attendees at National Rugby League (NRL) 

games to compete against each other, scoring points 

by ‘flicking’ virtual footballs through the field’s goal 

posts from their seat in the stadium, as seen in Figure 

1. The flicking mechanism draws on a familiar quick 

swipe up gesture and concept used in popular games 

like Paper Toss [9] and Pokémon GO! [5], but 

introduces an augmented reality element by utilising 

the actual goal posts on the field within the stadium as 

a visual context marker and the target.  

Designing a Method for Prototyping 

Our approach was motivated by a need for a low-

fidelity prototype evaluation method that included 

elements to contextualise the mobile AR experience 

that were dynamic, rather than static, and ideally 

replicated the playfulness, delight, and physical 

engagement of the intended functionality. The key 

difference was that part of the application functionality 

relied on virtual interaction with the contextual marker 

(the goalposts), and so to create a low fidelity paper 

 

 

 

 

 

Figure 1: The proposed interface 

for the “Flick to Kick” mechanism. 

Players flick the ball element 

(bottom centre) towards goal 

posts seen in the camera feed. A 

camera button (bottom right) 

allowed players to screenshot 

personal highlights. [13]  
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prototype that still replicated the functionality of an AR 

interface, the contextual marker would need to be 

recreated physically as well. Recreating the contextual 

marker within a traditional paper prototype similar to 

PapAR [7] would be simpler and quicker to develop, 

however it would lack the physical and dynamic 

interactivity of a small-scale replication. In this context, 

it was necessary for participants to be able to engage 

with the marker on a variety of angles, and adjust 

these angles as they saw fit, which would be difficult to 

replicate with a 2D drawing of the contextual marker.  

The contextual marker could have been ‘accessed’ by 

conducting testing sessions within the intended 

application environment (a sporting stadium). However, 

it was more desirable to explore options that could be 

executed within a user testing lab, which would allow 

for a more convenient, controllable, and replicable 

solution. Replication of the context at a lab scale was 

better for establishing testing sessions, but it required 

the physical scale of the marker to be reduced. This 

meant it was possible to replicate some of the less 

realistic physics components of the game, namely being 

able to flick a ball up to 100m away, without putting 

strain on the participants, or needing to further 

distance the activity from the ‘flick’ metaphor.  

The Prototyping Method 

Creating the Prototyping Materials 

There were 3 key components that needed to be 

translated into the low fidelity prototype to accurately 

reflect the core game mechanics and restrictions: the 

device, the contextual marker, and the virtual 

element(s). Within the context of mobile AR at live 

sporting events, this meant the team needed to 

replicate the phone, the goal posts, and the ball in a 

way that participants could recognise and interact with 

which simulated the application metaphor.  

To do this we 3D printed a model of a generic mobile 

phone handset. The model was modified by cutting a 

rectangular hole all the way through where the display 

would be, allowing users to see the view that would be 

displayed if the phone showed a direct camera feed. A 

small tee that protruded from the bottom of the hole 

for balls to rest on was also added to guide the 

placement of the ball, matching the default position of 

the ball element in UI designs as seen in Figure 1. 

Replicating the posts and ball was much easier, as 

pieces of wooden dowel were glued together to form a 

scaled down version of an NRL goal post (two vertical 

poles connected by a crossbar), and pieces of paper 

were scrunched up to be used as footballs. Originally, 

the team sourced a collection of small rubber footballs 

to be used during the tests, but a pilot test with team 

members revealed these balls had the potential to hurt 

when flicked, and so they were replaced with paper 

balls. The translation of both contextual and virtual 

elements into the real lab environment removes the 

sense of digital augmentation provided by AR 

applications, leaving only the elements within reality, 

which is where the phrase “Taking the ‘A’ out of ‘AR’” 

stems from. 

Executing the Prototype 

The application and evaluation of the prototyping 

method took place in user testing sessions that were 

set up to evaluate the whole mobile application 

functionality. A total of 9 participants (both university 

staff and students) participated in individual 1-hour 

testing sessions which consisted of an introduction, a 

self-guided exploration and discussion of application 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: The testing materials 

before being set up, showing the 

goalposts (left) and the phone 

model (bottom right).   
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screenshots, a task-based evaluation, and the “Taking 

the ‘A’ out of ‘AR’” activity.  

The prototype was set up within the research lab on a 

table, as shown in Figure 2. When it came to complete 

the “Taking the ‘A’ out of ‘AR’” activity, the goalposts 

were moved to an upright position in the centre of the 

table. Participants were free to interact with the 

prototype for as long as they felt engaged and were 

able to use the phone model and paper balls in any way 

they saw fit. The observer instructed participants to 

play how they thought the game mechanism would 

work, based only on the game set up, the screenshot of 

the proposed interface, and the knowledge that the 

game was called “Flick to Kick”. During the activity, 

participants were also encouraged to explore the 

physical space around the goal model, using positive 

prompts such as “that’s great, why don’t you give it a 

go from the other side of the table?”.  

During this time, the observer noted the participant’s 

interpretation of the game mechanism, their 

engagement with the activity as a game, and their 

engagement with the prototype as a low-fidelity 

presentation of a potential AR application. These 

observations served as the evaluative data for the 

prototype testing methodology, as engagement and 

functionality interpretation were the two primary 

success criteria for the technique evaluation.  

Outcomes 

Observations recorded during the session indicated that 

all participants enjoyed the activity to some extent. 

While about a third of the participants were hesitant or 

disinterested in the activity to begin with, many 

participants ended up standing for the majority of the 

activity, being actively engaged in approaching the 

challenge from different angles and trying different 

techniques to flick the ball between the goalposts. The 

primary technique that all participants adopted, either 

for part or all of the activity, was to line up their shot at 

the goal posts, balance a ball on the phone tee, and 

then flick the ball off the tee towards the goals, as 

illustrated in Figure 3.  

Two participants attempted to use the touch interface 

style flick gesture, but (correctly) acknowledged that 

this technique was unlikely to see them successfully 

score a goal. They made a few more attempts with this 

gesture before adopting the more traditional flick for 

“better aim”. A few participants chose to abandon the 

phone model altogether, instead relying on their other 

hand as a balance point for the ball, however this could 

be attributed to the difficulty of balancing the 

irregularly shaped paper ball on the tee, an issue that 

would not be present in the actual application. One 

participant, who had a sporting background, even 

attempted to kick the paper ball through the goalposts 

as one would a regular football, with limited success. 

While the majority of participants did indicate they 

enjoy the activity, many also indicated they were 

frustrated, through various sighs, groans, and 

comments such as “Oh no!”. While this could be 

interpreted as an indication of frustration with the 

testing activity, participants’ continued engagement 

and cheers when they were successful were a 

reasonable indication that the responses were more of 

a visceral reaction to the challenge of the game 

mechanism.  

In terms of using the low-fidelity prototype as a parallel 

for a mobile augmented reality application, only 2 

 

Figure 3: A sketch of the 

prototype interaction from the 

perspective of the participant. 

The participant holds a 3D 

printed model of a mobile phone 

handset and attempts to flick a 

ball through the goalposts.  
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participants specifically commented on the parallels 

between existing AR functionalities, such as Pokémon 

GO!, during the activity. However, 7 of the 9 

participants had, when shown the interface design in 

Figure 1 for an earlier activity, correctly assumed and 

understood the ‘flick’ gesture required to interact with 

the game. While participant responses do raise a 

concern that the activity is still too conceptually distant 

from a mobile AR experience to accurately assess the 

feasibility of the game mechanics and interaction 

techniques, this could be attributed to the ordering of 

the activities in the broader testing setup. It is possible 

that participants did not feel it was necessary to 

reiterate their understanding of the mechanism, as they 

adopted the physical flick gesture and understood the 

goal of the game without discussion.  

Conclusions  

It is recommended that future research is conducted to 

explore the minimum required characteristics for a low-

fidelity prototype for users to maintain a connection to 

the concept of AR. Furthermore, an investigation should 

be conducted into the benefits and drawbacks of this 

paper-based methodology when directly compared to 

low- to medium-fidelity functional prototypes. To 

address the issue concerning translation of the physical 

metaphor to the touch gesture, more testing could be 

conducted that incorporated a final activity that 

explicitly asked participants to indicate on a flat paper 

prototype or mock screen design the gesture that they 

would use to replicate the interaction. This would 

provide more concrete evidence to clarify whether the 

physical metaphor is too detached from the touch 

gesture system to serve as a user testing mechanism. 

It could also be incorporated as a part of the evaluation 

technique, to gather data on the participants’ expected 

or intuitive interactions with the touch interface based 

on the physical metaphor.  

Having utilised this prototyping method in a small-scale 

user evaluation, we can say that it has potential as a 

beneficial tool in contexts where low-fidelity prototyping 

is necessary but access to contextual markers is 

limited. However, there were also indications that more 

refinement is required to create a truly replicative low-

fidelity prototype that allows users to engage with the 

experience more accurately.  

Currently, this technique has potential to be a 

methodology used in circumstances where low-fidelity 

paper prototyping is necessary, and the application 

being designed is reliant on interactions with a visual 

contextual marker. This should be restricted to 

circumstances where the game mechanism relies on 

physics and physical constraints that can be reasonably 

replicated in a user testing laboratory. Specifically, this 

paper proposes a technique that bridges the gap 

between traditional paper prototyping methods used for 

interface design and evaluation, and the challenges 

associated with the development of visual, context-

aware augmented reality applications.  
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