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ABSTRACT

A fundamental problem with unmanaged wireless networks
is high packet loss rates and poor spatial reuse, especially
with bursty traffic typical of normal use. To address these
limitations, we explore the notion of interference cancella-
tion for unmanaged networks — the ability for a single re-
ceiver to disambiguate and successfully receive simultane-
ous overlapping transmissions from multiple unsynchronized
sources. We describe a practical algorithm for interference
cancellation, and implement it for ZigBee using software ra-
dios. In this setting, we find that our techniques can re-
duce packet loss rate and substantially increase spatial reuse.
With carrier sense set to prevent concurrent sends, our ap-
proach reduces the packet loss rate during collisions from
14% to 8% due to improved handling of hidden terminals.
Conversely, disabling carrier sense reduces performance for
only 7% of all pairs of links and increases the delivery rate
for the median pair of links in our testbed by a factor of 1.8
due to improved spatial reuse.

Categories and Subject Descriptors

C.2.1 [Computer Systems Organization]: Computer-
Communication Networks—Network Architecture and De-

sign

General Terms

Algorithms, Design, Experimentation, Performance, Relia-
bility

Keywords

Interference cancellation, spatial reuse, carrier sense, wire-
less networks, software radio

1. INTRODUCTION
Wireless LANs such as WiFi and ZigBee pose a chal-

lenge to system designers aiming to achieve reliable and
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high performance communication. Partly, this is due to
the inherent characteristics of wireless communications, in
which performance is heavily dependent on the details of
the environment. But wireless LANs also add chaotic traf-
fic patterns, irregular and sometimes dynamic topologies,
heterogeneous hardware, devices in separate administrative
domains and decentralized control. The result is that tra-
ditional techniques for allocating resources, such as TDMA,
FDMA, CDMA, cannot readily be used. Instead, wireless
LANs rely on carrier sense, in which a device will defer to a
transmission already in progress. Nodes send with a mini-
mum of delay when they have data, while avoiding collisions
that would potentially cause loss.

Unfortunately, it is well-known that carrier sense does not
always work as intended. Hidden terminals are nodes that
do not sense each other’s transmissions, even though they
interfere at an intended receiver to prevent successful decod-
ing. Exposed terminals are nodes that do sense and defer to
each other, even though the intended receivers are located
such that both would receive if data was sent simultane-
ously. Efforts to improve one of these effects often cause the
other to become worse. For example, we can raise the carrier
sense threshold, increasing spatial reuse, but also increasing
loss [15, 25]. Similarly, we can use an RTS/CTS mechanism
to eliminate hidden terminals, but this can hurt performance
in practice by decreasing spatial reuse. As a result, RTS in
802.11 NICs is typically disabled by default, even though
when present, hidden terminals can reduce 802.11 through-
put by 40% [21].

In this paper, we explore whether it is possible to sidestep
the performance tradeoff between hidden and exposed termi-
nals, by designing receivers to recover multiple simultaneous
signals. In this way, hidden terminals are less of a problem,
allowing exposed terminals to be more easily tolerated as
transmitters can choose a more aggressive sensing thresh-
old. We simplify the design space by restricting ourselves
to successive interference cancellation (SIC), also called suc-
cessive decoding [23, ch. 7]. With successive cancellation,
one sender’s packet is decoded from a received collision and
then the signal is subtracted, allowing the receiver to decode
weaker simultaneous signals.

Successive interference cancellation has been shown to im-
prove bandwidth utilization in cellular networks [1]. These
deployments, unlike wireless LANs, are designed with cen-
tralized control that they exploit to great advantage. Con-
tinuous closed-loop communications between cell phones and
the towers allows the system to synchronize the clocks of all
devices in the system. During association, and adjustable at



any time (e.g., during call setup), the towers determine the
best transmit power, coding rate, and/or spreading codes to
enable the disambiguation of different uplink sends. Time
division, in conjunction with synchronized clocks, implies
that frames transmission are aligned. And with dedicated
spectrum, no devices beyond the control of the centralized
infrastructure are present to cause co-channel interference.

In contrast, wireless LANs operate in the chaotic unli-
censed bands. Networks in separate administrative domains
compete with no centralized control over power or rates, no
time or frequency synchronization between devices, and in
general employ no techniques to facilitate the disambigua-
tion of distinct transmitters beyond (with mixed success)
attempting to prevent concurrent sends with carrier sense.

In this work, we adapt SIC to work in these uncontrolled
network scenarios, to show that successive interference can-
cellation can help reduce the inherent tradeoff post by car-
rier sense in wireless LANs. To make our discussion con-
crete, we design and implement a simple SIC receiver for
the IEEE 802.15.4 (ZigBee) physical layer. A key idea in
our design is that the receiver uses measured properties of
the signal to recover and then subtract each packet in turn.
Because of the limits of the software radio system we used,
we cannot directly measure our implementation against car-
rier sense, but we use measurements to estimate the relative
performance of the different approaches when pairs of links
compete to send. With a carrier sense threshold set to elimi-
nate concurrent sends, SIC reduces the packet loss rate from
14% to 8% due to improved handling of hidden terminals.
Conversely, disabling carrier sense entirely reduces perfor-
mance for only 7% of all link pairs, and raises the median
combined delivery rate across both links by a factor of 1.8
due to improved spatial reuse.

The rest of the paper is organized as follows. Section 2
provides a quick primer on detection of wireless signals, and
explains our design for a SIC receiver. Section 3 presents our
software radio implementation of SIC for ZigBee nodes, as
well as the two single-packet detectors we use as a baseline.
Section 4 explains our experimental setup and methodology.
In Section 5 we evaluate SIC performance in our network,
and in Section 6 we use these measurements to predict the
system effects of using SIC in a real network. Finally, Sec-
tion 7 explains related work before we conclude in Section 8.

2. SUCCESSIVE INTERFERENCE

CANCELLATION
We begin with background on successive interference can-

cellation (SIC) and how we apply it to the setting of wireless
LAN receivers.

2.1 Decoding signals — the SINR model
In communications theory, the signal to interference-and-

noise ratio (SINR) of a received transmission determines a
device’s ability to recover the data it contains. SINR is de-
fined as the ratio between the signal power S1 of the desired
transmission to the combined power of all interfering trans-
mitters I =

P

i
Ii plus noise N :

SINRS =
S

I + N
(1)

1We abuse notation slightly and use S both for the signal
S(t) and for its signal power
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(a) Capacity under the SINR model (b) Capacity with SIC

Figure 1: These figures show the capacity regions
for ZigBee under the SINR model (a) and with a
SIC detector (b) that can reduce a captured signal
by 30 dB. We assume a Gaussian noise model and
a 3 dB inefficiency in the receiver implementation,
and plot the conditions for 85% packet reception.

Reception succeeds when the SINR is large, i.e. the sig-
nal strength overcomes both electromagnetic noise and the
combined power of all interfering transmitters.

Formally, we model the bit error rate (BER) experienced
by a receiver as a function of the SINR. A larger SINR im-
plies a stronger signal and fewer bit errors, and allows for
a higher supported data rate. In packet radio, we are more
concerned with the packet error rate (PER), calculable di-
rectly from the link BER and packet length. For a given
upper bound on the PER, we can calculate a threshold τ

such that if the SINR of a signal exceeds τ , then a packet
will be received successfully with that bounded error prob-
ability.

For the ZigBee PHY we use in this work, the threshold
τ is about 0.5 dB for a PER of 1% [19], incorporating sig-
nals gains from redundancy in the ZigBee codewords and
the properties of the physical modulation scheme. This re-
sult follows directly from the BER curves for the modula-
tion scheme employed by ZigBee under a standard Gaussian
noise model. However, this ideal result neglects the reali-
ties of implementing practical receivers. Thus Figure 1 (a)
shows the capacity region (85% delivery) for ZigBee packets
under Gaussian noise, and allowing for a receiver implemen-
tation with a 3 dB loss of efficiency. Commercial wireless
hardware commonly includes various inefficiencies, trading
slightly worse error performance for reduced implementation
complexity, less silicon, lower power consumption, and/or
cheaper components.

2.2 Interference cancellation theory
The fundamental idea behind interference cancellation tech-

niques is that, unlike noise, interfering signals have structure
determined by the data that they carry. Interference can-
cellation techniques exploit this structure to mitigate the
harmful effects of interference, improving the effective SINR
of a signal and reducing bit errors.

Consider a received signal R containing two additive trans-
missions S1 and S2 as well as thermal noise:

R(t) = S1(t) + S2(t) + N(t). (2)



In this case, assume that S1 is stronger than S2 such that
S2 has insufficient SINR for recovery,

SINR2 =
S2

S1 + N
< τ. (3)

However, if we exactly knew the signal S1, we could simply
subtract it from R. This would eliminate its contribution to
the denominator of SINR2 and potentially allow S2’s recep-
tion. In practice, however, we instead have an approximate
model for S1, S̃1, which we can subtract from R. In the
resulting signal, R − S̃1, the interference power of S1 is re-
duced to the error in approximation, from which S2 can be
decoded if the approximation is sufficiently accurate.

SINR2[R − S̃1] =
S2

(S1 − S̃1) + N
> τ (4)

Successive interference cancellation (SIC) [23, Ch. 7] is
one version of this technique that exploits the well known
capture effect, a natural consequence of the SINR model in
which a strong interfering signal is successfully received dur-
ing a collision. SIC uses the bits successfully recovered from
the signal to generate the approximation that it then sub-
tracts. We show the 85% reception region for SIC with re-
spect to the signal S in Figure 1 (b). Here we assume a SIC
implementation that reduces the interfering signal strength
by 30 dB, eliminating 99.9% of its energy, and allowing the
signal S to be received over a larger region.

2.3 SIC receiver processing
At a high level, our SIC receiver performs the following

steps: (1) detect a collision, (2) identify and decode the
strongest signal, (3) develop a data dependent model of the
signal, (4) use the received data and the model to cancel the
signal, and (5) iterate to decode the packet(s) that remain.
In a cellular implementation of SIC, steps (1)-(3) would be
vastly simpler than for wireless LANs. Further, note that
in wireless LANs SIC, and collisions in general, raise some
MAC level issues that we defer until Section 3.4.

Detecting a collision. One way to determine when colli-
sions happen is to determine when packets begin and end.
We do this by scanning for sharp changes in the amplitude
variation of the incoming signal. When the energy jumps
to indicate that a stronger transmission has started, the de-
tector will synchronize with and begin modeling the new,
stronger signal. We detect the end of a packet by a corre-
sponding decrease in signal strength.

Decoding the strongest signal. In order for SIC to work,
we require that one signal has SINR sufficient that it can be
received. If this holds, then provided we can detect the
beginnings and ends of packets, we can use standard single-
packet reception techniques to decode this strongest signal.
It is important to note here that many conventional single-
packet receivers do not re-synchronize on a strong interfering
transmission if synchronization has already been achieved
for a preceding transmission. A consequence of this is that
a receiver that does not implement such re-synchronization
can drop an interfering transmission even with a large SINR
that is sufficient for decoding. For a conventional detector,
this is acceptable if carrier sense is used to suppress compet-
ing traffic. For comparison, we provide an implementation of
both a resynchronizing and a non-resynchronizing detector.

Modeling a captured signal. To model a received trans-

mission, we need to understand the wireless channel. At the
transmitter, the signal constructed to carry the data is de-
fined by the standard (e.g., IEEE 802.15.4 [10] for ZigBee),
but becomes distorted in various ways. Filtering at both the
sender and receiver prevents bandwidth leakage and combats
intersymbol interference. Physical propagation introduces
signal attenuation — energy decays with distance — and
multipath fading, in which multiple copies of the signal in-
terfere after taking different physical paths. And, the crystal
oscillator generating the carrier, a radio wave of frequency
fc which carries the transmitted data, is a physical object
with imperfections that result in a small offset between fc

at the transmitter and at the receiver.
Rather than explicitly model complex channel effects, we

approximate them as an unknown but deterministic function
of the data (as we assume distortions to be constant over one
packet length) that is implicit in the received signal R(t). In
practice, R(t) for one data symbol depends not only on the
data symbol transmitted at time t, but also the preceding
and succeeding symbols due to multipath interference and
filters which deliberately blend symbols to lessen spectral
usage. Thus to build the model, we average together the
received waveforms wherever the packet contains the same
window of data. Provided the data is quasi-random, inter-
fering transmissions average out and become noise.

Previous work, including that of the authors [7], built sim-
ple explicit channel models by calculating the frequency off-
set and ignoring other effects. While this approach is easy
to implement, we found it limited in accuracy, especially
as symbol time decreases and multipath plays a larger role.
Further, we found extending the model to account for all
channel effects to be overly involved, e.g., there are different
fading models (e.g., Rice, Rayleigh, and Nakagami) for dif-
ferent environments (indoor, outdoor, urban)m that would
be quite difficult to track in practice.

Canceling the strong interferer. The final step in SIC is
to use the models and data to cancel out the signal from the
strong interferer. To do so, we iterate through the packet
data, and align the phase of the model with the received
samples. Finally, we subtract the waves, canceling the in-
terfering signal.

3. IMPLEMENTATION OF SIC ZIGBEE

RECEIVER
In this section we describe our implementation of SIC as

well as of two detectors designed for a single-packet envi-
ronment against which we compared our design. We begin
with information on the software radio platform we use (the
USRP) and the physical layer we build (ZigBee).

3.1 The USRP platform
We implemented the ZigBee physical layer on the Univer-

sal Software Radio Peripheral (USRP) [4], a hardware plat-
form for software radio that interoperates with the GNU Ra-
dio [5] software library. Simply, the USRP digitizes received
waves after converting them down from the carrier frequency
fc (2.425 GHz in our experiments) to baseband (0 Hz) for
processing in a general-purpose computer. We implemented
SIC and single-packet receiver processing, as described be-
low, using a combination of standard and custom-built GNU
Radio processing blocks.
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Figure 2: A block diagram of our conventional, single-packet ZigBee detector. The incoming signal is filtered
by a channel select filter to remove noise outside the desired 3 MHz of spectrum. An energy detection block
detects bursts with power 2 dB larger than the noise floor and isolates these transmissions for decoding.
Next, a Kay estimator calculates the frequency offset γ and then symbol timing β — the offset in the 4×
oversampled signal that is best to demodulate the data — is recovered. The demodulation block uses β and
γ to make hard decisions about the incoming chip sequence, which is then framed into codewords and using
maximum likelihood estimation decoded as bits. Finally, the bits are framed into packets and passed up the
network stack.
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Figure 3: Block diagram of successive interference cancellation. Filtering, energy detection, and synchroniza-
tion occur as in the conventional detector. After synchronization and decoding of the headers for the leading
packet, the calculated transmission length is used to determine whether one or multiple senders are present.
In the case of a collision (dashed lines), the strongest signal is demodulated, including re-synchronizing if it
is the later packet. This signal is then modeled to generate an ideal copy of the signal from the decoded bits.
This approximation is then canceled from the original signal, and the result (the remaining transmissions,
plus approximation error) is fed back into the detector.

3.2 IEEE 802.15.4, the ZigBee PHY
The IEEE 802.15.4 standard [10] provides a physical layer

for sensor networks and other wireless personal area net-
works. At 2.4 GHz, it sends up to 128 byte packets at a
low 250 kbps rate and uses direct sequence spread spectrum
(DSSS) to map every group of 4 bits to one of 16 sequences
of 32 bits (or “chips”) known as ZigBee codewords. ZigBee
uses offset quadrature phase shift keying (O-QPSK) modu-
lation, which maps pairs of bits from the data into four dif-
ferent electromagnetic waveforms, known as symbols. Thus
a single byte of data is coded into two ZigBee codewords
of 32 bits each each, and these 64 bits are mapped into 32
O-QPSK symbols of two bits each.

The true bitrate of the ZigBee PHY is 2 Mbps. This is
well suited to the 8 MHz sampling limit on our software
radios with 4× oversampling as commonly used in wireless
receivers. (Note that while 2× oversampling is the required
Nyquist rate, real world conditions and implementations
typically require more frequent sampling.) Low rate 802.11

modes share many features with ZigBee including compara-
ble data rates, (250 Kbps versus 1 and 2 Mbps) and the use
of DSSS (ZigBee’s spreading factor is 8 whereas 802.11 uses
11 chips per bit).

3.3 Our receivers
We implemented three different detection algorithms to

model different types of receivers. We implemented two
single-packet receivers representing the performance of com-
mercial hardware today, and a receiver using SIC.

3.3.1 A conventional single-packet detector

A block diagram of our conventional single-packet ZigBee
receiver is shown in Figure 2. First, a filter known as a chan-
nel selector isolates the 3 MHz wide frequency band occupied
by a ZigBee channel. Then an energy detection block, with
threshold about 2 dB above the noise floor detects incom-
ing transmissions of sufficient strength. The receiver then
synchronizes on the preamble, a predetermined sequence of
bits that indicates the start of a ZigBee packet. During



synchronization, the detector uses a Kay estimator [20] to
determine the frequency offset between the transmitter and
receiver and uses simple methods to determine the correct
sampling interval (i.e., which offset in the 4× oversampled
signal best contains the signal) and the boundaries between
the 32-chip ZigBee codewords. Finally, the receiver demod-
ulates the chips in the rest of the packet and then uses the
minimum Hamming distance (number of bits that differ) be-
tween the received chip sequence and the set of 16 codewords
to decode that sequence to the most likely codeword.

We use hard decoding to determine the individual chips
in isolation rather than considering the group of 32 symbols
together. This entails a penalty of around 3 dB, effectively
increasing the noise floor, but we use the same procedure in
our SIC implementation.

Finally, the conventional receiver synchronizes on the pre-
amble of a ZigBee transmission and then uses the calculated
parameters to decode the remainder of the packet. This
implies that a stronger interrupting transmission may not
be recovered even with sufficient SINR, behavior that is ob-
served in commercial WiFi devices (notably, the Prism hard-
ware [6]).

3.3.2 A resynchronizing detector

To improve upon the performance of the conventional de-
tector, with the aim of performance that obeyed the SINR
model as closely as possible, we also implemented a detec-
tor with the ability to resynchronize on the second packet
in a collision. This type of capture reflects the empirical
behavior of Atheros chipsets.

There are many ways to implement a single-packet detec-
tor that will resynchronize and capture a strong packet that
begins second during a collision; a key goal in our design
was to facilitate the reuse of the same blocks in the SIC
receiver. This sharing provides for a direct comparison be-
tween the two algorithms, isolating the impact of using SIC
from the side effects of other design and implementation de-
cisions. Thus, our resynchronizing detector implements only
the base case of a two packet collision as this is sufficient for
our experiments. It also operates on the entire captured col-
lision signal. Both of these implementation restrictions can
be relaxed in future work.

After the channel select filter and energy detection, syn-
chronization and timing of a detected energy burst (which
may be a single packet or may be a collision) occurs as in
the conventional detector presented above. Once the head-
ers of the first packet in the burst are decoded, the calcu-
lated transmission length is used to determine whether one
or multiple senders are present. In the single-sender case,
the conventional receiver will decode the packet as normal.

During a collision, we first separate the energy burst into
transmission regions for the two interfering senders. We can
use the above calculated transmission length of the leading
packet for the first sender, and determine the beginning of
the second transmission via a sharp increase in the vari-
ance of the received signal amplitude (as in [14]). We next
determine the amplitude of each received signal. Unless the
packets overlap completely, the isolated transmission regions
at the beginning and end of the energy burst can be used
to determine the individual signal power levels; other meth-
ods exist [14] that could be used to determine the signal
strengths if packets overlap completely.

After identification of the stronger signal, and resynchro-

nization if it arrived second, we demodulate the stronger
signal using the same methods as before.

3.3.3 Our SIC receiver

We present a block diagram of our SIC receiver in Fig-
ure 3. To provide a basis of comparison, our implementation
reuses the same blocks as the resynchronizing single-packet
detector, adding only those elements necessary to implement
SIC.

After demodulating the stronger signal as specified above,
the SIC receiver builds a model of that signal as a function
of the underlying bits. To construct this model, we use the
averaging techniques described in Section 2.3. In practice,
we found that for ZigBee in our environment, the current
sample R(t) depends only upon 3 consecutive symbols. As
ZigBee encodes two bits per symbol, these three symbols in-
clude 6 bits and induce 64 different models. More advanced
physical layers transmit more bits per symbol — for instance
802.11g [9] sends 288 bits at once — but SIC algorithms have
been proposed and simulated for these systems as well [12].
We then use these data-dependent models and the recovered
bits to approximate the signal and then subtract the gen-
erated waveform, leaving only the approximation error and
the second, weaker signal.

Finally, we re-synchronize and demodulate the second sig-
nal with our standard detector, and pass the demodulated
bits up the network stack.

3.4 A SIC MAC
Our SIC receiver has implications for the MAC layer be-

cause it supports the reception of multiple packets at once.
We discuss these issues here to show how SIC fits as part of
a complete wireless LAN.

Link layer ACKs. Link layer ACKs can be problematic
in a network with collisions. This is because ACKs are typi-
cally defined to occur in a small time-window after transmis-
sions, potentially interfering with a conflicting packet still in
progress. Another design is to allow a deferred ACK. Even
without this, if only one of the colliding packets is intended
for a node, then the node can safely ACK the packet. This
ACK may cause a further collision — with the packet for
another node that is still underway. Fortunately, this other
node can use a SIC receiver to resolve the ACK collision,
and will benefit from the fact that nearly all the bits of the
incoming ACK packet are well known. Thus we expect that
two links with different receivers will be able to concurrently
receive and ACK packets using SIC. Note that in our imple-
mentation, the weaker signal may not be decoded until well
after it completes — a topic we turn to next.

Buffering and latency. Our implementation buffers an
entire packet to form a data-model. The amount of buffer-
ing will depend on how much time is needed to form a data-
dependent model for cancellation. This may be significantly
less than a complete packet, and once the model is built
only a few symbols need to be buffered. It is also likely that
previous transmissions from a node can be used to model its
transmissions, at least for recent transmissions and slowly
changing channels, e.g., stationary nodes. We plan to ex-
plore this in the future.

SIC and increased control. Senders in 802.11 wireless
LANs typically have more control than in ZigBee; they can
choose from multiple rates and power levels through coor-



Figure 4: Our ZigBee USRP testbed. We deployed
eleven nodes over six rooms in a university environ-
ment. There are both lossy and robust links and
substantial RF barriers including elevators and an
electrical closet.

dination (implicitly through e.g. ACKs, or explicitly) with
receivers. In these situations, opportunities for capture and
the subsequent application of SIC may decrease. But theo-
retical work shows that SIC can increase multiuser wireless
LAN capacity [22]. Additionally, CMAP [24] demonstrated
that the necessary condition for the use of SIC, capture, does
occur in a real 802.11a deployment; SIC would complement
this system by adding more sets of nodes that are exposed,
rather than hidden terminals. Thus successive interference
cancellation can benefit wireless LANs, even when power
and rate control are applied.

SIC as part of a broader solution. Since SIC cannot
resolve all collisions in practice, e.g., the regions of no cover-
age shown in Figure 1 (b), some MAC-layer method must be
added to handle these corner cases. And although the prin-
ciples underlying SIC apply with more than two senders, it
will be increasingly difficult to recover the third or fourth
concurrent collision as the signal diminishes and residual
noise accumulates. Instead, we view SIC as part of a so-
lution that involves carrier sense or other MAC scheduling
mechanisms. Given that contention tends to be low in prac-
tice [17], SIC provides a margin of robustness that supports
fast and loose scheduling. Determining the best MAC to
complement SIC is an interesting issue for future work.

4. EXPERIMENTAL SETUP
In this section we describe our testbed and our experi-

mental methodology. We deployed an unplanned, ad hoc
testbed of USRP nodes with our ZigBee receivers to un-
derstand the benefits of interference cancellation. Section 5
presents our baseline measurements of SIC effectiveness, and
Section 6 uses these measurements to estimate the network
performance when links contend.

4.1 USRP testbed
To analyze the effects of our interference cancellation tech-

nique in a dense wireless environment, we deployed a testbed
of 11 USRP nodes (Figure 4). Four nodes are located in a
lab, six in nearby offices, and the last in a machine room.
Metal elevators provide transient path loss on some links.

The USRPs communicated on ZigBee channel 15 centered
at 2.425 GHz, situated centrally between WiFi channels 1
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Figure 5: Delivery rates for all 110 unidirectional
links in the testbed. We use the sharp transition at
75% delivery to label a link as “good” for consider-
ation in further experiments.

and 6. Six 802.11b/g access points (three each on channels
1 and 6, including the floors above and below) are nearby
and more are distributed throughout our building and ad-
jacent buildings. Note that despite the 12/13 MHz sepa-
ration, the spectral mask for 802.11g is less restrictive and
requires only 20 dB of attenuation as compared with 30 dB
in 802.11b; thus 802.11 nodes can provide a potentially sig-
nificant amount of co-channel interference. We ran our ex-
periments at night to minimize this effect.

4.2 Experimental methodology
Our ideal experiment would evaluate SIC in an end-to-end

way, with online receivers using real traffic models to under-
stand the effects of SIC on network performance. However,
software radio platforms such as the USRP do not read-
ily support these experiments because of high I/O latency
that prevents the rapid transmission of link layer ACKs, and
general-purpose frameworks that are less efficient than the
DSP implementation of commercial NICs. Instead, we focus
on packet reception experiments that evaluate the core ca-
pabilities of our USRP-based ZigBee and SIC receivers. We
then use these experiments to emulate the performance of a
network comprised of receivers and carrier-sense senders.

Link quality. We measured the quality of the 110 unidirec-
tional links in the network by calculating the delivery rate
of 1,000 packets sent from each sender and received by the
conventional ZigBee receiver. The CDF of delivery rates is
shown in Figure 5. We see that most links reliably deliver
most of their packets, with a sharp decline to the 8.2% of
links that deliver less than 10% of packets. We used the
transition point of this curve to label a link as “good” if it
delivers more than 75% of its packets and define L to be this
set of links.

First, note that there is not all-to-all connectivity in our
testbed. Hidden terminals play an important role in wireless
networks, and our network contains hidden terminals even
for a minimum carrier sense threshold. Secondly, we only
measure SIC performance for reliable links in the set L; SIC
improves the network under collisions but does not make
single links better.

Comparing receivers. In each of our experiments, re-
ceiving nodes record the raw received signal samples to disk
for later processing by our single-packet and SIC ZigBee re-
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Figure 6: Cumulative distribution function (CDF) of packet delivery rates for the stronger (left) and weaker
transmitters at a receiver R for 400 (A, B, R) triples. Synchronization on the first, weaker transmission causes
the conventional detector to drop half of strong packets; both the resynchronizing detector and SIC recover
most of these transmissions. Unlike the conventional and resynchronizing detectors, SIC delivers the weaker
packet in a collision with a median probability of 83%.

ceivers. This allows us to obtain a direct comparison of the
three receivers on exactly the same received data. It gives us
reproducibility and mitigates concerns of variability in the
results due to slight differences in the workload or wireless
channels.

5. SIC RECEIVER PERFORMANCE
The key feature of SIC is the ability of a receiver to recover

a weak packet during a collision. In this section we evaluate
this baseline feature in an experiment in which we sent traffic
shaped to cause collisions and exercise SIC.

5.1 Sender workload
To determine whether SIC can successfully recover signals

under interference, and whether it applies to most pairs of
nodes in our unplanned network or required careful topology
tuning, we ran the following simple microbenchmark. Note
that this microbenchmark is not intended to be indicative
of typical behavior, but rather to measure SIC. We chose
pairs of USRP nodes as transmitters and sent 1,000 of the
largest sized ZigBee packets (6 header bytes plus 128-byte
payloads) with carrier sense disabled. Note that 128 bytes is
equivalent in time to 512 bytes at 1 Mbps or 1 024 bytes at
2 Mbps, and is longer than any packet of a higher rate. One
sender emitted packets at 50% load, delaying for one packet
interval between sends. The other sender delivered pack-
ets with an interpacket spacing of 1.1 packet lengths (about
48% load), with small random jitter added. This workload
forces a high number of two-packet collisions with uniform
random amounts of overlap between the two packets. For
each of the 55 pairs of senders, the other nine nodes acted
as receivers and logged the raw received complex samples
output by the USRP to disk. These traces were later re-
played to our implementations of two single-packet ZigBee
detectors (Sections 3.3.1 and 3.3.2) and our SIC detector
(Section 3.3.3).

5.2 Delivery under interference
For each pair of transmitters A and B, and receiver R,

we consider the stronger sender at R to be the transmitter
with the most packets decoded correctly. Note that for a

given pair of transmitters, A may be the stronger transmit-
ter at one receiver while B is stronger at another. Also be
aware that while our definition of “stronger,” higher packet
delivery, will correlate with a larger signal strength, some in-
dividual transmissions from the “stronger” transmitter may
have a lower signal strength due to varying fades. We define

T = {(A, B, R) | (A, R) ∈ L and (B, R) ∈ L}

to be the set of triples in which both links are reliable. Of the
495 unique triples in the network, 400 contain two reliable
links. Figure 6 plots the distribution of packet delivery rates
for the stronger (a) and weaker (b) transmitters.

Figure 6 (a) shows that both SIC and the resynchroniz-
ing detector remain reliable in the presence of an inter-
ferer for 93% of triples. Slight differences between the two
can be attributed to the gain of SIC when the normally
stronger receiver becomes weaker due to fading. The con-
ventional detector, as expected, typically drops half of the
stronger transmitter’s packets when it synchronizes on the
first, weaker transmission. In some cases, the stronger sig-
nal dominates such that the weaker transmission is lost and
greater than 50% of stronger packets to be received. This
occurs for about 8% of triples.

Figure 6 (b) shows that SIC greatly increases the ability
of a receiver to recover the weaker transmission over both
single-packet detectors. The weaker link remains reliable
(delivers 75% of its packets) in 63% of triples. In compar-
ison, the conventional and resynchronizing receivers recov-
ered a median of 2-3% of these weaker packets — only when
the overlap of the colliding packets was minimal.

Our microbenchmarks demonstrate that SIC can allow a
receiver to reliably recover packets under interference, even
when the interfering signal is stronger. That is, SIC im-
proves the robustness of a receiver to hidden terminals with-
out requiring other changes to the MAC or physical layer.

5.3 Delivery vs SINR
Figure 7 shows packet delivery rates as a function of signal,

interference, and noise power for the SIC and conventional
receiver implementations. We normalize power levels with
respect to noise. These four figures plot 800 total points,
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Figure 7: Delivery rate of S as a function of its signal power and the combined power of interference I and
noise N . The four figures plot 800 total points, two each for the 400 triples in T , alternatively treating A

and B in turn as S and I. Figures (a) and (b), showing the relative strengths of S and (I + N), demonstrate
that packet delivery in our network qualitatively matches the expected theoretical behavior displayed in
Figure 1. Plots (c) and (d) show the delivery rate as a function of SINR, which is simply S - (I + N) with
these quantities in decibels. The conventional algorithm recovers packets only when the SINR is positive,
while SIC can reliably recover packets on links with large negative SINR by modeling and canceling the
signal. The resynchronizing detector matches the conventional detector for SINR < 0 and SIC for SINR > 0.

two each for the 400 triples in T where we alternately treat
A and B as S and I. We omit the resynchronizing detector
as it closely matches the conventional detector for SINR <

0 and SIC for SINR > 0.
Figure 7 (a) and (b) show delivery as a function of the

relative strengths of the signal and the interference, and cor-
roborate the theoretical results displayed in Figure 1. Parts
(c) and (d) show delivery as a function of SINR, which sim-
ply equals S-(I + N) with these quantities in decibels. The
conventional detector delivers packets only when the SINR
is sufficiently large and in most cases, only when the desired
signal is transmitted first. SIC can reliably recover packets
at SINR values as low as -30 dB. Note that with SIC, the
delivery rate is not captured entirely by the relative signal
powers (SINR); the absolute signal powers in (b) affect deliv-
ery as well because S must be sufficiently strong to overcome
the residual error in the canceled I.

6. SIC NETWORK PERFORMANCE
In the previous section, we showed how SIC improves de-

livery when there are collisions. However, our experiments
do not directly show the effects of SIC on the network be-
cause they do not include carrier sense and analyze deliv-

ery from the point of view of a single receiver. Here, we
use our measurements to estimate the effects of SIC for dif-
ferent carrier sense thresholds. We consider spatial reuse,
packet delivery, and fairness for competing pairs of links
in our testbed. We find that SIC achieves overall network
performance gains with minimal negative consequences for
individual links.

6.1 Potential for spatial reuse
Network designers strive for spatial reuse because allowing

multiple links to send simultaneously improves the capacity
of the network. To explore the properties of spatial reuse
for pairs of reliable unidirectional links in our network we
define

Q = {(ℓ1, ℓ2) with distinct nodes | ℓ1 and ℓ2 ∈ L}

to be the set of quadruples of nodes forming two interfering,
reliable unidirectional links in the network. In our testbed
there are 3 120 pairs of reliable links (of 3 960 pairs total).
If A → R and B → S are the two competing links, then
we quantify spatial reuse with the results from the previous
section, calculating the delivery ratios from A → R while B

interferes and vice versa.
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Figure 8: Comparison of packet delivery rates for the 3 120 pairs of reliable interfering links. Separately
for each detector, we sort link pairs by the total packets delivered and also plot the delivery of the worse
performing link. The median delivery rate for SIC improves by a factor of 1.8 the median delivery rate of a
resynchronizing detector. Additionally, spatial reuse benefits around 70% of link pairs using SIC, compared
with about 25% without; thus SIC in effect turns 45% of competing links from hidden terminals into links
that can send together in this network.

Figure 8 shows the distribution of packet delivery ratios
for the two links using the two single-packet ZigBee receivers
and using our SIC algorithm. We sort the quadruples by the
sum of the link delivery rates and also plot the reception rate
on the link that delivers fewer packets of the pair.

Figure 8 (a) shows the complex behavior of a conventional
receiver in our testbed. Collisions starve both links 22% of
the time, when neither node experiences capture, receiving
fewer than 10% of packets. There is an intermediate region
where one link can capture packets but the other cannot,
and a full 85% of pairs of links average fewer than 1 packet
delivered per collision. This implies that spatial reuse can
only benefit the last 15% of link pairs, when both nodes
experience capture and one link pair is sufficiently isolated
that it does not even synchronize on the interferer’s packets.
Overall, the median rate is about 0.5 packets delivered by
the conventional detector per collision, i.e. the throughput
of each link is degraded by at least half during collisions and
on average by a factor of 4.

In Figure 8 (b), we see that resynchronization greatly
helps the network. The same 22% of link pairs are still
starved, but now the stronger link is reliable in most of the
remaining cases. Spatial reuse would benefit 25% of pairs
for the delivery rate exceeds by at least ten percent 1 packet
per collision. The median rate is 0.94 packets delivered per
collision, and thus the network performs in aggregate about
as well as if only a single node sent. However, in 74% of
cases, the weaker link nearly starves with less than 10% of
packets delivered.

In contrast, Figure 8 (c) shows that SIC greatly increases
the ability of a receiver to perform under interference, and
provides a much larger potential for spatial reuse in our net-
work. With SIC there are barely any pairs of links for which
collisions cause both links to starve and in fact for 61% of
link pairs the worse performing link delivers at least 3/4 of
its packets, meeting our threshold for reliability. And now
77% of links have spatial reuse. Compared with the previ-
ous two cases, the use of SIC increases the number of link
pairs that benefit with spatial reuse by more than a factor
of 5 over the conventional detector (15%) and by a factor of
3 with resynchronization (25%). Finally, the median rate is

about 1.8 packets delivered per collision — when receivers
in our network use SIC, for most pairs of links both links
work almost as well together as they do separately.

6.2 Spatial reuse via carrier sense
We investigate the properties of SIC under carrier sense

as the most straightforward way to provide spatial reuse.
For these results, we assume all nodes use a uniform car-
rier sense threshold, and use measured RSSI values between
nodes to determine whether a sender will defer to an ongo-
ing transmission from another node. From this information,
we extrapolate the number of packets delivered per trans-
mission as a function of the sensing threshold.

Measuring RSSI. For each of the 110 sender/receiver pairs
(A,B) in our network, nine of the experiments we analyzed
in Section 4 contained transmissions from A to B. We com-
puted the signal power at the receiver of every packet where
the CRC matched, took the median for each trial, and used
the median value over all nine trials as the pairwise, unidi-
rectional RSSI. Over the nine trials, the worst-case difference
between the median RSSI and the maximum or minimum
measured RSSI was within 15%, a difference of less than
0.6 dB. The 90th percentile difference was 0.4 dB (9%) and
the 80th percentile was an error of 0.2 dB (5%). Thus, RSSI
on the links of our network is consistent over many trials.

Varying carrier sense. We vary the carrier sense thresh-
old in our topology from 0 dBrn (decibels relative to noise) to
50 dBrn. At the low end, concurrent sending is completely
disabled in the network except for a few nodes for which
the measured RSSI is below the noise floor. The strongest
RSSI between nodes in our network is 46 dBrn, above which
carrier sense is effectively turned off and all pairs of nodes
interfere.

Figure 9 plots the delivery rates of two competing links
under interference as a function of threshold. Figure 9 (a)
shows that with the conventional detector, raising the car-
rier sense threshold is uniformly bad. This follows naturally
from Figure 8 (a) in which we learn that our topology has ex-
tremely limited potential for spatial reuse with that receiver.
The resynchronizing algorithm (Figure 9 (b)) performs no-
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Figure 9: Delivery rate as a function of the carrier sense threshold. For each ordered pair of links, we use the
carrier sense threshold and our measurements to determine the number of packets delivered when one link
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sense threshold generally degrades performance. The resynchronizing detector fares noticeably better, but
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Figure 10: Evaluation of fair capacity sharing between the two interfering links. We define fairness as the
ratio of delivery between the worse link and the better link. For any fixed carrier sense threshold, SIC is more
fair than both single-packet detectors. In all receivers, including SIC, fairness degrades as carrier sense is
disabled. The crossing lines in the SIC graph show a small number of cases in which increasing the threshold
improves fairness when, because of asymmetric RSSI, only one of two competing senders will defer.

ticeably better, but many link pairs still suffer as the carrier
sense threshold is raised. On the other hand, in the most
conservative setting with carrier sense thresholds set to sup-
press concurrent sends, SIC improves packet loss rate from
18% for the conventional detector (14% with resynchroniza-
tion) to 8% due to better handling of hidden terminals. And
Figure 9 (c) shows that, with SIC, raising the carrier sense
threshold promotes effective spatial reuse. Aggregate per-
formance increases by 52% over the conservative case, and
only 7% of the link pairs experience reduced performance
with carrier sense completely disabled.

Fairness. We assess the fairness of each carrier sense thresh-
old in Figure 10. For each pair of competing links, we plot
the ratio of packets delivered on the weaker link to the rate
of delivery on the stronger link. Hidden terminals can exac-
erbate unfairness because one link may dominate another.
Because SIC allows better recovery of packets under colli-
sions, we see that for any threshold it provides better fairness
than either single-packet receiver. Interestingly, the lines

that cross in the SIC graph show that in a small number
of cases, increasing the carrier sense threshold can improve
fairness when only one of the two competing senders defers
because of asymmetric RSSI.

7. RELATED WORK
This paper advocates the use of successive interference

cancellation to combat hidden terminals and to promote spa-
tial reuse in wireless LANs. There is a large body of related
work including physical layer algorithms, theoretical analy-
ses, MAC protocol designs, and some recent work that like
ours also investigates concurrent sending in ad-hoc wireless
LANs.

SIC is drawn from a wide class of multiuser detection
(MUD) techniques from the study of wireless communica-
tions. While these techniques are well known in the liter-
ature [23], the majority of research deals with cellular net-
works (see e.g. [1] and [8]), which are marked by centralized
allocation of power, rate, coding, frequency, and schedul-



ing of transmissions. Work in this field on chaotic wireless
LANs is limited, focusing mainly on theoretical analyses of
network capacity in small (up to 5 nodes) simulations [22].

In the computer networking field, carrier sense has been
the primary means of combating hidden terminals while pro-
moting spatial reuse. Karn proposed the RTS/CTS [13]
mechanism to combat both hidden and exposed terminals,
but in practice it proves to be overly conservative. Differ-
ent carrier sense-based clear channel assessment methods [9],
tuned to the physical layer of the receiver or to properties
of the network, can make carrier sense more effective in a
network [2] but can lead to degradation of the system in
the presence of heterogeneous hardware [3], environmental
changes, or churn in the topology such as mobile nodes.
More effective techniques for enhancing performance in a
contentious network focus on tuning clear channel assess-
ment thresholds, transmit power, and data rate to better
achieve spatial reuse while avoiding hidden terminals [15,
25]. Vutukuru et al. [24] presented a system that identifies
the conflict graph [11, 18] — links that cannot send concur-
rently — and modifies the carrier sense mechanism to only
defer in that case. Our work with SIC is complementary
to these approaches; while these techniques are designed to
reduce exposed terminals while avoiding hidden terminals,
the use of SIC can turn hidden terminals into nodes that
can send together.

A final branch of related work closely connected to ours
explores physical layers that support concurrency. Katti et
al. [14] use knowledge of one signal to cancel another, but
focus on this as a network coding technique in which colli-
sions between pairs of nodes are carefully coordinated by the
MAC. Their technique cancels signals above the level of raw
electromagnetic signals and therefore has much worse per-
formance at low (negative in dB) SINR. In earlier work [7],
we demonstrated a multiuser detection (MUD) proof of con-
cept that generalizes successive interference cancellation to
work when the signals in a collision are close in power. This
approach is in theory more powerful than SIC, but has much
higher computational complexity. Finally, Li et al. [16] im-
plemented a form of successive cancellation for superposi-
tion coding, which resolves two packets coded together and
sent by a single transmitter using rate and power control. In
contrast, we explore the general case of uncoordinated asyn-
chronous colliding transmissions from distinct senders. All
of these previous systems are only evaluated in a few sim-
ple and customized topologies, while we evaluate our system
over all configurations on an unplanned, 11-node software ra-
dio testbed and extrapolate MAC-level effects and the trade-
off between carrier sense threshold and performance using
SIC. To the best of our knowledge, ours is the first work in
which successive interference cancellation techniques have
been adapted for, implemented, and evaluated on wireless
LANs.

8. CONCLUSION
Collisions are the bane of today’s wireless networks. Some

collisions are unavoidable, due to hidden terminals; other
collisions are acceptable but prevented by carrier sense. To
help address this problem, this paper presents the practi-
cal design of a successive interference cancellation technique
which provides robustness in a wireless network by enabling
receivers to better recover colliding packets. We prototyped
a simple version of our design and found that for our un-

planned, ad hoc eleven node topology, SIC promotes spatial
reuse for the vast majority of competing, reliable links. We
also analyze the behavior of a network with differing car-
rier sense thresholds and find that SIC significantly outper-
forms receivers implementing single-packet detection algo-
rithms during collisions. Our measurements also show that
SIC maintains fairness among most pairs of competing links.
The next step forward towards understanding the potential
effects of these techniques is to build an online SIC detector
as part of a complete PHY/MAC design and evaluate it in
a larger network under a variety of real workloads. Looking
ahead to networks that employ multiple rates, the ability
to run experiments with real workloads will allow investiga-
tion of how to design mechanisms to promote spatial reuse
beyond simply changing carrier sense thresholds.
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