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ABSTRACT The localization problem of target nodes remains unresolved, especially in large-scale and
complex environments. In this paper, we propose a particle centroid drift (PCD) algorithm to reduce the
distance errors between nodes and obtain the particle aggregation region by using the drift vector. First,
we use the particle quality prediction function to obtain the particles in a high-likelihood region. The
high-quality particles have high probability in the calculation, which can increase the number of effective
particles and enable avoiding particle degradation. Then, the centroid drift vector is used to make the particle
distribution similar to the actual reference distribution. Experiments are conducted on state-spacemodels: the
local movement where 55% nodes are moving and the globe movement where 100% nodes are moving. The
results show that the proposed algorithm has low estimation errors, a good tracking effect and an acceptable
time complexity.

INDEX TERMS Centroid drift, node positioning, particle filter, wireless sensor networks.

I. INTRODUCTION

There has been fruitful progress in the wireless sensor
networks(WSNs) domain during the last decade, but the
localization and tracking of target nodes still remain unre-
solved, especially in large-scale and complex environments,
such as those in ecological monitoring and a military
battlefield [1], [2].
Compared to the traditional static network, dynamic

nodes are more difficult to monitor due to frequent node
movement [3]. Range-based positioning algorithms, e.g.,
Time of Arrival(TOA) algorithm [4], Time Difference of
Arrival(TDOA) algorithm [5], Angle of Arrival(AOA) algo-
rithm [6], and Received Signal Strength(RSSI) algorithm [7],
try to obtain the measurement distance and utilize the
geometric information to locate unknown nodes based on
RF signals. However, the attenuation and refraction in the
signal propagation process between nodes result in poor
positioning accuracy and do not meet the actual appli-
cation requirements [7]–[9]. Analogously, range-free posi-
tioning algorithms that rely on the connectivity between
nodes are also difficult to use in a large-scale complex
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environment [5]–[7] because a high node density and a
large communication overhead are required. Typical exam-
ples of range-free algorithms include Amorphous [8], Dis-
tance Vector-Hop(DV-Hop) [9], Multi Dimentional Scaling
Map(MDS-MAP) [10], Distance Vector-short(DV-short) [11]
and Approximate Point in Triangulation Test(APTT) [12].

Moreover, many scholars have proposed using the con-
nectiveness between nodes to determine a target’s current
movement position and predict its next position. Bayesian-
estimation-based filtering algorithms such as the Parti-
cle Filter(PF) [13], Extended Kalman Filter(EKF) [14],
Extended Kalman Particle Filter(EKPF) [15], Unscented
Kalman Filter(UKF) [16] and Hybrid Iterated Kalman Par-
ticle Filter(HIKPF) [17] are representative of this scenario.
Specifically, the PF can carry out the position estimation of
target nodes in nonlinear and non-GaussianWSNs [18]–[20],
but it depends on the initial state of the sensor nodes and
cannot accurately measure the Euclidean distance between
nodes [21], [22]. In addition, the particle degradation problem
of the PF, in which the weights of particles increase after a
series of Bayesian iterations, has significant influences on the
positioning accuracy.

To address these problems, we propose a particle centroid
drift (PCD) algorithm to reduce the distance errors between
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nodes without depending on the Euclidean distance. We cal-
culate the prior distribution parameters of the PF and obtain
the particle aggregation region by using the drift vector of
the particle center. To do this, we first use the particle quality
prediction (PQP) function [23] to obtain the particles in the
high-likelihood region. The high-quality particles participate
in the subsequent calculation with high probability, which can
increase the number of effective particles and enable avoiding
the degradation of particles. Then, the centroid drift vector
is used to drift the predicted particles to make the particle
distribution similar to the actual reference distribution.
In summary, this study has the following main contribu-

tions:

• We propose to use themotion of the particle’s centroid to
increase the positioning accuracy. The target positioning
and tracking are transformed into a Bayesian estimation
problem and the centroid drift vectorization is included
in particle motion function.

• We combine the centroid algorithm and the particle
distribution function so that high-quality particles can
be obtained for subsequent position estimation. The
moment equation is adopted to avoid the complexmatrix
calculation which turns out to be effective in terms of
tracking and convergence.

• A series of experimental evidences are provided based
on two different state-space models. Compared to the
public benchmark algorithms, results the PCD produced
have shown better performance in terms of estimation
errors and tracking effects.

The remainder of this article is organized as follows.
Section II summarizes the related work. Section III provides
details of the proposed algorithm. Section IV validates our
approach through experimental simulations. Section 5 draws
some conclusions.

II. RELATED WORK

Many filtering algorithms can improve the estimation accu-
racy in dynamic networks. The classic filter algorithms in
terms of WSN positioning include the Wiener filter, least
square filter, Kalman filter and its extensions (e.g., EKF and
UKF), the PF, etc. [22], [24].
Typically, the PF algorithm is used to handle nonlinear

and non-Gaussian filtering problems when the target nodes
are deployed in large-scale and complex environments. Pak
et al. [25] proposed a distributed and PF-based range-free
algorithm to alleviate the transmission interruption of indoor
wireless signals. Ahmed et al. [13] studied the accuracy in
tracking moving objects and calculated the time of object
motion. Suggestions for selecting appropriate time param-
eters were put forward to provide a reasonable trade-off
between accuracy and complexity. Sve c̆ko et al. [11] pre-
sented the use of the PF in multiple hops between nodes for
distance estimation and connected it with the source node
using the radio frequency of the received signal strength indi-
cator (RSSI). An improved PF for multitarget tracking was

proposed in [26], which was grounded on the drift theory of
the stochastic differential equation. The drift theory was used
to design aMonte Carlo procedure in aMarkov chain, causing
the particle samples to be similar to observations. The particle
swarm optimization (PSO) proposed in [12] measures the
distance between nodes, and the measurement error was con-
tained in the observation function of the motion noise. As a
result, the positions of objects were determined by a weighted
aggregation and by maximizing the PSO. Hou et al. [27]
proposed an improved cubature PF algorithm that uses the
least squares to estimate the prior states of target nodes. The
cubature Kalman filter and Gauss-Newton iterative methods
were used to measure the posterior state. This work pro-
vided the suggested distribution for the PF and improved the
positioning accuracy. Vázquez and Míguez [28] introduced a
distributed PF algorithm based on the posterior probability
and combined it with Bayesian estimation. Experimentally,
this method is superior to the distributed PF in terms of the
positioning accuracy and robustness.
In summary,most existingworks combined the range-based

and range-free methods and used additional auxiliary filters
to improve the positioning accuracy. However, they did not
consider the particle degradation problem and ignored the
influence of various intricate environmental factors (such
as the number of deployed nodes, the mobility, and the
path loss factor) and PF parameters (such as the number
of generated particles, the noise variation and the particle
population mobility) on the positioning accuracy of the target
node. In addition, they were limited by their computational
complexity and convergence speed, hindering them from
being applicable in a large-scale and complex environment.

III. PROPOSED ALGORITHM

The target node periodically broadcasts beacon packets to
neighboring nodes, and each beacon packet contains its iden-
tification number and location coordinates. When the number
of beacon packets exceeds a specified threshold, the node
is determined to be the centroid of a polygon. Correspond-
ingly, the centroids of its neighboring nodes are viewed as its
estimation.
Although the traditional PF algorithm can perform node

position estimation in non-linear and non-Gaussian WSNs,
it has the particle degradation problem which means particles
in the higher likelihood region have bigger weights and par-
ticles that do not intersect with the prior distribution region
have weights close to 0. This problem can be well addressed
by predicting the posterior distribution of high-quality par-
ticle populations. PQP algorithm can be applied in this
respect.
Because nodes in large-scale WSNs are movable, we must

consider the distances between them when they are mov-
ing. However, frequent calculation of the distances leads to
high time complexity and more importantly influences the
positioning accuracy significantly. The centroid algorithm is
range-free and does not depend on Euclidean distance, which
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FIGURE 1. Algorithm framework.

can estimate the node positions by using observable moving
nodes nearby.
When the nodes move to complex boundaries where the

coverages of nodes are coupled and crossed, the centroid
solution is very time-consuming. In order to reduce the com-
plexity of the algorithm, we apply the momentum equation
to represent the acceleration and velocity of the particles to
avoid complex matrix calculations.
Fig. 1 illustrates the framework of the proposed algorithm.

The centroid algorithm is to calculate the centroid of the
particle population [29] by applying the momentum moment
theorem [14], [25], [30]. Combining the centroid with the
average particle velocity, the scalar representation is trans-
formed into the momentum. Considering the real conditions,
we accommodate the particle acceleration in the framework.
The high-quality particle set is obtained according to the non-
linear replication algorithm [23], and the predicted particle
set

{

x i0:t : i = 1, 2, . . . ,N
}

is obtained by the PQP algorithm.
The weighted centroid drift and the centroid of the predicted
particle set are calculated when the centroid velocity solution
is applied to the predicted particle set. Finally, we obtain
the centroid drift vector by calculating the centroid motion
equation, the centroid of the predicted particle set and the
weighted centroid drift.

A. PARTICLE CENTROID MOVEMENT

Considering the increasing complexity of a solution when the
node movement is involved in the determination of the cen-
troid resolution, we apply the momentum moment theorem
(moment equation) [14], [25], [30] to optimize the complex
matrix inversion calculation and training process.
To determine the motion state of a particle, we define its

position in structural space and the velocity space. According
to the rules of a six-dimensional phase space [30], (r, v) =

(x, y, z, vx , vy, vz) is used to represent the phase space, where
x, y, z are the directions. Then, the average wv of all particle
velocities in the x direction can be denoted by f (r, v, t), which
contains the particle velocity distribution and time, as shown
in equation (1) [31]. Similarly, the motion equations in the
y and z directions can be obtained in the same way, and
we omit them for simplicity. The motion equation of the

particle population centroid G(t) can be expressed by the
drift velocity and the function f (r, v, t) containing the particle
velocity distribution and time, as shown in (2):

wr (t) =
d

dt
G(t) =

d

dt

∫

r,v xf (r, v, t) drdv
∫

r,v f (r, v, t) drdv
(1)

ωv(t) =

∫

r,v vxf (r, v, t)drdv
∫

r,v f (r, v, t)drdv
(2)

where the centroid G(t) at moment t is obtained by the
centroid algorithm [29]. The centroid drift velocity of the
particle population can be obtained by CV/CT analysis of the
average particle velocity [20], [26].

We use the differential equation to transform the equa-
tion (1), i.e.

wr (t) =

∫

r,vx
(

∂
/

∂t
)

f (r, ν, t)drdv
∫

r,vf (r, v, t)drdv

−G(t)

∫

r,v

(

∂
/

∂t
)

f (r, v, t)drdv
∫

r,vf (r, v, t)drdv
(3)

The proof of equation(3) is obvious by using the differ-
ential equation. The partial differential term at time t in
equation (3) represents the movement of particles in the phase
space.

According to the Boltzmann equation [32], we have:

∂f (r, v, t)/∂t={v·(∂/∂r)+α ·(∂/∂v) +(∂/∂t)coll
}

f (r, v, t)

(4)

where ( ∂
∂t
)coll is the change in the particle distribution func-

tion caused by the signal attenuation between nodes and
a = (ax , ay, az) = ( e

m
, 0, 0) is the acceleration factor. The

drift speed of the particle population centroid is obtained
by:

wr (t) = wv(t) +

∫

r,v(x − G(t))( ∂
∂t
)coll f (r, v, t) drdv

∫

r,v f (r, v, t) drdv
(5)

Considering the y and z directions of the phase space,
the actual drift velocity of the particle population centroid
can be represented as wr (t, x, y, z). Obviously, equation (5)
is a continuous equation with respect to the particle den-
sity [33]. In addition to the average velocity of particles,
the entire particle population has another velocity component
(i.e., deflection trend), which is caused by the deflection of
the particle position outside the range of the particle centroid.

As the number of particles changes, the particle centroid
will move forward, and the centroid velocity will exceed
the particle velocity. Because faster particles have heavier
weight, it is possible to predict the movement directions.
However, we are bound to calculate the particle weight and
the spatial distribution, which is very time consuming.

To reduce the complexity of the algorithm, we convert the
velocity scalar into a vector to obtain wr and use the moment
equation of the Boltzmann equation to address the factors
under complex and real conditions.
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Proof 1: Taking (4) into (3), we get:

ωr (t)

=

∫

r,vx
(

∂
/

∂t
)

f (r, v, t)drdv
∫

r,vf (r, v, t)drdv

−G(t)

∫

r,v{ν ·(∂/∂r)+α ·(∂/∂ν)+(∂/∂t)coll}f (r, v, t)drdv
∫

r,vf (r, v, t)drdv

Because α=
(

αx , αy, αz
)

= (e/m, 0, 0), the partial deriva-
tive of α = 0, i.e. α(∂/∂v)=0, Then, we have:

ωr (t) = ωr (t) =

∫

r,vx
(

∂
/

∂t
)

f (r, v, t)drdv
∫

r,vf (r, v, t)drdv

−G(t)

∫

r,v{ν · (∂/∂r) +(∂/∂t)coll
}

f (r, v, t)drdv
∫

r,vf (r, v, t)drdv

=

∫

r,vx{ν · (∂/∂r) +(∂/∂t)coll
}

f (r, v, t)drdv
∫

r,vf (r, v, t)drdv

−G(t)

∫

r,v{v · (∂/∂r) +(∂/∂t)coll
}

f (r, v, t)drdv
∫

r,vf (r, v, t)drdv

=

∫

r,vxv · (∂/∂r)f (r, v, t)drdv
∫

r,vf (r, v, t)drdv

+

∫

r,vx(∂/∂t)coll f (r, v, t)drdv
∫

r,vf (r, v, t)drdv

−G(t)

∫

r,v{v · (∂/∂r) +(∂/∂t)coll
}

f (r, v, t)drdv
∫

r,vf (r, v, t)drdv

When the particle distribution function changes,
G(t)

∫

r,vv·(∂/∂r)f (r,v,t)drdv
∫

r,vf (r,v,t)drdv
= 0 and the equation can be rewrit-

ten as:

ωr (t) =

∫

r,v vxf (r, v, t)drdv
∫

r,v f (r, v, t)drdv
+

∫

r,v x(∂/∂t)coll f (r, v, t)drdv
∫

r,v f (r, v, t)drdv

−

∫

r,v G(t)(∂/∂t)coll f (r, v, t)drdv
∫

r,v f (r, v, t)drdv

=

∫

r,v vxf (r, v, t)drdv
∫

r,v f (r, v, t)drdv

+

∫

r,v{x − G(t)}(∂/∂t)coll f (r, v, t)drdv
∫

r,v f (r, v, t)drdv

Therefore, the equation (5) is hold.

B. MOMENT EQUATION SOLUTION

The momentum moment equation refers to the relationship
among themomentum of the external force on amoving node,
the momentum of the speed, and the momentum against the
rate of time change [14], [25], [30]. Therefore, we obtain
the population centroid containing the trend and speed of the
centroid movement.

The centroid G(t) of the particle population is represented
as the quotient of Ne and Mx [34] in equation (6).

G(t) =
Mx(t)

Ne(t)
(6)

Ne(t) =

∫

r,v

f (r, v, t) drdv =

∫

v

f (v, t) dv (7)

Mx(t) =

∫

r,v

xf (r, v, t) drdv =

∫

v

Mx(v, t) dv (8)

Ne andMx are, respectively, the first-order moment related
to the movement along the x direction and the zero-order
moment of the particle distribution in equation [35].
The partial derivatives of Ne and Mx with respect to t are

obtained by (9) and (10), respectively.

∂f (v, t)

∂t
= −ax

∂

∂xv
f (v, t) + (

∂

∂t
)coll f (v, t) (9)

∂Mx(v, t)

∂t
= vxf (v, t) − ax(

∂

∂xv
)Mx(v, t)

+ (
∂

∂t
)collMx(v, t) (10)

To reduce the number of calculation parameters, the inte-
grated equation can be rewritten as equation (11):

(
∂

∂t
)coll =

∑

k

{

−Nqk (v)|v| +

∫

v′
Nqk (v

′)|v′|Pk (v
′, v) dv′

}

(11)

where N is the particle density, q is the coupling area of
particles, Pk (v′, v) is the Gaussian distribution of particles,
with the velocity v′ becoming vwhen the movement direction
changes, and k is a coupling type, representing the motion
state under different scenes.

C. PARTICLE CENTROID DRIFT

According to [23], applying the PF to the target node may
significantly affect the positioning accuracy. Particles in the
high-likelihood region have large weights, and those that do
not intersect with the prior distribution region have weights
that are approximately equal to zero. As a result, the particle
degradation problem occurs. When the observed likelihood
distribution does not intersect with the prior distribution,
the PF algorithm will degrade and affect the system stability.
The posterior distribution of particles is the optimal dis-

tribution of the PF, but the integral of the particle weight
cannot be solved [16], [26]. Scholars frequently use a transfer
probability function as a reference distribution for the particle
prediction. The limitation is that observations at the current
time in the reference distribution are not available. To address
this problem, the PQP algorithm was proposed in [23], which
presents a predictor to obtain a particle swarm of high quality
and modify the reference distribution function by calculating
nonlinear variations ranging between particles and specify
flags.
In this work, we use PQP to calculate the predicted particle

set
{

x i0:t : i = 1, 2, . . . ,N
}

and use the centroid drift vector in
the particle set to track the target particle. The centroid drift
vector is calculated by predicting the difference between the
centroid of the particle set and the weighted centroid.
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FIGURE 2. An example of particle centroid drift.

The weighted particle centroid wr (t) is computed by (12):

wr (t) =

N
∑

i=1

wr (t)x
i
0:t +

dNe(t)

dt
+
dMx(t)

dt
(12)

where wr (t) is the centroid motion equation. Then, the cen-
troid drift vector is as given in equation (13):

(wr (t))shift = (wr (t − 1, x, y, z) − wr (t − 1, x, y, z),

wr (t, x, y, z) − wr (t, x, y, z)) (13)

The particles drift with the guidance of the particle popu-
lation centroid drift vector. Then, we have:

x i0:t =







x i0:t + (wr (t))shift , if rand N < min(1,
wr (t)

wr (t)
)

wr (t), else

(14)

where randN is a random value in [0, 1]. Given a weighted
particle set

{

x i0:t |i = 1, . . . ,N
}

, its weighted centroid is the
unbiased estimation of the current state. Then, the particle is
resampled to update the particle weight.

Overall, the implementation of the proposed algorithm is
as follows:

Step 1: Predict the particle filter distribution based on the
transfer function p(x it |x

i
t−1).

Step 2: Calculate the centroid drift vector using equa-
tions (13) and (14) and (wr (t))shift = wr (t) − wr (t).

Step 3: Estimate the location of the target node
according to the particle selection probability p(xt ) =

1

(2π)(
m
2 ) exp[−

1
2 (zt − µk )T s

−1
k ((zt − µk )].

Step 4: Resample the particles and update the particle
weights; then, return to Step 3.

Step 1 is performed only once, while steps 3 and 4 are
performed repeatedly. Step 2 is carried out to update the set
after particle drift and obtain the posterior distribution p(xt |zt )
of the target particle.

An example of this algorithm is illustrated in Fig. 2. The
circle represents the particle, the size of the circle repre-
sents the weight of the particle, and the triangle represents
the particle population centroid. The algorithm predicts the

particle distribution first and then moves the particles to
the high-likelihood region according to the centroid drift
vector. The observation of the current moment determines
the position of the particle by the transfer function, caus-
ing the particle distribution to be more similar to the real
reference distribution. To be more specific, the algorithm
performs the following stages. First, the PCD searches the
degraded particles (i.e. green circles) and removes them from
the initial particle population using step 1. We obtain a set
of high-quality particles. When the high-quality particles
are moving, more high-quality particles are produced by a
non-linear replication mechanism in PQP algorithm. Then,
we obtain the centroids of particles (i.e. blue triangles) and
corresponding drift vectors (i.e. black arrows) by using step 2.
The step 3 predicts the particle distribution and then the
particles move to the high-likelihood region according to
the centroid drift vector. Finally, the step 4 updates particle
weights (i.e. the pink circle) by a resampling process so that
the position of the target node is optimal.

IV. EXPERIMENT

In this section, a series of experiments on target node tracking
are conducted. We compare public benchmark algorithms
(PF [13], EKF [14], EKPF [15] and HIKPF [17]) and the
proposed PCD algorithm in terms of the estimation errors,
tracking effects and performance.

A. ESTIMATION ERRORS

To analyze the estimation errors, we use two state-space
models: the local movement where 55% nodes are moving
and the globe movement where 100% nodes are moving.

The state-space model of local movement is:

xk = 1 + sin(0.04π(k − 1)) + 0.5xk−1 + νk−1 (15)

zk =

{

0.23x2k + µk , k ≤ 30

0.51xk − 2 + µk , k > 30
(16)

The state-space model of globe movement is:

xk = 1 + sin(0.04π(k − 1)) −
sin(xk )

4
+ 0.5xk−1 + νk−1

(17)
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FIGURE 3. Expectation curves (local movement).

FIGURE 4. MSE curves (local movement).

zk = 0.23x2k + 0.51xk +
sin(xk )

5
− 2 + µk (18)

where νk is subject to the Gamma distribution Ŵ(α, 2) and
the measurement noise µk is subject to the Gaussian dis-
tribution N (0, 0.001). Here, the mean of 0 is commonly
used when data are drawn from the standard normal dis-
tribution and the variance of 0.001 is used for the sim-
ulation of data dispersion in real-world environments by
assuming a more centralized distribution than the standard
normal distribution. The number of particles N = 200,
and the observation time t = 60. We run 100 indepen-
dent experiments. The mean of the particle set is calculated
as:

x̂ =
1

N

N
∑

j=1

x
j
k (19)

We adopt the mean square error (MSE) for the noise
measurement:

mse =
1

t

t
∑

i=1

(x̂ ik − x ik )
2 (20)

FIGURE 5. Expectation curves (globe movement).

FIGURE 6. MSE curves (globe movement).

It is worth noting that we conduct experiments by selecting
parameters in large-scale and complex environments. Basi-
cally, an environment which is large has more than 100 WSN
nodes according to literature [9], [22]. Therefore, the num-
ber of nodes in this experiment is set between 100 and
1000 to observe the performance of the algorithms. Besides,
the network delay parameter and complex node speed
can also simulate large-scale scenarios which are usually
used in dynamic mountain monitoring and pollution source
tracking.

Fig. 3 and Fig. 4 are drawn using the 55% local movement
model. Fig. 3 illustrates the expectation values between the
different algorithms. They show that the estimates of the
PF, UKF and EKPF tend to deviate from the actual position
and that the estimates of the HIKPF and PCD are basically
consistent with the real positions. Generally, theMSE of PCD
is lower than that of others. Fig. 4 shows changes in theMSEs
with time. The PCD has the smallest MSE, followed by the
HIKPF, UKF, EKPF and PF, which means that the PCD is not
likely to be influenced by the running time. It is much more
stable and optimal with respect to errors.
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FIGURE 7. Tracking effect of PCD.

Fig. 5 and Fig. 6 are drawn using the globe movement
model. Fig. 5 shows the differences between the estimated
expectation of the positioning state and the real state. The
EKPF has the worst adaptability to the localization of target
nodes in the WSN. The positioning mean square error curve
generated by each filter is shown in Fig. 6. It also demon-
strates the superiority of the PCD algorithm in positioning
estimation.

B. TRACKING EFFECT

To analyze the tracking effect, we deployed 500 nodes ran-
domly in a rectangular area of 100 ∗ 100 m. The target node
moves at a speed of 0.5 m/s, pausing for 2 seconds after
every interval of 20 seconds [36], [37]. Again, we use the
state-space models presented in Section IV-A.

The initial position state of the centroid shown in Fig. 8(a)
is different from the true state. However, they overlap at
the final state in Fig. 8(b). Fig. 8(c) presents the movement
trajectory of the target particles, showing that the result of
the PCD algorithm is close to the true movement state and is
better than the measurement trajectory. Fig. 8(d) shows the

acceptable measurement error between the PCD and the real
state.

C. ALGORITHM PERFORMANCE

In this subsection, we evaluate the algorithm performance by
changing the parameters.

Fig. 8 shows the impact of motion noise on the MSE.
An increase in motion noise leads to a larger MSE. Overall,
the PCD outperforms the other algorithms in terms of the
average MSE.

Fig. 9 shows the impact of observation noise on the MSE.
The MSE increases as the observation noise increases. The
PF has higher but flatter MSE values than those of the other
algorithms. The EKPF, UKF and HIKPF have almost compa-
rable values in the curves, which increase dramatically as the
observation noise increases. The PCD proposed in this study
has the lowest MSE on average.

Fig. 10 shows the influence of nodes on the MSE. Obvi-
ously, the MSEs decrease as the number of nodes increases.
The PCD is superior to the others, especially to the PF,
likely because the PF algorithm has the particle degradation
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FIGURE 8. Impact of motion noise on the MSE (local movement).

FIGURE 9. Impact of observation noise on the MSE (local movement).

FIGURE 10. Impact of the node number on the MSE (local movement).

phenomenon, leading to a dramatic increase in errors. When
the observation noise is small, the UKF and PQP signifi-
cantly outperform the PF. As the observation noise increases,

FIGURE 11. Impact of the particle number on the MSE (local movement).

FIGURE 12. Execution time across algorithms (local movement).

the quality prediction function can effectively reduce the
degradation of the PF.

Fig. 11 shows the influence of the particle number on
the MSE. The PCD achieves the lowest MSEs on average
as the number of particles increases. The EKPF and UKF
algorithms have similar performances. When the number
of particles is greater than 100, the performance essentially
becomes stable. The PF improves its performance gradually
with the increase in particle number, but it still performs
poorer than the others. The PCD can achieve the specified
accuracy given a small number of particles.

D. TIME COMPLEXITY

The time complexity tests the required time for an algorithm
to produce an estimate. Herein, we consider the time spent
to carry out sampling, importance sampling, and resampling
rather than the signal communication. Fig. 12 shows the
average time complexity based on duplicate configurations.
The PF requires the least amount of time, while the HIKPF
requires the most. The PCD requires nearly the same amount
of time as required by the UKF and much less than that
of the EKPF. The time complexity of PCD is not optimal
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FIGURE 13. Execution time versus node speed. ‘‘+’’ denotes the
algorithm with momentum moment, and ‘‘−’’ denotes the algorithm
without momentum moment.

because it requires calculation of the particle quality, matrix
multiplication, the weights in PQP and the centroid drift
vector in the particle population. In addition, the state model
can also influence the processing time.
Simulations of the execution time versus node speed are

shown in Fig. 13. As the speed increases, the execution time
increases. Totally speaking, the PCD algorithm runs more
fast than other algorithms. This can be attributed to the use
of momentum moment which simplifies the complex matrix
calculation. To further verify it empirically, we run PCD
algorithm with and without momentum moment. It shows
PCD algorithm with momentum moment has less execu-
tion time than that without momentum moment. The time
of PCD algorithm is mainly consumed by sampling and
resampling of high-quality particles, which hasO(nlogn) time
complexity.

E. OVERALL MOBILITY NETWORK

In this subsection, we evaluate the performance of algo-
rithms in highly dynamic environments, such as those in
water pollution source tracing and air quality monitoring.
We use the random path mobility model [27], [28], [33],
[36], which provides random nodemovement in manymobile
WSN applications. The model includes random pauses along
the x, y, and z directions and speed changes [27], [36].
The network delay parameter is set to 3 s according to [13],

[25], [36], [38]. The simulation time is 300 s. We consider
the RF radius as a fixed value and evaluate the performances
of various algorithms at a node density of 100 and speeds
of 5, 10 and 15 m/s. These speeds are selected based on
some practical applications, such as indoor positioning (low
speed), dynamic mountain monitoring (medium speed) and
pollution source tracking (high speed). The average of the
30 simulation tests is obtained.
Table 1 provides the number of target nodes tracked

by the algorithms at different node speeds. As the mov-
ing speed increases, the number of target nodes decreases.

TABLE 1. Tracked nodes at different speeds.

TABLE 2. Positioning error at different speeds (unit: m).

At the same speed level, the PF tracks less target nodes than
the other algorithms, while the PCD tracks the most, e.g.,
we obtain 48 nodes at 5 m/s and 32 at 15 m/s.

Table 2 shows the positioning errors when the node speed
changes. It is clear that the higher the moving speed is,
the faster the centroid drift speed. Overall, the PCD has higher
positioning accuracies than those of the other algorithms.

F. DISCUSSION

In the experiments, we simulated the large-scale WSN envi-
ronments by setting corresponding parameters. From the
results presented, it is fairly clear that the accuracies of PF,
UKF and EKPF algorithms are not satisfactory and the accu-
racies of HIKPF and PCD algorithms are basically equivalent.
The superiority of PCD can be attributed to the following
reasons. First, The PCD algorithm is designed for large-scale
WSNs where the movement of nodes is considered. The
movement leads to centroid drift and different speeds have
significant impacts on the positioning accuracy. The centroid
algorithm included in PCD is key to improve the accuracy of
target positions which makes error changes in the indepen-
dent experiment stable and convergent. Second, PCD algo-
rithm addresses the problem of particle degradation, which
filters and replicates high-quality particles while other algo-
rithms do not do this. Third, execution time of PCD algorithm
is mainly spent on the sampling and resampling process.
It uses the moment function to avoid complex matrix calcu-
lation. Therefore, the time complexity is obviously less than
HIKPF and EKPF algorithms. Although the PCD algorithm
runs more slowly than UKF and PF algorithms, it has greater
improvement of accuracy.

V. CONCLUSIONS

In this paper, we proposed a particle centroid drift method
to measure the centroid drift state of a particle popula-
tion. The simulation results demonstrate that the algorithm
is robust and accurate. The calculation time and energy
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consumption are acceptable. Particle centroid drift can be
applied to large-scale and complex environments.
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