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Task-Driven Camera Operations for
Robotic Exploration

Stephen B. Hughes and Michael Lewis

Abstract—Human judgment is an integral part of the teleopera-
tion process that is often heavily influenced by a single video feed
returned from the remote environment. Poor camera placement,
narrow field of view, and other camera properties can significantly
impair the operator’s perceptual link to the environment, inviting
cognitive mistakes and general disorientation. These faults may be
enhanced or muted, depending on the camera mountings and con-
trol opportunities that are at the disposal of the operator. These
issues form the basis for two user studies that assess the effective-
ness of existing and potential teleoperation controls. Findings sug-
gest that providing a camera that is controlled independently from
the orientation of the vehicle may yield significant benefits. More-
over, there is evidence to support the use of separate cameras for
different navigational subtasks. Third, the use of multiple cameras
can also be used to provide assistance without encroaching on the
operator’s desired threshold for control.

Index Terms—Human–automation interaction, human–robot
interaction, remote perception, telerobotics functional presence,
usability evaluation.

I. INTRODUCTION

R
OBOTIC navigation allows expendable, albeit expensive

surrogates to explore and inspect environments that are

otherwise prohibitive. Regardless of whether the robot is di-

rectly manipulated by an operator, or granted full autonomy to

execute its mission, at some level, human observation, supervi-

sion, and judgment remain critical elements of robotic activity.

Fong and Thorpe [15] characterize several types of interfaces

used to keep humans involved in robotic activities, but observe

that direct control while watching a video feed from vehicle

mounted cameras remains the most common form of interac-

tion. The ability to leverage experience with controls for tradi-

tionally piloted vehicles heavily influences the appeal for this

interaction style.

Unfortunately, limiting interaction with the remote environ-

ment to the visual channel causes a breakdown of perceptual

modalities, as well as a lack of important vestibular and propri-

oceptive cues. Moreover, the field of view provided by the video

feed is often much narrower than human vision, adding to the

handicaps of remote perception. This impairment at the percep-

tual level leaves the operator prone to numerous, well-known

operational errors, including disorientation, degradation of situ-

ation awareness, failure to recognize hazards, and simply over-

looking relevant information [9], [29].
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Accepting that remote perception will never match direct

perception, the objective of teleoperated systems should be to

achieve functional presence. This occurs when the operator

receives enough cues to maintain situation awareness and

successfully conduct operations in the remote environment

[40]. Unlike the conventional understanding of “presence,”

functional presence does not require operators to have the sense

that they actually are situated at the remote location, only that

they can accurately process the data that they are afforded.

The mechanisms provided to operators for manipulating this

video stream will have a dramatic influence on the overall expe-

rience. However, before affordances can be discussed, it is im-

portant to reflect on two important subtasks that will engage the

operators: Navigation and Inspection [36]. Navigation describes

the act of explicitly moving the robot to different locations in the

environment. It can take the role of exploration to gain survey

knowledge, or traversing the terrain to reach a specific destina-

tion. Inspection, on the other hand, describes the process of ac-

quiring a specific viewpoint—or set of viewpoints—relative to a

particular object. While both navigation and inspection require

the robot to move, an important distinction is the focus of the

movement. Navigation occurs with respect to the environment

at large, while inspection references a specific object or point of

interest.

Switching between these two subtasks may play a major role

in undermining situational awareness and functional presence in

teleoperated environments. For example, since inspection activ-

ities move the robot with respect to an object, viewers may lose

track of their global position within the environment. Additional

maneuvering may be necessary to reorient the operator before

navigation can be effectively resumed. Well thought out camera

configurations and control strategies may be able to mute the

disorientation, or at least hasten the recovery.

This paper seeks to understand the relationship between

camera mountings, control opportunities and functional pres-

ence. Specifically, it is hypothesized that multiple cameras,

delegated to explicit tasks, can be used to mitigate some of

the problems with situational awareness, and increase the

effectiveness of exploration.

II. ROBOTIC SIMULATION WITH GAME ENGINES

Milgram has observed strong parallels between the inter-

action required to navigate remote and artificial environments

[30]. This relationship benefits our efforts in two ways. First,

given the advances in realistic virtual models, teleoperation

interfaces can be prototyped with high fidelity using virtual en-

vironment (VE) technology [27]. Second, design of interfaces
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for robotic exploration can draw on the extensive literature of

viewpoint control from VEs.

The computer-gaming market has made a dramatic impact

on the development of computer graphics technology and has

driven the required hardware down to the commodity level [35].

Contemporary games are designed in a modular fashion, sepa-

rating the simulation code from the environmental data (levels)

and the rules of the game. This modularity encourages end-

users to make modifications to the environment as well as the

behavior of the game, building on complex features that are

common to most simulations, such as collision detection, New-

tonian physics, lighting models, and fundamental inout/output

(I/O) routines. This flexibility means that game engines can pro-

vide powerful, inexpensive tools for the researchers who need

interactive three-dimensional (3-D) modeling and graphics [26].

One of the purported benefits to exploring an artificial envi-

ronment is that constraints of the physical world can be aban-

doned. For example, viewers can instantaneously teleport from

one spot to another. However, this kind of activity has proven

disorientating to many users, pushing for design of more natural

interactions—the type that are likely to be useful to robotic ac-

tivities. At the same time, easing other physical restrictions may

actually inform the design of robotics interfaces. For example, it

is common to relax rules of collision detection such that minor

disturbances in the environment do not impede locomotion. Cer-

tainly robotic operators cannot alter the laws of physics, but by

granting the robot autonomy for local movements, minor obsta-

cles could be avoided, offering a similar interaction experience

to the operator.

III. ROBOTIC VIEWPOINT CONTROL ISSUES

Adjusting the viewpoint in VEs have been identified as

having a profound impact on all other user tasks [21]. Several

metaphors have been developed to reduce the cognitive load re-

quired to manipulate the viewpoint to meaningful perspectives

[7], [17]. While not one technique is optimal in the general case

[5], investigation in this field has framed the key factors that

should be considered in the design of specific instances.

A. Control Mapping Strategies

While six degrees-of-freedom (6DOF) are necessary to fully

control the position ( ) and orientation (yaw, pitch, roll)

of the viewpoint, the cognitive overhead of operating a 6DOF

device may be more than the average user can handle. Arthur ob-

serves: “When interaction becomes highly attention demanding,

memory for the present location frequently decays, with the re-

sult that the individual becomes lost in space” [1]. Moreover,

many familiar input devices, such as joysticks and mice, do not

offer six control options. This leads to several alternative strate-

gies for control mappings.

Overloading: Extra degrees of freedom are achieved by

modal operation of the device. Various combinations of control

keys or button presses supplement the operation of the device

to determine the mode of operation. While this technique is

popular with computer-aided design (CAD) and modeling

software, the increased cognitive burden of remembering the

current state of the controller can negatively impact perfor-

mance [4]. Alternatively, multiple instances of a lower-order

control device can be used.

Constraining: Movement of the viewpoint is limited to cer-

tain operations; manipulations of other attributes are simply not

permitted. The most common example of constraining is to re-

strict motion to a ground plane, eliminating the need for vertical

translation [39]. Roll is also frequently eliminated, especially in

simulations of ground vehicles.

Coupling: This approach functionally binds one or more

viewpoint attributes to the state of the others. The most common

example is the gaze-directed steering metaphor in which the

viewer’s motion is determined by the direction they are looking

(as described below) [6].

Offloading: This method cedes control of certain travel op-

erations to an external source. These sources may include a pre-

computed route or sequence, a collaborative operator or even an

autonomous agent.

These four techniques are not exclusive; in fact, some combi-

nation is often employed to bring the control space from 6DOF

to match the affordances of the controller.

B. Camera Configurations

There is appreciable variability in strategies for generating

video feeds. Designers who wish to balance the appeal of direct

control with the complications of remote perception may need to

consider the range of techniques. McGovern provides accounts

of robotic systems that include independently controlled cam-

eras, cameras that are dependent on the steering mechanisms,

and multiple fixed cameras [29].

Fixed Camera Controls: Mounting a fixed camera on the

front of a robot yields the equivalent of the popular VE gaze-di-

rected steering interface. The operator can repositions the view-

point through a combination of adjustments to the direction

and speed of motion [31]. Typically, this works in a sequential

manner; the viewer selects a promising orientation, and then ini-

tiates movement, telling the camera to “move forward,” until the

desired viewpoint has been acquired. This coupled approach has

become one of the most pervasive forms of viewpoint control

in VEs, perhaps because of its intuitive nature; it is much like

driving a car. However, this technique offers a strong bias toward

navigation tasks at the expense of all but the most trivial inspec-

tions. Using this technique to navigate, the operator only needs

to be concerned with two degrees of freedom: the orientation

of the robot (which direction is it facing) and the velocity (for-

ward or backward motion). Inspecting an object is much more

difficult. Consider the task of looking at an object from all sides.

Since the robot always moves forward in the direction that the

camera is oriented, the operator must periodically stop moving,

pivot the robot to acquire the desired view of the object, and then

pivot back to resume motion. There is no guarantee that the ob-

ject of interest even remains in the field of view, increasing the

chances that useful viewpoints may be overlooked or missed

[11]. Knowing when to turn to face the object requires that the

controller have a good sense of the overall configuration and

scale of the object and the environment. For many robotic ex-

ploration applications, it is unlikely that these conditions are re-

liably met.
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Independent Camera Controls: Allowing for an indepen-

dently controlled camera with constraints on elevation and roll

reduces the control space to four degrees-of-freedom. This

might be implemented using two joysticks (one for positioning

the robot and the other for orienting the camera) or a joystick

with a hat-switch. This overcomes the problem of not being

able to look in one direction while moving in another, however,

designers of VEs shun this technique for just that reason. Baker

and Wickens offer a representative statement: “Travel-gaze

decoupling…makes a certain amount of ‘ecological’ sense,

since we can easily look to the side while we move forward.

This is probably too difficult to implement and the added de-

grees of freedom probably add to the complexity of the user’s

control problem” [3]. While decoupling the camera facilitates

inspection by allowing the controller to keep interesting objects

in view, navigation suffers. The simple travel command “Move

Forward” may meet with unexpected results unless the viewer

has a good understanding of how the camera is oriented relative

to the front of the vehicle [13]. Fortunately, independent con-

trollers have the option of realigning the direction of gaze and

direction of motion when performing any extensive navigation

activities. However, this may factor into the “complexity of the

control problem,” referenced above by Baker.

Multiple Cameras: The prospect of equipping teleoperated

robots with multiple cameras is frequently raised to support

stereopsis. In these scenarios, two cameras are focused on the

same point. The disparity in the placement of the cameras al-

lows computer vision algorithms to resolve topological ambi-

guities. Using multiple video streams has also been considered

for so-called marsupial teams of robots, where a second robot

provides a supplementary, exocentric view of the first robot.

This exocentric view can be useful in disambiguating obstacles

that may have immobilized the primary robot, allowing recovery

from otherwise fatal mistakes [32].

Two cameras, mounted on the same robot may also be used to

align with the subtasks of inspection and navigation to further

reduce the disruption of task-switching. A fixed screen, cou-

pled with the orientation of the robot could be used for naviga-

tion, while the controllable camera could be manipulated for in-

spection. Switching tasks would simply be a matter of selecting

which feed requires attention.

C. Ecological Cues Versus Instrumentation

Assuming that gaze-travel decoupling is permitted, situa-

tional awareness may degrade if the operator cannot quickly

assess the angular magnitude of displacement. Ecological cues,

such as visual flow or fixed, peripheral references may pro-

vide the operator with some insight to the camera orientation

relative to the robot’s heading. However, it is unclear if these

cues are sufficient. Numerous other studies have evaluated

the effectiveness of various instruments to assist with spatial

cognition including: you-are-here maps, compasses, trails,

viewtracks, etc. [10], [37]. To track displacement between

the orientation of the robot and an independently controlled

camera, a two-handed compass was developed. Pictured in

Fig. 1, the viewer can use this instrument to instantly detect

misalignment between the orientation of the robot (the short

hand) and the orientation of the camera (the long hand).

Fig. 1. Two-Handed compass.

A user study, described in the following section, explores

the impact of various control mappings and instrumentation

options.

D. Automated Tasks

Successful navigation is also frequently dependent on

adopting sophisticated strategies such as acquiring survey

views, or moving is structured patterns [5]. Even with these

strategies, there is the chance that the effort applied to manip-

ulating the viewpoint will distract from extracting the desired

information.

Offloading some of the viewpoint controls to an automated

system can mandate effective navigation strategies while simul-

taneously reducing the control burden. The hallmark of automa-

tion is that the machine takes responsibility for the completion

of certain tasks. While the notion of a fully autonomous en-

tity replacing human presence is appealing, human observation

and supervision remain critical elements of robotic activity. Col-

laborative control systems have shown great promise, allowing

the human operators to focus their efforts on perceptual judg-

ments and decision making that exceed the current capability of

automation [15].

Studies of how people interact with 6DOF devices reveal

that there is a division between interaction with translation and

orientation controls [20], [28]. People tend to issue clusters

of commands, toggling back and forth between sequences of

translations and sequences of rotations. This natural boundary

suggests a division of labor between manual and automated

viewpoint control, yielding two paradigms: guided positioning

systems and guided orientation systems.

In a guided positioning system, assistance is provided with

moving the viewpoint through the environment. There are mul-

tiple ways to establish the route, depending on the amount of

environmental knowledge afforded to the system. At the most

basic level, the route may be a preprogrammed sequence of

steps through the environment, offering a generic tour. Gener-

alizing this approach, the viewer may be able to specify a set of

interests, generating a more personalized tour [12]. When the

system has very little foreknowledge of the environment, it will

likely adopt a naïve search strategy that systematically moves

the viewpoint through the environment. Examples include the

lawnmower method, which moves along narrow, adjacent strips,

and radial search where exploration progresses in increasing

concentric circles or contour following [10].

Guided positioning may also occur on a more localized level.

Kay’s STRIPE system (Fig. 2), provides automatic positioning,

constrained by an explicit set of operator defined waypoints

[25]. The automation attempts to reconcile the known ground-

plane with the next waypoint to determine which direction to
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Fig. 2. Kay’s stripe system [25].

move the vehicle. The system may factor in obstacle avoidance

or other intelligent behavior to automatically position the robot

according to the operator’s wishes.

Guided orientation systems offer the inverse automation: The

operator moves the position of the viewpoint, but the camera ori-

entation is automatically adjusted. Bajscy outlines two impor-

tant tasks that must be supported to effectively implement auto-

matic gaze redirection: shifting and holding [2]. Gaze shifting

involves transitioning the focus of the camera from one point of

interest in the environment to another, while gaze holding de-

scribes the activity of keeping an interest point in focus despite

camera movement or other environmental changes. Guided ori-

entation can also be used to provide cues as to how the camera

is moving. By predictively panning the camera when nearing a

turn or tilting when approaching a staircase, a more natural in-

teraction can be achieved [33].

Previous mixed-initiative robotic systems have emphasized

positioning operations and path-planning for the robot [15].

Bruemmer, for instance, promotes granting the robot the ability

to “veto dangerous human commands to avoid running into

obstacles or tipping itself over” [8]. While poor positioning

(either by the human or the robot) can clearly jeopardize the

safety of the robot, proper orientation is just as critical to the

success of the robot’s mission. If the robot is looking in the

wrong direction, relevant information can easily be overlooked.

While guided orientation has not played a prominent role in

the robotics literature, the VEs literature offers some insight into

this issue. Constrained Navigation and the Attentive Camera

are two approaches that promote a supportive, yet unscripted

explorations [18]. Using these techniques, the orientation of

the camera can be systematically redirected to relevant features

based on a viewer-determined location in the environment. User

evaluations of these techniques have revealed significant bene-

fits including: increased the likelihood that key viewpoints are

utilized [19]; better understanding the presence and configura-

tion of key elements [22]; and reduced search time to locate key

elements [23].

Despite the clinical successes of the Attentive Camera, anec-

dotal feedback indicated strong dissatisfaction with automatic

reorientation of the camera. Frustration likely stemmed from the

lack of coordination between the operator and the autonomous

agent. The system may have been trying to show a critical fea-

ture to the operator who was otherwise engaged in piloting to a

new location. The perception that the system was working con-

trary to the viewer’s immediate task led to frequent stops to “cor-

rect” the system, potentially overriding the some of the benefits

of the automation. At a minimum, this “wrestling for control”

had a negative impact on the overall complexity of the interac-

tion, which diverted valuable time from the primary objective

[23]. A second user study implements a variation of the Atten-

tive Camera in an attempt to address these issues and may have

implications for robotic exploration.

IV. USER STUDY: CAMERA CONFIGURATIONS

A. Design and Procedure

A user evaluation was conducted to assess the impact of these

three camera configurations and the role of instrumentation on

exploration tasks in a simulated teleoperation environment, re-

sulting in five conditions:

1) single fixed camera, no instrumentation;

2) single independent camera, no instrumentation;

3) single independent camera, two-handed compass;

4) multiple (fixed controllable) cameras, no instrumenta-

tion;

5) multiple (fixed controllable) cameras, two-handed

compass.

Subjects were asked to explore a nontrivial environment with

the task of locating as many target objects as possible. Targets

were identified on two levels of specificity. Objects were to be

initially identified by class and then confirmed by a discrimi-

nating feature. For example, a target might be described to the

searcher as a red cube with a “J” on one face. This task forces

the explorers to:

1) locate an object from a distance;

2) position the robot nearer the potential target;

3) inspect the object more closely to identify the discrimi-

nating feature.

Prior to starting the task, participants were given verbal in-

structions on the objectives, and a demonstration of the controls.

Participants were advised that the robot had a fixed amount of

energy and that they should continue to explore until the robot

stopped responding to their commands. In fact, all trials were

timed to last exactly fifteen minutes. A training period allowed

the subjects to familiarize themselves with the robot’s capabili-

ties. All participants were required to confirm an understanding

of the task and the controls by identifying at least one target ob-

ject in a training environment.

Two separate environments were used to counterbalance the

effects of individual strategies. The first environment (shown in

Fig. 3) loosely resembled a warehouse structure, with two levels

connected by a ramp. The warehouse was comprised of a series

of rooms that were arranged such that there was no obvious

or continuous path. This closed layout meant that targets were

generally not visible from a distance; navigation to each room

was necessary to verify its contents.

The second environment resembled a more rugged outdoor

environment with characteristics of a canyon or desert (shown in
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Fig. 3. Screen shot of indoor environment.

Fig. 4. Screen shot of outdoor environment.

Fig. 4). Generally, the second environment was more open than

the first, although several mountainous structures prevented the

entire scene from being surveyed from a single vantage point.

Unlike the first environment, target objects could be obscured by

irregularities in the terrain; small craters or ridges might conceal

a target unless it was viewed from precisely the right viewing

position. Additionally, the second environment was much more

expansive than the first (about four times the land area). Suc-

cess in this environment required coverage of more terrain rather

than intricate navigation. Aside from the target objects, both en-

vironments are void of nonarchitectural features.

Twelve targets were evenly distributed throughout both envi-

ronments. Targets consisted of a red cube marked on one side

with a yellow letter. Participants were advised that not all let-

ters of the alphabet would be represented, nor were they in any

particular sequence. Placement of the targets ensured that it was

always possible to acquire a view of the letter (i.e., the letter was

never face down). However, the identifying side was occasion-

ally placed in close proximity to a wall or other obstruction. This

limited the conspicuity of the letter and forced the controller to

explicitly maneuver to acquire a useful point of view.

Data were recorded in the form of a written list of all targets

identified, as well as in an automatically recorded log file that

Fig. 5. Architecture of simulation.

tracked the position, velocity and orientation (for both the robot

and camera). These time-stamped entries were written to a log

file whenever the viewer issued a command, allowing for a com-

plete reconstruction of each session.

B. Participants

Sixty-five men and women were paid to evaluate five camera

control strategies (13 per condition). Participants were recruited

from the University of Pittsburgh community, with most sub-

jects enrolled as undergraduates. Given the dependence on vi-

sion and identification on color objects, it was stipulated that

participation required a self-report of normal or corrected-to-

normal color vision. One participant terminated the experiment

prior to completing the full experiment, but data were still in-

cluded for the completed portions. Three additional participants

were excluded from the study due to corruption of the log files

that prohibited analysis.

C. Apparatus

Each of these conditions were implemented using the simu-

lated four-wheeled Urban Search and Rescue robot described

by Lewis et al. [27]. Fig. 5 shows a schematic of the simula-

tion architecture. The bulk of the simulation is handled by Epic

Games’ Unreal Tournament (UT) Game Engine [14], including

structural modeling for the robot and the environment and the

physics of their interaction. Programmatic control of the robot

was achieved through the use of the GameBots API, which re-

lays simple text commands through a TCP/IP socket [24]. The

GameBots commands were, in turn, issued from the robot mid-

dleware package that connects to the user interface. This means

that the simulated robot was directed from the same control

panel that is used to control physical robots.

The robot was controlled using a Logitech Extreme digital

3-D joystick. The main stick control was used to direct the po-

sition of the robot (forward and backward motion incrementally

influenced the velocity of the robot, while side-to-side motion

caused the robot to pivot). In the appropriate conditions, the ori-

entation of the camera was controlled using the hat-switch on

the top of the joystick (Yaw was controlled by lateral move-

ment, Pitch was adjusted by moving the hat switch forward and

backward). The display was presented on a monitor using

800 600 resolution. For the two-camera conditions, a second

monitor was added: one monitor displayed the video feed

from the fixed camera, while the second displayed the feed from

the independent camera.
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Fig. 6. Targets identified.

TABLE I
DIFFERENT IN NUMBER OF TARGETS IDENTIFIED

D. Results

Data were first analyzed to determine if there were differences

in effectively completing the task. With respect to the number

of markers found, there were two findings in the initial investi-

gation that will impact the way that the analysis proceeds.

1) Across all conditions, significantly more objects

were found in the indoor environment (mean ,

) than the outdoor environment (mean ,

, ). This can probably

be attributed to the increase in space and corresponding

sparseness of the targets. However, it may also be caused

by the absence of well-defined places to search for the

targets.

2) The two-handed compass did not produce a significant

difference in number of targets identified for any of the

independent trials.

As a result of these findings, the data was pooled for the fol-

lowing analysis: Comparisons were made between one-camera

fixed (Fixed), one-camera independent (Independent), and two-

camera conditions (Multiple) and within the indoor and outdoor

trials.

Fig. 6 shows that both the Independent and Multiple condi-

tions outperformed the Fixed condition in terms of the number

of markers identified. The statistical figures are presented in

Table I.

This result is further supported by an analysis of the uses of

the controllable cameras. Recall that panning the camera is left

to the discretion of the viewer; if the controller opts to not ex-

ercise the option of panning the camera, the control effectively

degenerates into the fixed condition. With this in mind, move-

ment logs were analyzed to extract the amount of time that the

camera orientation was disjoint (greater than 10 from the ve-

hicle orientation in either direction). A correlation was found

between the amount of time that the controller was disjoint and

Fig. 7. Disjoint times.

the number of markers found (Independent: , mean dis-

joint time , , , Multiple:

mean disjoint time , , ). Op-

erators who did not avail themselves of the camera orientation

controls did not seem to perform as well as those that exercised

that option.

Although there were no differences detected in the effective-

ness of the Independent and Multiple conditions, an analysis of

the movement logs reveals that strategies used to manipulate the

robot were fundamentally different. Specifically, the following

measures were extracted from the log files:

1) Pan Motions—The commands issued to adjust the yaw of

the independent camera.

2) Disjoint Time—The number of ticks where the orientation

of the camera varied from the orientation of the robot in

excess of 10 .

3) Disjoint Motion—Disjoint Time when the robot was also

moving.

4) Idle Disjoint time—Disjoint time where the robot is nei-

ther panning the camera nor moving.

5) Recoupling—the number of times where the angular dis-

placement between the independent camera and the ori-

entation of the robot was reduced, and the magnitude of

the displacement was within 10 .

For each of these measures, there were no pair-wise differ-

ences between the indoor and outdoor conditions, suggesting

that individuals essentially controlled the robot in a similar

manner regardless of the environment.

Fig. 7 shows that the Multiple condition spent almost twice as

much time disjoint than the Independent conditions. This result

was significant for both disjoint motion and idle disjoint times,

, and , . This

does not mean that users in the Multiple condition were better

able to deal with the ambiguity of decoupled motion. Instead

this result probably reflects the operator shifting their attention

to the view with the fixed camera screen, leaving the camera in

the disjoint position until it was needed again. Participants con-

trolling the one-camera robots were not afforded this luxury and

were therefore more likely to recouple the camera with the ori-

entation of the robot in order to comprehend their direction of

travel for large scale movements (Independent mean: 87 recou-

ples Multiple mean: 62 recouples, , ).

Given that operators in the Independent conditions were con-

tinuously realigning their gaze with travel, one might expect
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Fig. 8. Multiple camera interaction.

these actions to be reflected by an increased number of pan-

ning motions. However, this was not always the case, as shown

in Fig. 8. The two-camera with compass condition had signif-

icantly fewer pans ( , ), but there was

no difference between the one-camera conditions and the two-

camera, no instrumentation condition ( , ).

This result suggests that the operators of the Multiple condi-

tions were dividing their attention across the two video feeds

and were not maintaining the state of the controllable camera

when they were not using it. The compass allowed operators to

quickly reorient themselves when they returned their attention to

the controllable camera, while the operators who had no instru-

mentation may have been using additional panning motions to

reestablish their situational awareness. Similar results are found

in the surveillance literature where traditional interfaces require

the operator to switch between multiple video streams projected

on a small number of displays [34]. Operators need a brief time

to reassimilate their view and visually interpret the orientation

in which the camera was last used.

E. Discussion

The data collected from this study suggests that the use of

an independent, controllable camera increases the overall func-

tional presence, as witnessed by improved search performance.

The major shortcoming of the coupled camera seems to be its

inability to efficiently perform inspection activities—acquiring

a useful point of view within a limited range.

While the two independent techniques that were examined

did not show quantitative differences in terms of search perfor-

mance, they both offered qualitatively different experiences.

Understanding these differences, we may be able to exploit

them for better still performance. At a minimum, the two

techniques offer variety—designers can cater to preferences

or individual differences. Optimizations might produce more

tangible improvements. For example, knowing that there is a

need to realign the view with the orientation of the robot may

standardize a control that automates that process. Likewise,

further study of the two-camera display may find that one of the

screens is more dominant, suggesting the use of a higher-reso-

lution camera, or a screen-in-screen approach.

Finally, the parity of the two-camera display offers some in-

teresting opportunities for off-loading control of the camera to

an autonomous agent. In terms of guided positioning, the two-

camera approach may prove beneficial to route-drawing systems

like Stripe, affording a constant substrate to specify travel or-

ders and monitor progress. Alternatively, this configuration may

also prove useful in guided orientation. Having both the human

and the robot battle for control of a single camera has been re-

ported as exceedingly disruptive. However, the two-camera ap-

proach might allow for a more cooperative collaboration, where

one screen represents human control, while the second screen is

sensor-driven.

V. FOLLOW-UP CONDITION: GUIDED ORIENTATION

Based on the analysis of the camera configuration study, a

follow-up condition was added to the user study in order to

assess the viability of using the two-camera configuration for

guided orientation.

A. Procedure

Participants were assigned to the same task as the previous

experiment: a timed exploration with the goal of finding and

identifying target objects. For this evaluation, the indoor, ware-

house-like environment was used. Since there were no notice-

able differences in operator behavior in the first experiment, the

outdoor environment was not evaluated.

The experimental treatment varied according to whether or

not orientation assistance was provided, yielding two condi-

tions: sensor-driven orientation and user-controlled orientation.

Sensor-Driven Orientation (Assisted): The viewer super-

vised two monitors: one fixed-orientation, one independent-ori-

entation. In addition to the pan-tilt commands issued from the

viewer, the second monitor also reflected the recommendations

of a guided-orientation system. Designed to simulate the effects

of a line-of-sight proximity sensor, the second camera would

shift the camera to fixate on the closest visible cube. If no cubes

were detected, the camera would be rotated to align with the

heading of the robot. The operator still had the ability to pan

and tilt the second camera, temporarily overriding the recom-

mendations, but automation would resume when the robot was

moved forward or backward.

User-Controlled Orientation (Unassisted): To control for

the effects of assistance, this experiment compares the results

of the Sensor-driven orientation to the two-camara compass

condition from the previous experiment. Again, this treatment

simulated two cameras mounted on the robot, each displayed

on a separate monitor. One monitor represented the video feed

from a camera mounted in a fixed, forward-facing position,

allowing the operator to understand the heading of the robot.

The second screen reflected pan and tilt alterations to the

orientation of the camera.

B. Participants

This evaluation recruited 13 new undergraduate students from

the University of Pittsburgh to experience the sensor-driven ori-

entation condition. This was designed to balance the 13 subjects

who previously had experienced the user-controlled orientation

(two-camera compass) condition. Unfortunately, one of the

assisted participants had to be excluded due to a corrupt data

file. Upon completion, participants were compensated for their
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involvement in this study. All participants self-reported normal

or corrected-to-normal color vision.

C. Results

Data were first analyzed with regard to the number of targets

successfully identified. The sensor-driven orientation condition

consistently identified more targets ( , ) than

the user-controlled condition (mean , )

, , indicating that at a broad level that the operator

was benefiting from the assistance. Examining the results a bit

deeper, however, reveals some interesting nuances that explain

this difference.

The assistance provided by the sensor-driven condition did

not make the operator more sensitive to the presence of target

objects. Given that the robot was close enough to the target

to activate the sensors, there was no difference in the number

of targets overlooked between the sensor-based and user-con-

trolled conditions; each condition averaged around one over-

looked target per trial. Even though the sensor-based condition

adjusted the view of the second camera, the operators either

weren’t paying attention or failed to notice the shift in gaze.

Recall that target identification was a two-step process: 1) lo-

cate the target and 2) identify the letter on the target. While the

assistance did not seem to help with the first stage, it made a

strong impact on the second. A pair-wise analysis reveals that

the time spent inspecting the targets was nearly 20 s less under

the sensor-driven condition: , . This dif-

ference can be directly attributed to the way the viewing param-

eters were manipulated. Consistent with previous research, the

user-controlled treatment primarily toggled between position

and orientation adjustments; the two were simultaneously ad-

justed less than 2% of the time. In contrast, simultaneous move-

ment and panning occurred on the order of 60% in the assisted

condition. The individual manipulation of the parameters thus

resulted in longer time to identify the target object. The benefit

of having a shorter identification time is that it leaves more time

to search the rest of the environment, potentially exposing the

operator to more targets. This inference is bolstered by an anal-

ysis of the movement logs which indicate that the assisted condi-

tion moved the robot nearly 13% more than the user-controlled

condition ( , ), despite issuing roughly the

same number of commands overall.

D. Discussion

These results show that automatic gaze redirection in the

two-camera paradigm can help with identifying objects in a

search task. While the assistance was intended to help with

both shifting the gaze to attract the operator’s attention and

holding the object in view for inspection purposes, the benefits

seemed to be derived largely from the later operation. It was

disappointing that the system was not better at assisting with

target location, however noticing targets on the screen was left

entirely to the to the operator. It may be possible for the robot

to shoulder some of this burden by taking a more active role in

alerting the viewer (e.g., with an auditory cue) that it has found

something interesting, and would like the operator to take a

look [16].

Unlike previous studies in guided orientation, the operators

did not seem to struggle to maintain control of the viewpoint.

There is currently not a direct comparison to a one-camera

guided orientation system. However, analysis of the movement

logs does not show excessive “homing” of the viewing ori-

entation witnessed in previous studies. Anecdotal responses

at the conclusion of the experience also seem to confirm the

lack of intrusiveness. Instead of overriding the system recom-

mendations, the viewer could opt to temporarily disregard the

assistance if they were engaged in another attention-demanding

task.

From the perspective of the autonomous agent, little to no ef-

fort had to be devoted to coordinating its actions with the viewer.

Traditionally, if the viewer overrides the agent, there are a host

of problems associated with attempting to intuit why the rec-

ommendation was overridden and how that should impact fu-

ture recommendations. Relegating the agent’s assistance to a

secondary screen means that its actions are less disruptive and

therefore suggests that errors caused by a lack of coordination

might be mitigated.

VI. IMPLICATIONS AND FUTURE DIRECTIONS

An important question to ask with any simulation-based ex-

periment is, “How well do these results generalize to the real

world?” In this case, should we expect similar results given the

actual dynamics of interacting with real robots?

From an engineering perspective, simulations are frequently

measured in terms of the completeness of the model. The struc-

ture of environment is deemed accurate if all the components

are present and proportionally scaled. Likewise, the physical

properties of the environment and the robots must behave con-

sistently with the real world. The design specifications of US-

ARSim [38] address these concerns. However, building robots

and environments to a common scale and modeling values from

specification sheets are only the first steps; they cannot guar-

antee a simulation’s fidelity. To reap the benefits of simulation,

the synthetic experience must elicit the same operator behavior

as the physical environment.

We have informally observed that tasks that caused diffi-

culties in the real environment also caused problems in the

simulation. For example, negotiating corners without getting

stuck. While this kind of anecdotal feedback is encouraging,

more rigorous assessments are necessary to identify the degree

of operator correspondence between USARSim and actual

robots. To this end, validation studies directly comparing oper-

ator behavior between real and simulated robots are currently

underway.

Even without these studies, the results of this research can

still inform the design of robotic control interfaces. The first

major result of this work concretely demonstrates the ineffec-

tiveness of the fixed-camera strategy with regard to performing

inspection-based tasks. In addition to the cognitive burdens that

this approach will introduce, there is the problem of constantly

making physical adjustments to the orientation of the robot. Not

only is the probability that the robot will get stuck or be ob-

structed increased, but designers should also be concerned about
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the amount of energy that is required to repeatedly pivot the en-

tire robot back and forth.

The follow-up exploration into guided orientation provides

some good initial data regarding the potential of the two-camera

approach to resolve some of the intrusiveness that frequently

characterizes this type of system. While the lack of a direct com-

parison to a single-camera control condition precludes any de-

finitive answers, we have gained a strong insight that this ap-

proach could be useful. Furthermore, the results do show that

gaze-holding can be a powerful form of assistance, and might

even be a useful task to cede to automation in a mixed-initiative

control structure.

Despite the success of the two-camera paradigm demon-

strated by this work, there are still some practical concerns with

adopting this approach. The largest of which is the bandwidth

consumed by transmitting two video feeds from the remote

location. Bandwidth is already the most precious resource in

teleoperation activities and there is often difficulty sending

one quality video feed, let alone two. Hopefully, technolog-

ical advances will eventually obviate this problem, but in the

meantime, the results of this study can still inform design of

recommendation systems.

A second practical concern with this research is that it did

not factor in the impact of imperfect information and trust in

the recommendation system. In this sterile experiment, the rec-

ommendation system was afforded a perfect understanding of

the environment and always offered meaningful, relevant assis-

tance. Further work needs to be done to assess whether or not

the benefits recorded in this study will hold up in the face of oc-

casional bad advice.
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