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Abstract

From 64492 selected � -pair events, produced at the Z0 resonance, the measurement
of the tau decays into hadrons from a global analysis using 1991, 1992 and 1993 ALEPH
data is presented. Special emphasis is given to the reconstruction of photons and �0's,
and the removal of fake photons. A detailed study of the systematics entering the �0

reconstruction is also given. A complete and consistent set of tau hadronic branching
ratios is presented for 18 exclusive modes. Most measurements are more precise than the
present world average. The new level of precision reached allows a stringent test of � -�
universality in hadronic decays, g�=g� = 1:0013 � 0:0095, and the �rst measurement
of the vector and axial-vector contributions to the non-strange hadronic � decay width:
R�;V = 1:788 � 0:025 and R�;A = 1:694 � 0:027. The ratio (R�;V �R�;A)=(R�;V +
R�;A), equal to (2:7� 1:3) %, is a measure of the importance of QCD non-perturbative
contributions to the hadronic � decay width.
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1 Introduction

The � leptons produced in Z0 decays provide a powerful tool to study in detail the neutral

and charged weak currents [1]. From the � decays several precise lepton universality tests

can be performed and the hadronic weak current can be investigated directly. Hadronic �

decays have proved to be a useful QCD laboratory, justifying detailed studies of the di�erent

�nal states. Finally, the measurement of the � polarization in Z0 decays requires an accurate

knowledge of the � properties and its decay dynamics. Past experiments have produced some

controversial results regarding the decay rate of the dominant channels for one- and three-

prong decays, leading to a certain de�cit between the inclusive one-prong decay fraction and

the sum of the exclusive one-prong decay rates, the so-called one-prong problem.

A systematic e�ort to resolve these di�culties was undertaken by the CELLO [2] and

ALEPH [3] collaborations, by adopting a global method for measuring the � branching ratios.

These analyses resulted in a picture of � decays consistent with the Standard Model. The

global analysis presented in this paper follows the same approach, taking advantage of a large

data sample collected between 1991 and 1993 and of improvements in the �0 reconstruction.

Only the hadronic modes from the global branching ratio analysis are discussed in this

publication. Given that around 70 % of the hadronic modes have at least one �0 in the �nal

state, special emphasis is given to the reconstruction of photons and �0's, the fake photon

rejection, and the corresponding systematic e�ects.

The electronic and muonic branching ratios are determined both by the global approach

and by a speci�c analysis described in a separate paper [4]. Both methods are in fact formally

equivalent, but in practice they have used slightly di�erent selection procedures and they are

not based on exactly the same data sample. Since the analysis of the leptonic branching

ratios involves an accurate study of particle identi�cation, its detailed description is given in

reference [4], while this paper concentrates on the �0 reconstruction.

An update with the 1993 data of the � branching ratios involving kaons is also given,

following the same method as in the previous ALEPH publications [5, 6]. This information is

used to extract branching ratios of exclusive modes taking the kaon production properly into

account.

The new level of precision reached measuring the � hadronic branching ratios, due to the

increased statistics and to the new algorithm developed for �0 and fake photon identi�cation,

allows more stringent tests of the Standard Model through isospin invariance of the quark

currents (generally expressed as the Conserved Vector Current hypothesis), together with

an additional test of � -� universality using the � and K decay rates. Moreover, a consistent

study of the vector and axial vector contributions to the total � hadronic width is also possible

given the complete classi�cation of � decays provided in this paper.

The organization of this paper is as follows. After � selection and particle identi�cation,
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the photon and �0 reconstruction are presented. Then, the � decay classi�cation and the

branching ratio extraction are given. The di�erent systematic components a�ecting the

branching ratios are discussed in detail. The results from the constrained global analysis

are given. Finally, the complete set of branching ratios obtained allows tests of the � decay

description in the Standard Model.

2 The ALEPH detector

A detailed description of the ALEPH detector can be found elsewhere [7, 8]. The features

relevant to this analysis are brie
y mentioned here.

Charged particles are measured by means of three detectors. The closest detector to

the interaction region is a silicon vertex detector (VDET), which consists of two concentric

barrels of microstrip silicon detectors. An inner tracking chamber (ITC), with eight drift

chamber layers, surrounds the VDET detector. The ITC is followed by a time projection

chamber (TPC), a cylindrical three-dimensional imaging drift chamber, providing up to

21 space points for charged particles, and up to 338 measurements of the ionization

loss. Combining the coordinate measurements of these detectors, a momentum resolution

�pT=p
2
T = 6 � 10�4 � 5 � 10�3=pT (with pT in GeV/c

�1
) is achieved in the presence of a 1.5

Tesla magnetic �eld.

The electromagnetic calorimeter (ECAL), located inside the coil, is constructed from

45 layers of lead interleaved with proportional wire chambers. The position and energy

of electromagnetic showers are measured using cathode pads subtending a solid angle of

0.9 � � 0.9 � and connected internally to form projective towers. Each tower is read out in

three segments with a depth of 4, 9 and 9 radiation lengths, yielding an energy resolution

�E=E = 18%=
p
E + 0:9% (with E in GeV). The inactive zones of this detector represent

2 % in the barrel and 6 % in the endcaps. The analysis of the hadronic � decays presented

in this paper bene�ts from the �ne granularity and from the longitudinal segmentation of

the calorimeter, which play a crucial role in the photon and �0 reconstruction, and in the

identi�cation of fake photons.

The hadron calorimeter (HCAL) is composed of the iron of the magnet return yoke

interleaved with 23 layers of streamer tubes and has a projective tower cathode pad readout

of hadronic energy with a resolution of about 85%=
p
E. Outside this calorimeter structure

are located two additional double layers of streamer tubes, providing three-dimensional

coordinates for particles passing through the HCAL.

The trigger e�ciency for � pair events is measured by comparing redundant and

independent triggers involving the tracking detectors and the main calorimeters. The

measured trigger e�ciency is better than 99.99 % within the selection cuts of this analysis.
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Tau-pair events are simulated by means of a Monte Carlo program which includes

initial state radiation computed up to order �2 and exponentiated, and �nal state radiative

corrections to order � [9]. The simulation of the subsequent � decays also includes single

photon radiation for the decays with up to three hadrons in the �nal state. The longitudinal

spin correlation is taken into account [10]. This simulation, with the detector acceptance and

resolution e�ects, is used to evaluate the corresponding relative e�ciencies and backgrounds.

It also includes the tracking, the secondary interactions of hadrons, bremsstrahlung and

conversions. Electromagnetic showers are generated in ECAL according to parameterizations

obtained from test beam data [7].

3 Tau event selection

Tau pair candidates are selected by retaining low-multiplicity events coming mainly from

lepton-pair decays of the Z0, starting with a � pre-selection as given in reference [11], except

for the modi�cations regarding the cuts against Z0 ! qq background. A description of the

additional cuts applied to suppress the Bhabha and dimuon events, 

 processes and cosmic

rays is found in reference [4]. In this section, only the background reduction of qq events will

be described with some detail, since it is the most severe non-� background for the branching

ratios considered in this analysis.

Each event is divided in two hemispheres with the plane perpendicular to the thrust axis,

and their respective jets are obtained with an energy-
ow algorithm [8] which calculates all the

visible energy avoiding double-counting between the TPC and the calorimeters information.

In this procedure the energy of the electromagnetic and hadronic neutral calorimeter objects

(clusters not associated to charged tracks) must exceed 1 and 1.5 GeV, respectively, in

order to be used in the event selection. This minimal energy requirement for the neutral

calorimeter objects is introduced in order to be less sensitive to shower 
uctuations and to

reduce systematic e�ects. The � pair events are required to have fewer than nine charged

tracks coming from the interaction region. A charged track must have at least four TPC

coordinates, its impact parameter in the plane perpendicular to the beam direction (d0) must

be smaller than 2 cm and the distance from the interaction region along the beam axis must

lie within � 10 cm.

Events where at least one hemisphere has only one charged track or an invariant mass

smaller than 0.8 GeV/c2 (\� -like hemispheres") are preserved from the cuts designed to remove

hadronic Z decays. Hadronic event rejection is obtained by imposing that the product of the

number of charged and neutral objects in each hemisphere (n1 �n2) is smaller than 40 and the

sum of the maximum angle between two tracks in each hemisphere (�
op
1 + �

op
2 ) is smaller than

0.25 rad. The values used for the cuts are slightly di�erent in a �rst version of the � selection

used in reference [4]. The new version of the selection used in the present paper, is introduced

in order to reduce systematic e�ects in the hadronic channels. Given the importance of this
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rejection for the hadronic � decays selection, the corresponding e�ciency is measured from

data and Monte Carlo samples. Taking advantage of the fact that the two jets are essentially

uncorrelated, unbiased samples of hadronic jets are constructed both in data and Monte Carlo

(using the hadronic hemispheres opposite to the above de�ned � -like hemispheres), allowing

a direct measurement of the hadronic cut e�ciency. After a correction for the small jet

correlation obtained from the Monte Carlo [4], the values 94.41 � 0.13 % and 94.65 � 0.08 %

are obtained for data and Monte Carlo, respectively, in fair agreement. After taking into

account all the cuts in the � event selection a�ecting hadronic �nal states, the measured

correction to the Monte Carlo e�ciency in the hadron-hadron topology is found to be

�"hh

"hh
= (� 1:5 � 0:8) � 10�3

This result shows the robustness of the hadronic cuts against the quality of the detector

simulation. Nevertheless a correction is applied in the analysis to take into account the

possible small discrepancy. Similar studies are carried out for the e-X and �-X �nal states.

They are described in reference [4]. Good agreement is observed between the selection

e�ciencies measured from data and those using simulation. Thus, it is concluded that the

e�ciencies of � event selection used in this analysis are correctly predicted by the simulation

at the 10�3 level. The resulting systematic e�ects in the branching ratio analysis are discussed

in Section 9.2.

The remaining qq background is estimated from the Monte Carlo samples to be (0.31 �
0.09) %. A consistency check is obtained by comparing the n1 �n2 versus �

op
1 +�

op
2 distribution

between data and Monte Carlo, where no discrepancy is found. In addition, a normalization

constant for the qq background can be �tted to data in the aforementioned two-dimensional

distribution using its shape as predicted by the Monte Carlo. The result of the �t con�rms

the absolute Monte Carlo estimate at the 10 % level. Finally, to illustrate the separation of

� pairs and Z0 ! qq events in a simple way, the distribution for the product of the �
op
1 + �

op
2

and n1 � n2 variables is plotted in Figure 1 for data and Monte Carlo, and a good agreement

is observed.

The study presented here is based on 67 pb�1 of integrated luminosity collected with the

ALEPH detector between 1991 and 1993 around the Z0 resonance, of which 68 % is taken

at the Z0 peak energy. Table 1 summarizes the values obtained for the e�ciency and the

contaminations from all the involved processes. The total non-� background contribution

amounts to (0.85 � 0.10) % for the 64492 selected � pair events in the data sample.

4 Particle Identi�cation

The global branching ratio analysis presented in this paper uses an improved version of the

likelihood method for charged particle identi�cation originally described in reference [3] and
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ALEPH

Figure 1: The distribution for the product of n1 � n2 and �
op
1 + �

op
2 variables is plotted. The

points with error bars show the data and the solid histogram the Monte Carlo expectation.
The shaded histogram shows the contribution for the qq events and the arrow indicates the
location of the product of the individual cut values for n1 � n2 and �op1 + �op2 .

explained in detail in [4].

Charged particle identi�cation is required at two di�erent stages. First, electrons are

identi�ed among charged tracks in any given topology in order to reconstruct the converted

photons. Secondly, once converted photons are identi�ed, global particle identi�cation is used

for the remaining tracks to separate electrons, muons and hadrons in one-prong hemispheres.

The particle identi�cation is based on the following information:

� dE

dx
in the TPC,

� longitudinal and transverse shower pro�le in ECAL near the extrapolated track,

� energy and average shower width in HCAL, together with the number of �red planes in

the last 10 planes of HCAL and hits in the muon chambers.
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Physics processes E�ciency (%) Contamination (%)

Z0 ! �+�� 78.84 � 0.13

Bhabha 0.15 � 0.03

Z0! �+�� 0.07 � 0.02



 ! e+e� 0.07 � 0.02



 ! �+�� 0.08 � 0.02

four-fermion 0.14 � 0.02

cosmic rays 0.02 � 0.01

Z0 ! qq 0.31 � 0.09

Table 1: Global � selection e�ciency and non-� backgrounds in the � event selection at Z0

peak energy. The values are obtained from Monte Carlo corrected with data. The errors
include both statistical and systematic uncertainties.

Id.# True ! e � h

e 99.49 � 0.10 �0.01 0.79 � 0.06

� �0.01 99.32 � 0.10 0.90 � 0.06

h 0.51 � 0.10 0.68 � 0.10 98.31 � 0.08

Table 2: Particle identi�cation e�ciencies and misidenti�cation probabilities (in percent) as

measured from data in one-prong � decays for particles with momentum above 2 GeV/c and
avoiding the cracks between ECAL modules.
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The performance of this identi�cation has been studied in detail using Bhabha, �-pair and 

-

induced lepton pair samples over the full angular and momentum range above 2 GeV/c [4]. In

addition, two complementary data samples have been used to understand and test the hadron

misidenti�cation probability. The �rst sample is obtained using the dE=dx measurement to

veto electron candidates (muons are rejected by HCAL and the muon chamber estimators)

and the second one is tagged by the presence of at least one reconstructed �0. Both samples

indicate a higher probability for the misidenti�cation of hadrons as electrons with respect

to the Monte Carlo expectation, with some momentum dependence. After the convolution

of this hadron misidenti�cation probability with the hadron momentum distribution from �

decays, the value (0.59 � 0.02) % is obtained for the Monte Carlo while (0.79 � 0.06) %

is measured from data. The identi�cation e�ciencies and the misidenti�cation probabilities

are corrected using these measurements. Table 2 shows the e�ciency matrix for one-prong �

decays used for this analysis, i.e., for particles with a momentum larger than 2 GeV/c and

not in a crack region. The particle identi�cation is extended below the 2 GeV/c momentum

region only for electrons because of the good dE=dx separation in this region.

Figure 2 shows the distribution of the measured hadron identi�cation estimator Ph [4]

with the Monte Carlo expectation, both for the identi�ed hadron samples. According to

the likelihood method introduced in reference [4], charged hadrons are identi�ed as such if Ph
exceeds the value 0.5. Charged particles identi�ed as electrons or muons (Ph less than 0.5) are

assigned to be hadrons if a �0 is reconstructed in the same hemisphere. Also charged particles

below 2 GeV/c or traversing a crack between ECAL modules are classi�ed as hadrons if a

reconstructed �0 is present. The hadron estimator for the tagged hadrons above 2 GeV/c is

also shown in Figure 2.

The hadron and electron identi�cation is also tested separately in the three-prong �

hemispheres using conversions reconstructed topologically. In this case, the electron e�ciency

is measured to be (97.8 � 0.3) % from data and (98.8 � 0.1) % in the simulation. The e�ect

of this discrepancy is taken into account in the systematic errors in Section 9.2. The hadron

e�ciency is found to be correctly described by the simulation. The kaon/pion separation

using dE=dx is used for the analysis of � decays into kaons, as described in reference [5].

5 Photons

In this section the photon identi�cation is described. First the identi�cation of converted

photons is explained. Secondly, the reconstruction procedure for photons developing a shower

in the electromagnetic calorimeter is given. The high collimation of � decays quite often makes

photon reconstruction di�cult, since these photons are close to one another or close to the

showers generated by charged hadrons. Of particular relevance is the rejection of fake photons

which may occur because of hadronic interactions, electromagnetic shower 
uctuations, or

the overlapping of several showers. In this section, a procedure to overcome this problem is

7
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Figure 2: Distribution of the identi�cation estimator for charged hadrons with a momentum
larger than 2 GeV/c in one-prong hemispheres. Points with error bars show the observed
distribution and the solid histogram corresponds to the simulation. In the upper plot only
particles identi�ed by the likelihood method are shown. The lower plot corresponds to
the particles accompanied by a reconstructed �0. The part of the distribution below 0.5

corresponds to hadrons which would be misidenti�ed in the absence of a �0.

presented.

5.1 Converted photons

In order to identify photons which convert inside the tracking volume all oppositely charged

track pairs of a given hemisphere in which at least one track is identi�ed as an electron are

considered. These candidates are required to have an invariant mass smaller than 30 MeV/c2

and the minimal distance between the two helices in the x-y plane must be smaller than

0.5 cm. Finally, all remaining unpaired charged tracks identi�ed as electrons are kept as

single track photon conversions. These include Compton scatters or asymmetric conversions

where the other track was either lost or poorly reconstructed.
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Figure 3: The upper plot shows the radial distance to the beam axis for the converted photons
for the simulation (solid histogram) and for the observed converted photons (points with error
bars). This material description corresponds to the beam pipe (5.4 cm), VDET (6-11 cm),
inner and outer ITC walls (13, 29 cm), and the inner TPC wall (31 cm). Dalitz decays are also
observed at the origin. The lower plot shows the invariant mass distribution for the observed

and simulated converted photons.

The radial distribution of the materialization point for the observed converted photons

shows in Figure 3 that the amount of material in the detector is properly modelled, with

the exception of the outer ITC and inner TPC walls. The invariant mass distribution for the

observed conversions is also shown. The fraction of converted photons with respect to genuine

photons is measured in data to be (9.8 � 0.2) %, whilst in the Monte Carlo it is (9.4 � 0.1) %.

This possible discrepancy is analyzed further in Section 9.2. A detailed comparison of data

and Monte Carlo is made for the two classes of conversions (electron-electron and electron

with a non-identi�ed particle) to test the particle identi�cation entering the de�nition of

converted photons. A good agreement is observed. The fraction of single track conversions is

also well reproduced. No discrepancy with the simulation is found in spite of the small overall

excess of converted photons from data.

Figure 4 shows the energy distribution for the single track and two-track converted photons
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Figure 4: Energy spectra for the single track (upper distribution) and two-track (lower
distribution) converted photons (points with error bars). The solid line corresponds to the
simulation.

in good agreement with the Monte Carlo expectation.

5.2 Photon reconstruction

The clustering algorithm for the photon reconstruction [8] starts with a search for local

maxima among the towers in the three ECAL stacks. The segments of a projective tower

which share a face in common with the local maximum are linked together into a cluster. At

the end of the procedure, every segment of a tower is clustered with its neighbour of maximal

energy. Then, a cluster is accepted as a photon candidate if its energy exceeds 350 MeV

and if its barycentre is at least 2 cm away from the closest charged track extrapolation.

Some events appear below this value (Figure 5) because the distance is recalculated after

corrections for the �nite size of the pads. The energy of the photon is calculated from the

energy of the four central towers only when the energy distribution of the cluster is consistent

with the expectation of a single photon, otherwise the sum of the tower energies is taken. The

direction of the photon is determined from the barycentre of energy deposition.
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After the clustering procedure, the number of fake photons reaches 20 % over the whole

photon sample according to the Monte Carlo simulation, depending on the hadron �nal state.

The fractions of fake photons originating from hadronic interactions and electromagnetic

showers are approximately 60 % and 40 %, respectively.

5.3 Likelihood method

In order to distinguish fake photons from photons originating from �0 decays or other

physical sources several estimators are constructed and a likelihood method is used. In fact,

the likelihood method is found to be less sensitive to systematic e�ects on the reference

distributions with respect to the procedure that consists of applying cuts on the same

discriminating distributions. For every photon the following estimator is de�ned:

P
 =
P genuine

P genuine + P fake
; (1)

where P i is the estimator under the photon hypothesis of type i, which is given by

P i =
Y
j

P i
j(xj) ; (2)

and P i
j is the probability density for the photon hypothesis of type i associated to the

discriminating variable xj.

Several discriminating variables are used to distinguish between genuine and fake photons:

� fractions of energy in the �rst and second stacks of ECAL,

� fraction of energy outside the four central ECAL towers,

� transverse size of the photon shower,

� angular distance (d

) to the nearest photon,

� distance between the barycentre of the photon and the closest charged track. A sign

is computed depending on the position of the photon shower with respect to the track

bending in the r � � projection.

� energy of the photon.

Reference distributions of these discriminating variables have been established from the

Monte Carlo simulations for genuine and fake photons, depending on the number of photons

and charged tracks in the hemisphere. For this purpose, in the simulation sample, the

reference distributions for genuine photons are set up with photons whose physical origin
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Figure 5: Data and Monte Carlo distributions of some of the discriminating variables used

for the photon identi�cation. The upper �gures (left and right) show the distributions of

the distance between a photon and the closest charged track (labeled \distance") and the
minimal angular distance between two photons (labeled \d

") for good and fake photons
respectively. The distribution for the fraction of energy deposited in the �rst stack for good

and fake photons is given in the middle �gures; whilst the energy spectra are shown in the

lowest �gures. Note the di�erent scales in the last two plots. Points with error bars show the

distributions for observed photons and the solid histograms the simulated ones. In each plot

the distributions for data and Monte Carlo are normalized to the same number of photons.
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Figure 6: In the upper plots, the P
 distribution for good and fake photons from the
simulation. In the lower distribution the points with error bars show the P
 distribution for
all the observed photons and the solid histogram shows this distribution from the simulation.

(radiation, �0 decay, etc.) is determined by the information at the generator level. The

remaining reconstructed photons with no identi�ed source are declared fake and used for the

corresponding reference distributions.

All these reference distributions have been confronted with data. For this purpose, a

criterion based on the value of the P
 estimator together with the information whether

the photon belongs or not to a �0 is used for data and Monte Carlo. Figure 5 shows the

distributions for genuine and fake photons for some of the discriminating variables, namely

the distance between the photon and the nearest charged track, the minimal distance between

two photons, the fraction of energy in the �rst stack and their energy spectra. Although the

Monte Carlo is able to reproduce satisfactorily the distributions for genuine photons, Figure 5

shows that some discrepancies appear in the distributions for fake photons. An iterative

procedure has been used to derive from data the corrections to be applied to the reference

distributions.

Figure 6 shows the distributions for the P
 estimator which distinguishes genuine and fake
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photons. In the computation of P
 , at this stage, the energy of the photon is not used in order

to avoid a bias for the low energy photons from �0 decays. From a linear �t of the observed

P
 distribution to the distributions for genuine and fake photons shown in the upper plots

of Figure 6, it is found that the Monte Carlo simulation underestimates the number of fake

photons by (16 � 2) %. The lower plot in Figure 6 shows the P
 distribution for data and

Monte Carlo after the fraction of fake photons is increased by this amount. The shape of the

distributions are in agreement. The systematic e�ect in the branching ratio analysis induced

by the discrepancy on the fraction of fake photons is treated in Section 9. It should be noticed

that no cut is applied at the initial level of the likelihood procedure to reject photons with

low values of the P
 estimator.

6 �
0 reconstruction

The goal of the �0 reconstruction procedure is to reach the highest possible e�ciency. Three

types of �0's are considered here:

� �rst, photons are paired to reconstruct �0's (Section 6.1, \resolved �0's"),

� high energy �0's often lead to one single cluster in the electromagnetic calorimeter, and

are searched for separately (Section 6.2, \unresolved �0's"),

� �nally, because of the loss of one of the photons some of the �0's appear as a single

photon (Section 6.3, \residual single photons").

In totality, these procedures lead to an overall e�ciency of � 84% for �nding �0's.

6.1 Resolved �
0's

The �rst step of �0 reconstruction is the pairing of all photon candidates within one

hemisphere, considering all possible combinations. Only photons inside a cone of 45� around

the thrust axis are considered for the pairing. A �0 identi�cation estimator D�0

i;j for two

photons i and j is de�ned in the following way:

D�0

i;j = P
i � P
j � P�0 ; (3)

where P
i is the estimator for photon i to be genuine according to equation (1) and P�0 is the

probability coming from a kinematic �0-mass constrained �t.

An observed energy dependence of the �0 mass is derived from �ts of 

 invariant mass

distributions in di�erent energy bins. Above 10 GeV the showers from the two photons tend

14
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Figure 7: The upper plot shows the observed mean �0 mass as a function of the �0 energy
for the data (points with error bars) and for the simulation (open squares). The lower plot
shows the resolution of the �0 mass as a function of the �0 energy.

to overlap in the calorimeter. Thus, the sample of resolved �0's at high energy is biased

towards larger masses due to a systematic overestimate of the opening angle. This explains

the trend observed in the upper plot of Figure 7 for both data and Monte Carlo. This e�ective

�0 mass dependence is taken into account for the constrained �t used to obtain P�0 .

In spite of the general dependence in agreement with the simulation, small but signi�cant

di�erences exist which are taken into account. On one hand, at high �0 energy the opening

angle between the two photons is slightly overestimated in the simulation. On the other

hand, the lower �0 mass observed in the data at low energy is due in part to the excess of

fake photons in data producing on average lower masses, and in part to low energy photon

calibration. Thus, the e�ective �0 mass dependence is taken separately for data and Monte

Carlo.

A detailed study has also been performed for the energy resolution of the photons

15



ALEPH

ALEPH
π0

 C
an

d
id

at
es

π0
 C

an
d

id
at

es

Figure 8: The upper �gure shows the comparison of the P�0 probability distribution for the
resolved �0 candidates in data and Monte Carlo. In the lower �gure, the distributions of D�0

for the data �0's (points with error bars) and for the simulation (solid histogram) are given.
The shaded histogram shows the expected background coming from either the wrong pairing

of good photons or the pairing with fake photons. From all the possible 
i
j combinations,
only the �0 candidates retained in the �nal decay con�guration are plotted.
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Figure 9: Invariant mass distribution for the resolved �0's. The points correspond to the full

data sample and the solid histogram shows the simulated �0's. The shaded histogram shows

the expected background.
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depending on the kinematics. The lower plot of Figure 7 shows the resolution for the �0

mass as a function of the �0 energy. In the case where one of the paired photons is a

converted photon other parameterizations for the �0 mass and resolution are derived from

data to compute the P�0 probability, since these photons have a di�erent resolution and are

potentially subject to di�erent systematic e�ects.

A pair of photons is considered to be a �0 candidate if the D�0

i;j value is greater than

0.0009. For an average value of P
i � P
j for a pair of genuine photons, this corresponds to

a P�0 threshold probability for an invariant mass three standard deviations away from the

expected value. Figure 8 shows the comparison of the P�0 probability distribution for Monte

Carlo and data, in good agreement. The lower plot of this �gure shows the D�0

i;j distributions

with the expected background from incorrect pairings.

In addition, a criterion must be established for choosing among all the accepted i�j pairs

in a multiphoton environment. The overall con�guration for the maximum number of �0's

allowed given the photon multiplicity is chosen to maximize the product of all D�0

i;j . Then,

only the photon pairs whose D�0

i;j values satisfy the criterion previously mentioned are taken

de�nitively as �0's. The comparison of the invariant mass distribution for the resolved �0's,

once the �0 mass shift between the simulation and data is corrected, is plotted in Figure 9.

The shapes of the distributions are in excellent agreement.

Once the resolved �0's are identi�ed, a second kinematic constrained �t is performed to the

nominal �0 mass, which allows a better determination of the �0 energy as shown in Figure 10.

This second �t allows to compensate the low energy threshold e�ects. The remaining photons

that were not paired are treated as discussed next.

6.2 Unresolved �
0's

As the �0 energy increases it becomes more di�cult to resolve the two photons and the

clustering algorithm may yield a single cluster. The two-dimensional energy distribution in

the plane transverse to the shower direction is examined and energy-weighted moments are

computed. Assuming only two photons are present, the second moment provides a measure

of the 

 invariant mass. Figure 11 shows this invariant mass distribution for Monte Carlo

simulation and data, in excellent agreement. For photon energies lower than 8 GeV the

two photons are expected to always be resolved by the clustering algorithm and the mass

distribution only re
ects 
uctuations in single showers. As the photon energy increases

this technique reveals a wide peak at the �0 mass. All single clusters not entering the �0

reconstruction in Section 6.1 but having an invariant mass larger than 100 MeV/c2 according

to this method are kept as �0 candidates. It must be stressed that this procedure does not

allow a clear separation between high energy radiative photons and high energy �0's when

the 

 separation is comparable to the transverse shower size. However, in � events such

energetic photons originate predominantly from �0 decays.
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Figure 10: Energy resolution of the exclusive �0's as a function of energy before and after the

kinematic �t according to the simulation.

6.3 Residual single photons

After the pairing of photons and the cluster moment analysis, all the remaining photons

inside a cone of 30� around the thrust axis are called residual single photons. They come from

several sources:

� bremsstrahlung photons from radiation along the �nal charged particle in � decay

(including the detector material for electrons),

� initial and �nal state radiation,

� genuine photons from �0 decays where the partner photon is lost because of threshold,

cracks or overlap with another electromagnetic or hadronic shower,

� genuine photons from ! ! �0
 and � ! 

 decays,

� fake photons.

The fraction of fake photons in the residual single photon sample is observed to be about

50 %.
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Figure 11: Invariant mass distributions for the unresolved �0's in three di�erent photon energy

ranges. Points with error bars come from data and the solid histogram shows the distribution

from the simulation. The shaded histogram corresponds to single photons (radiative photons
or �0 decays with a lost photon).
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Figure 12: P
Res distribution for good and fake photons from the simulation. In the lower
distribution, the points with error bars show the P
Res distribution for all the observed photons
and the solid histogram is from the simulation.

To proceed with the removal of these fake photons, another estimator P
Res is computed

along the lines described in Section 5, but this time the energy of the photon is used and the

reference distributions are set up depending on the numbers of charged hadrons, reconstructed

�0's and residual photons. The behaviour of this estimator is shown in Figure 12 for the fake

and genuine photons. To obtain a good description of the full P
Res distribution the fraction

of fake photons in the Monte Carlo must be increased by (17 � 2) %, consistent with the

previous determination. After this normalization the shapes of the Monte Carlo and data

distributions agree well. Photons with a value of P
Res smaller than 0.5 are declared fake and

are therefore rejected. In this procedure 90 % of the fake photons are rejected, whilst 18 %

of genuine photons are lost. Systematic checks are carried out to assess the validity of the

probability densities used in the calculation of estimators and some correction functions are

estimated from data to account for the observed discrepancies between Monte Carlo and data

following the procedure described in Section 5.3.

To distinguish among the di�erent physical sources feeding the sample of genuine residual

single photons, new estimators PBrem, PRad and P�0!
 are calculated to select photons from
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Figure 13: Figures a), b) and c) show triangular plots for the probabilities in the simulation
for a single photon coming from an initial or �nal state radiation process, or from a �0 decay,
or from bremsstrahlung, respectively, to be identi�ed as one of these three sources. Figure d)
gives the same plot for the selected single photons in the data.

bremsstrahlung processes, from radiative processes and from �0 decays, respectively. To

compute these estimators, the angle between the photon and the most energetic charged

track is used, in addition to the discriminating variables introduced in Section 5.3. The

behaviour of those estimators is shown in Figure 13 for Monte Carlo and data. Residual single

photons with a P�0!
 value larger than 0.07 are declared single photons coming from �0 decay.

The remaining single photons with P�0!
 smaller than 0.07 are classi�ed as bremsstrahlung

photons or radiative photons according to values of PBrem and PRad. Possible systematics

uncertainties arising from the reference distributions have been studied by comparing Monte

Carlo and data estimators and distributions for the di�erent con�gurations. The overall

agreement is found to be satisfactory. The number of radiative photons found in the data

sample is 1652 � 41 which compares well with the 1659 � 33 predicted by the Monte Carlo.

The corresponding numbers for the bremsstrahlung photons are 1640 � 40 and 1672 � 33,

mostly concentrated in the electron channel. Radiative and bremsstrahlung photons are not

used in the � decay classi�cation discussed in the next section.
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6.4 Summary on �
0 reconstruction

The fractions of resolved �0's, unresolved �0's and single photons coming from a �0 decay

are shown in Figure 14 as a function of the �0 energy. For the resolved �0's, the contribution

of the �0 decays where at least one of the photons is converted into a e+e� pair is observed

to be around 14 % above 10 GeV in good agreement with the simulation. The fraction

of resolved �0's without converted photons remains at a relatively high level above 25 GeV

considering the granularity of the electromagnetic calorimeter. This is caused by the fact that

the corresponding showers quite often have large 
uctuations yielding two separate photon

candidates in the clustering algorithm. This e�ect is not well reproduced by the Monte Carlo,

where this shower splitting occurs less frequently. The excess of resolved �0's at high energy

corresponds to a de�cit in the unresolved �0 fraction, so that the sum of the resolved and

unresolved �0 contributions is well described by the simulation. Apart from the high �0 energy

region, the fractions of resolved and unresolved �0's are reasonably well simulated. Also, a

small excess of resolved �0's is observed in data for �0 energies smaller than 4 GeV due to

the aforementioned excess of fake photons.

In fact, Figure 14 illustrates the �0 and photon treatment in the hadronic � decay

classi�cation and the complementarity of di�erent estimators. Resolved �0's are reconstructed

over a wide range of energy, with maximal e�ciency between 5 and 15 GeV, while the cluster

moment analysis is essential to retain a good �0 e�ciency above 20 GeV. On the other hand,

at low �0 energy, where often one of the photons is lost, the estimators described in the

previous section recover a substantial fraction of the sample. Figure 15 shows the �0 energy

spectrum including the contributions from all three �0 types. The agreement between data

and Monte Carlo is satisfactory as the ratio indicates.

Including the detector acceptance, this treatment yields an overall \�0" e�ciency of 83.7 %

with respect to all produced �0's in the selected � pair events with a background fraction of

8.7 %. This background is estimated with the Monte Carlo. Any \�0" candidate with either

an energy 3� away from true value or di�ering from the true direction by more than 17 mrad

is classi�ed as a fake �0. For the three di�erent �0 types, the e�ciencies are 55.1 %, 10.5 %

and 18.1 % for resolved �0's, unresolved �0's and residual single photons, respectively. The

backgrounds are 8.5 %, 5.0 %, 10.9 %, respectively.
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Figure 14: Fractions of resolved and unresolved �0 and single photons as a function of the �0

energy. The points represent the data, and the open squares the simulation. The proportion
of �0's containing at least one converted photon is plotted for the resolved �0's; the full stars

correspond to the data and the open ones to the simulation.
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Figure 15: In the upper plot the �0 spectrum is given summing the contributions from the
three types of �0's. For the resolved �0's, the energy coming from the �0 mass constraint is

used. The points with error bar show the data and the solid histogram corresponds to the
simulation. The shaded histogram refers to the �0's containing fake photons or obtained from

wrong pairings. The lower plot shows the ratio between data and Monte Carlo.
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7 Tau decay classi�cation

Decays are classi�ed unambiguously in one of the 13 classes which are schematically presented

in Table 3 according to the number of charged tracks and their identi�cation, and the number

of reconstructed �0's. The leptonic � decays are identi�ed following the criteria described in

reference [4]. Particle identi�cation is not required in the three- and �ve-prong hemispheres,

as discussed in Section 4. All selected � decays are classi�ed, except for single charged tracks

going into an ECAL crack or with a momentum smaller than 2 GeV/c without a reconstructed

�0.

In Table 3, the right-most column shows how the di�erent � decays in the Monte Carlo

contribute to the signal in each de�ned class at the reconstructed level. These events are

processed through the full simulation chain and their feedthrough among di�erent classes is

calculated.

A poor modeling of the dynamics of some � decays in the simulation can lead to systematic

e�ects in the calculation of the relative e�ciencies. Such uncertainties, when relevant, are

discussed in Section 9.2. In fact, some progress has recently been made in several � decays

such as � ! 3� 2�0 �� [12], found to be dominated by the ! resonance, and the observation

of the decay � ! ��0� �� [13], both implemented in the simulation.

So far no attempt is made in this classi�cation to explicitly take into account charged and

neutral kaons. As the inclusive � decays involving strange particles amount to 3.5 %, they can

play a signi�cant role in some particular channels, and their e�ect is included. A dedicated

analysis was performed for the � decays involving kaons in the �nal state [5, 6] and an update

is given in Section 11. In the global analysis, a K0
S ! �+�� decay counts as two hadrons

at the generator level, since in general one charged pion is attached to the main vertex, and

one-prong �nal states with K0
S 's are classi�ed in the � 2 prong topology. A K0

S ! �0�0 decay

counts as two �0's, whilst the K0
L's is not taken into account in the classi�cation of Table 3.

The non-�0 photons from � or ! decays are considered as �0's. Because of the di�erent

kinematics the e�ciencies for the modes with kaons are not identical to those with only pions.

For this reason the e�ciency for an identi�ed class contains implicitly a weight depending

on the branching ratio of the involved strange particles. In the global analysis, the Monte

Carlo simulation uses branching ratio values in agreement with the ALEPH measurements of

� decays into kaons, which are summarized in Table 14. For the decays �� ! K��+�� ��
and �� ! K�K+�� �� , which are not yet measured by ALEPH, the values (0:39 � 0:12)%

and (0:17� 0:07)% are used, respectively [14, 15]. For the decay � ! �K0K0 �� theoretical

estimates are used, which yield a branching ratio of 0:3% [16].

Two � decay analyses are performed according to quasi-exclusive and exclusive classi�ca-

tions. In the quasi-exclusive � decay classi�cation �0's are registered as \resolved", \unre-

solved" or \residual single photon" from �0. On the other hand, the exclusive classi�cation

is more strict as residual single photons are not counted as �0's. The quasi-exclusive analysis
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Class label
Reconstruction

criteria
Generated � decay

e 1 e � ! e��e ��

� 1 � � ! ���� ��

h 1 h

� ! �� ��
� ! K� ��
� ! K�� ��

� ! ��K0K0 ��
� ! K�K0 ��

h �0 1 h + �0 � ! �� ��
� ! ���0K0 ��

� ! K��0K0 ��
� ! K�� ��

h 2�0 1 h + 2�0

� ! a�1 ��
� ! K�� ��

� ! K� 2�0 ��

� ! ��! ��
(1)

� ! ��K0K0 ��
� ! K�K0 ��

h 3�0 1 h + 3�0 � ! ��3�0 ��
� ! ���0K0 ��

� ! K��0K0 ��
� ! ���0� ��

(2)

h 4�0 1 h + � 4�0 � ! ��4�0 ��
� ! ��K0K0 ��

� ! ���0� ��

3h 2� 4h

� ! a�1 ��
� ! K�� ��

� ! K��+�� ��

� ! K�K+�� ��
� ! ��K0K0 ��
� ! K�K0 ��

3h �0 2� 4h + �0 � ! 2���+�0 ��
(3)

� ! ���0K0 ��
� ! K��0K0 ��

3h 2�0 2� 4h + 2�0 � ! 2���+2�0 ��
(4)

� ! ��K0K0 ��
� ! ���0� ��

(5)

3h 3�0 2 � 4h + � 3�0 � ! 2���+3�0 ��

5h 5h � ! 3��2�+ ��

5h �0 5h + �0 � ! 3��2�+�0 ��

Single

photon
� 1 h + � 0�0 + � 1
 � ! ��! ��

(1) � ! ���0� ��
(2;5)

1 With !! �
0



2 With �! 



3 This channel includes � ! �! �� with ! ! �
�

�
+
�
0

4 This channel includes � ! ��
0
! �� with ! ! �

�

�
+
�
0

5 With �! �
�

�
+



Table 3: De�nition of the reconstructed quasi-exclusive � decay categories. All � decay modes
implemented in the simulation are speci�ed for each class. In addition, the single photon class

used in the exclusive classi�cation is de�ned. The notation � stands for �� and the charge

conjugate states are implied.
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Mode e � h h �0 h 2�0 h 3�0 h 4�0 3h 3h �0 3h 2�0 3h 3�0 5h 5h �0

e 72.08 0.01 0.49 0.29 0.30 0.19 0. 0.01 0.01 0.02 0. 0. 0.
�0.12 �0.01 �0.02 �0.01 �0.02 �0.04 �0.01 �0.01 �0.02

� 0. 74.74 0.67 0.22 0.05 0.19 0. 0.01 0. 0. 0. 0. 0.

�0.12 �0.02 �0.01 �0.01 �0.04 �0.01

h 0.33 0.40 65.27 3.56 0.40 0.14 0. 1.19 0.10 0.04 0. 0. 0.
�0.02 �0.02 �0.15 �0.04 �0.02 �0.03 �0.04 �0.02 �0.03

h �0 0.24 0.09 4.21 67.16 11.3 2.38 1.00 0.82 1.08 0.22 0.10 0. 0.
�0.01 �0.01 �0.06 �0.10 �0.11 �0.14 �0.45 �0.03 �0.05 �0.07 �0.10

h 2�0 0.05 0.01 0.36 5.41 58.06 22.11 6.86 0.14 0.95 1.14 0.67 0. 0.24
�0.01 �0.01 �0.02 �0.05 �0.18 �0.38 �1.27 �0.01 �0.05 �0.15 �0.25 �0.23

h 3�0 0. 0. 0.04 0.31 6.10 44.22 34.45 0.01 0.18 0.82 0.96 0.19 0.
�0.01 �0.01 �0.09 �0.46 �2.16 �0.01 �0.02 �0.13 �0.30 �0.19

h � 4�0 0. 0. 0.01 0.02 0.25 4.00 25.01 0. 0.02 0.02 0.39 0. 0.
�0.01 �0.01 �0.02 �0.18 �1.85 �0.01 �0.02 �0.19

3h 0.01 0.02 0.26 0.06 0.03 0.01 0. 66.76 4.87 0.88 0.19 18.56 2.09
�0.01 �0.01 �0.01 �0.01 �0.01 �0.01 �0.17 �0.11 �0.13 �0.14 �1.7 �0.69

3h �0 0.01 0.01 0.21 0.46 0.23 0.09 0. 8.35 59.46 12.46 3.91 7.08 15.00
�0.01 �0.01 �0.01 �0.02 �0.02 �0.03 �0.10 �0.25 �0.49 �0.60 �1.12 �1.72

3h 2�0 0. 0. 0.09 0.23 0.66 0.48 0.61 1.13 10.57 49.83 27.95 1.32 7.14

�0.01 �0.01 �0.03 �0.06 �0.35 �0.04 �0.16 �0.71 �1.39 �0.50 �1.24

3h � 3�0 0. 0. 0.06 0.10 0.31 0.95 1.80 0.23 1.35 10.60 39.06 0.96 1.40

�0.01 �0.01 �0.02 �0.09 �0.60 �0.02 �0.06 �0.41 �1.50 �0.42 �0.56

5h 0. 0. 0. 0. 0. 0. 0. 0.03 0.01 0. 0. 41.9 5.08
�0.01 �0.01 �2.16 �1.10

5h �0 0. 0. 0. 0. 0. 0. 0. 0.01 0.01 0. 0. 2.86 37.21

�0.01 �0.01 �0.73 �2.33

�(Ei) 72.72 75.28 71.67 77.73 77.69 74.76 69.73 78.69 78.61 76.03 73.23 72.87 68.16
�0.12 �0.12 �0.17 �0.12 �0.24 �0.65 �3.22 �0.21 �0.33 �0.99 �2.18 �3.13 �3.46

Table 4: E�ciency matrix for the quasi-exclusive classi�cation of hadronic decays. The
e�ciencies are expressed in percent with their statistical error only. The generated classes
are given in the �rst row, and the reconstructed classes in the �rst column.

is presented �rst and the exclusive one is postponed to Section 10. Table 4 describes the

quasi-exclusive e�ciency matrix Eij for the 13 reconstructed categories. The matrix Eij gives
the probability of a � decay generated in class i to be reconstructed in class j as given by the

Monte Carlo but where the systematic e�ects related to the pion misidenti�cation probability

are already corrected for. The good diagonal behaviour of this matrix can be noticed. The

o�-diagonal elements become more sizeable as the number of �0's increases. The number of

observed events in each class of the data sample is given in Table 5 for the two classi�cations.

Figure 16 shows the invariant mass for the quasi-exclusive selected h �0, h 2�0 decays.6 For

the h 2�0 invariant mass distribution a good agreement between the simulation and data is

observed, despite a slight discrepancy in the invariant mass distributions of the sub-systems

h �0 and �0�0 discussed in Section 9.2.

The invariant mass distributions for the h 3�0, h 4�0, 3h and 3h �0 decays are shown in

Figure 17 in good agreement with the simulation. For the 3h decays, a slight disagreement is

6For all the invariant mass plots the pion mass is assumed for the charged hadrons unless otherwise stated.
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Tau decay classi�cation

Mode Quasi-exclusive Exclusive

Nobs N
exp
non�� Nobs N

exp
non��

e 21298 237.2 � 16 21298 237.2 � 16

� 21456 188.6 � 14 21456 188.6 � 14

h 15083 63.4 � 8 15083 63.4 � 8

h �0 31246 78.7 � 9 24840 58.9 � 8

h 2�0 12217 46.3 � 7 5691 10.5 � 3

h 3�0 2270 16.8 � 4 683 5.1 � 2

h � 4�0 232 6.8 � 3 41 1.1 � 1

3h 11176 65.7 � 8 11176 65.7 � 8

3h �0 6156 92.1 � 10 3897 52. � 7

3h 2�0 1806 55. � 7 685 21.2 � 5

3h � 3�0 500 43.4 � 7 172 12. � 3

5h 59 1.5 � 1 59 1.5 � 1

5h �0 33 15.4 � 4 17 11.9 � 3

Table 5: Numbers of selected events in the quasi-exclusive and exclusive � decay classi�cations
for 1991-1993 periods.

also found for the invariant mass of the sub-systems with like-sign and unlike-sign particles.

In the 3h �0 decay, the ! and � resonances are observed in a separate analysis [17].

The invariant mass distributions for the 3h 2�0, 3h 3�0, 5h and 5h �0 decays are shown in

Figure 18 in agreement with the Monte Carlo expectation. The 3h 3�0 �nal state is dominated

by background from other � decays because of secondary interactions and fake photons. This

results in a weak evidence for a signal, which is at the limit of the sensitivity of the global

analysis. Stricter cuts to reduce background yield a consistent signal. In addition to the poor

knowledge of the dynamics in the 3h 3�0 decay, the invariant mass distribution is a�ected by

systematics e�ects (given in Section 9) which are not re
ected in Figure 18.
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Figure 16: Invariant mass distributions for the h �0 and h 2�0 quasi-exclusive selected samples.

The points with error bars show the observed distributions, the solid histograms represent
the simulated distributions and the shaded histograms account for the expected � background

from the Monte Carlo computed with the measured branching ratios.
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Figure 17: Invariant mass distributions for the h 3�0, h � 4�0, 3h and 3h �0 quasi-exclusive

selected samples. The points with error bars show the observed distributions, the solid
histograms represent the simulated distributions and the shaded histograms account for the

expected � background from the Monte Carlo computed with the measured branching ratios.
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Figure 18: Invariant mass distributions for the 3h 2�0, 3h 3�0, 5h and 5h �0 quasi-exclusive

selected samples. The points with error bars show the observed distributions, the solid
histograms represent the simulated distributions and the shaded histograms account for the

expected � background from the Monte Carlo computed with the measured branching ratios.

32



8 Extraction of branching ratios

In order to extract a measurement of the � branching ratios from this global analysis, the

number of observed events in a given class j after the non-� background subtraction divided

by the sum of all observed events de�nes the observed fraction of events fj in the class j. The

fraction fj is related to the branching ratios Bi to be determined by the following equation:

fj =

P
i Eij BiP
ik Eik Bi

; (4)

where Eij is the e�ciency matrix (de�ned in the previous section). The linear system de�ned

by the fj's is solved with the additional constraint

X
i

Bi = 1 : (5)

For convenience, a maximum likelihood technique is used to solve the system and to estimate

the errors.

It should be noticed that the e�ciency matrix Eij is independent of the � branching ratios

used in the Monte Carlo simulation, except for the subclasses contributing to each de�ned

class as shown in Table 3. The e�ect depends however on small branching ratios and the

procedure used in this correction relies on measured values. In this analysis the branching

ratios used for the Cabibbo-suppressed and Cabibbo-allowed decays are consistent with the

ALEPH measurements [5, 6].

A correction to the Eij e�ciency matrix is applied to take into account the de�cit of

16 % of fake photons in the simulation. This correction is computed as the opposite of the

e�ect obtained in the e�ciency matrix when the number of fake photons in the Monte Carlo

is reduced by 16 %. This linear procedure is justi�ed from studies made with the Monte

Carlo. As a check, a model producing this excess of fake photons was implemented in the

simulation and the complete �0 reconstruction procedure was repeated. The two methods

yield consistent results.

The analysis relies on the standard � decay description [10]. One could imagine unknown

decay modes not included in the simulation but since large e�ciencies are achieved in the �

selection it is di�cult to overlook them in the analysis. A notable exception could be low

momentum particles coming from decays like � ! eN0 with mN0 � m� and N0 not decaying

in the detector volume, so it is important to make sure that such decays are not present.

An independent measurement of the branching ratio for undetected modes by a direct search

was done in ALEPH [18], limiting this branching ratio to less than 0.11 % at 95 % CL and

justifying the assumption that the sum of the branching ratios for visible � decays is equal to

one.

33



9 Systematic uncertainties

The possible sources of systematic uncertainties come mainly from the particle identi�cation,

the selection of � pair events, and the photon and �0 reconstruction. The systematics

on the particle identi�cation and � event selection are described in detail in reference [4].

For the � hadronic decay modes reported in this paper special emphasis is given to the

systematics a�ecting the �0 reconstruction. In most cases, possible deviations in the Monte

Carlo simulation compared to the data are propagated to the e�ciency matrix and a new set

of branching ratios is derived. The di�erences with the reference values or the statistical error

of the test are quoted as systematic errors. With this procedure, the correlations among the

several classes are also taken into account.

9.1 Photon and �
0 reconstruction

The relevant sources of systematic e�ects in the photon and �0 reconstruction are described

in the following. First, the systematics associated with the photon clustering algorithm are

examined.

� The ine�ciency of the clustering algorithm described in Section 5.2 is directly studied

with an independent sample of electrons from � decays. In this study the cut of the

distance between the electromagnetic cluster and the charged track is removed, so

electron showers are considered as photon candidates. Because of the magnetic bending

this method only covers the domain above 1 GeV. This study shows that the e�ciency

is well described by the simulation with a ratio of data over Monte Carlo essentially

energy independent, di�ering from unity by (0.23 � 0.15) %. The column with the Eclust
label shows the derived systematics in Table 6.

� In the same table the systematic e�ect from a global energy scale (labeled as Escale) is

given. The uncertainty in the global energy scale error for the ECAL pad calibration

is taken to be 0:3% � 3%/
p
E (with E in GeV) from imperfect pad clustering

corrections [19].

� The spectrum of low energy photons belonging to resolved �0's is given in Figure 19

after subtraction of the fake photon contribution a�ecting this sample. The systematics

related to the fake photons are discussed below. The photon e�ciency is fairly well

reproduced by the simulation, in particular in the region below 1 GeV which was not

tested with electrons using the previous method. From the comparison in this region

the ine�ciency for photons in the data is larger by (4.4 � 3.4) % with respect to the

Monte Carlo. This correction is applied in the analysis. Changing the relative e�ciency

between data and Monte Carlo by 3.4 % yields the systematic uncertainties shown in
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Figure 19: The points with error bars show the energy spectra below 2 GeV for the

reconstructed photons entering resolved �0's and the solid histogram from simulation, after
subtraction of fake photons.

Table 6 in the column labeled as Elow. This error is equivalent to a shift of 20 MeV in

the e�ective threshold for �0 reconstruction.

� The minimal distance between the barycentre of an electromagnetic cluster and the

closest charged track in the same hemisphere is an important parameter to veto fake

photon candidates from the hadron interactions in ECAL at the expense of some

ine�ciency for the signal (� 3 % of the photons). The simulation of the e�ciency

for reconstructing genuine photons in the close environment of a charged hadron relies

on the description of hadronic and electromagnetic showers in the Monte Carlo. If the

photon shower is not identi�ed as a separate cluster, it is expected that the barycentre

of the compound shower will be shifted from the track impact point and the cluster will

be registered as a photon candidate if the distance exceeds the 2 cm cut value. The

distribution of this distance as given in Figure 20 for all photons reconstructed as genuine

shows a step rise above the minimum value in agreement with the simulation (the fact

that a few photons appear with a value below the cut is explained in Section 5.2). The

raw distribution for photons at the Monte Carlo generator level is given for comparison,
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Figure 20: The distribution of the distance between the barycentre of a reconstructed photon
from a �0 and the closest charged track is given as points with error bars. The solid histogram

shows the Monte Carlo simulation and the dotted histogram corresponds to the distribution
at the generator level. Both Monte Carlo histograms are normalized for distances larger than
10 cm.

showing the ine�ciency associated to the hadronic environment in the electromagnetic

calorimeter. The e�ciencies can be directly compared for distances less than 8 cm and

the systematic uncertainty is derived from the statistical error of the comparison. The

possible disagreement between data and Monte Carlo can be e�ectively described by a

change in the cut value by less than 1 mm. The corresponding systematic uncertainties

appear in Table 6 labeled as d
t.

� The variables that de�ne a pair of charged tracks coming from a conversion, such as the

invariant mass and the distance in the plane transverse to the beam between the two

tracks at the point of closest approach, show a good agreement between data and Monte

Carlo. The e�ect of the misidenti�cation probabilities in the particle identi�cation

quoted in Section 4 is found to be negligible. The di�erence in the fraction of converted

photons mentioned in Section 5.1 (which could produce a bias through the di�erence of

e�ciencies for converted and non-converted photons) also induces a negligible systematic

uncertainty.

Next, the systematics of the photon likelihood identi�cation are described.
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Mode Elow d
t Eclust Escale ref D�0 m�0 fake �Total
�0

h 0.027 0.034 0.032 0.026 0.033 0.010 0.006 0.060 0.097

h �0 0.035 0.010 0.006 0.042 0.048 0.010 0.023 0.040 0.088

h 2�0 0.022 0.026 0.020 0.023 0.032 0.010 0.025 0.050 0.082

h 3�0 0.043 0.019 0.011 0.065 0.049 0.011 0.008 0.040 0.104

h � 4�0 0.041 0.020 0.010 0.065 0.013 0.011 0.008 0.020 0.085

3h 0.032 0.033 0.007 0.030 0.016 0.004 - 0.048 0.075

3h �0 0.032 0.013 0.002 0.025 0.010 0.004 0.002 0.025 0.051

3h 2�0 0.016 0.011 0.003 0.032 0.023 0.008 0.005 0.050 0.067

3h � 3�0 0.015 0.010 0.008 0.026 0.004 0.005 0.006 0.019 0.040

5h 0.008 0.001 - 0.002 0.004 0.002 - 0.001 0.010

5h �0 0.007 0.001 - 0.001 0.004 0.002 - 0.002 0.008

Table 6: Systematic e�ects a�ecting the �0 reconstruction in the quasi-exclusive classi�cation.

All these values are absolute (branching ratios in %). Symbols are de�ned in the text.

� To check the likelihood method, which uses di�erent estimators to tag the genuine

and fake photons, a careful study of the reference distributions of the probability

densities is needed. The simulation of hadronic interactions in the electromagnetic

calorimeter is studied in a selected sample of pions in data and in Monte Carlo. A

resonable description of the hadronic showers in the simulation is found, although slight

discrepancies concerning the modeling of 
uctuations of hadronic showers are observed

as seen in Figure 5. The simulation of fake photons from electromagnetic showers

presents as well some di�erences as shown in the d

 distribution in Figure 5. Di�erent

correction functions are evaluated with data and their uncertainties are propagated

to the corresponding estimators as stated in Section 5.3 taking the correlations into

account. The maximal e�ect observed in the branching ratios is given in Table 6 under

the column label ref by switching on and o� such corrections.

� An excess of fake photons is observed in data with respect to the Monte Carlo. This

excess is measured to be 16% in the data by comparing the relative weight of the

Monte Carlo distributions for genuine and fake photons to the data distributions. This

excess is corrected in the extraction of the branching ratios as described in Section 8.

The correction corresponds to an average excess of fake photons, but does not take into

account the relative contribution of electromagnetic and hadronic fake photons expected

to vary from channel to channel. Thus, a systematic uncertainty is assigned to each

channel by comparing the distributions of the P
Res estimator of the rejected photons

for data and Monte Carlo. The relative number of rejected fake photons and the shape
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of the respective distributions provide an estimate of the loss of events in this channel

due to unrecognized fake photons. This procedure yields systematic uncertainties which

are about half the full correction applied. The results are quoted in the column labeled

as fake in Table 6.

Finally, the systematics associated with the �0 procedure are discussed.

� In order to study the systematic e�ects a�ecting the �0 reconstruction, di�erent parame-

trizations are used for the resolutions and the e�ective mass needed in the computation

of P�0 for �
0's with and without converted photons. The derived systematic uncertainty

is shown under label m�0 .

� The estimator for a pair of photons to originate from a �0, D�0

i;j , seems to indicate an

excess of data in the �rst bins (Figure 8). This indication can be interpreted as scale

factor between data and Monte Carlo distributions, corresponding to a shift around the

cut value which is found to be 0.00017 � 0.00009 by a �2 minimization. The derived

systematic e�ect when applying the shift measured in the data is given in Table 6 under

the column label D�0 .

Finally, in the last column in Table 6 the total error �total
�0 from the �0 reconstruction is

computed as the quadratic sum of all components.

9.2 Tau selection and particle identi�cation

As explained in Section 3, the overall � pair selection e�ciency at the Z0 peak is measured

on � data directly and is found to be (78.84 � 0.13) %. The corresponding value for the

Monte Carlo is (78.99 � 0.09) %, which is in agreement with the previous value. Because

of the known discrepancies between Monte Carlo and data concerning the simulation of fake

showers in the electromagnetic and hadronic calorimeters, it is important to test that the �

pair selection does not contain a channel-dependent e�ciency not reproduced by the Monte

Carlo simulation. Such a hypothetical dependence would induce, in principle, a bias in the

e�ciency matrix. With a version of the � selection designed to be more sensitive to such fake

showers by removing the energy thresholds for neutral objects, the global branching ratio

analysis is repeated so that a systematic uncertainty is quoted for every channel. Table 7

shows the derived value in the column � - sel.

As 16 % of the data sample in this analysis corresponds to o�-peak energies, the Monte

Carlo simulation is used to determine the drop of � selection e�ciencies, which is found to

be 1.7 % and 0.8% at + and �2 GeV of the peak energy, respectively. This is due to initial

state radiation and no channel-dependent e�ect is observed.

38



DATA

DATA

MC

MC

qq

qq

 a)

 b)

ALEPH

ALEPH

H
em

is
p

h
er

es
H

em
is

p
h

er
es

Figure 21: Distribution of charged tracks in the opposite hemispheres in which �ve charged
hadrons are selected (�gure a) and �ve hadrons at least (any combination of charged and
neutral hadrons, �gure b).

The uncertainties on the contribution of non-� background are now considered. In spite

of the non-� background being less than one percent over the whole sample, its distribution

is not uniform in the di�erent reconstructed classes. In particular, the qq background should

a�ect primarily the classes of high hadron multiplicity. In Figure 21 the distribution of charged

tracks in the opposite hemispheres in which �ve hadrons are selected is shown with the Monte

Carlo expectations and a good agreement is observed. A maximal variation of � 50 % for

this background in each channel leads to a small contribution which is included in the �nal

systematic error.

Of particular interest is the electron and muon contamination in the one-prong hadron

sample, which is known from other studies not to be completely reproduced by the Monte

Carlo. However, a procedure is developed using data to actually measure the relevant

e�ciencies in each data sample [4]. The quoted systematics for such e�ects are given in

the column labeled as p - id of Table 7.
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9.3 Tracking and secondary interactions

The tracking uncertainties contribute di�erently according to the topology. For the one-

prong hemispheres, they do not enter signi�cantly since no absolute e�ciency is needed in

the global analysis. In the three-prong decays, their e�ect is strongly reduced since 2, 3,

and 4 charged tracks are accepted in the three-prong de�nition. Possible uncertainties in the

track reconstruction coming either from the sharing of coordinate points in the multi-track

environment or from the description of K0
S ! ���+ decays are also investigated since the

feed-across between one- and three-prongs could be a�ected. In a speci�c analysis dealing with

the K0
S reconstruction, no signi�cant discrepancy with respect to the simulation is observed.

Analyzing � pair events in which the two hemispheres have like-sign charges in Monte Carlo

and in data allows to test the probability to lose the two like-sign particles in a three-prong

hemisphere. According to the Monte Carlo about half of the sample of like-sign hemispheres

originates from three-prong decays if a strong cut on the track association to the interaction

point (d0) is applied; a total of 291 � 17 events are observed in data in agreement with

269 � 12 expected by the Monte Carlo simulation. The proportion of two charged tracks in

the three-prong hemispheres is also observed to be higher in the data by (7.6 � 4.5)%. These

measurements are interpreted in terms of tracking ine�ciency and are used to compute the

quoted systematic errors given in the column labeled tracking.

Secondary interactions of hadrons in the detector can a�ect the reconstructed topology of

�nal states for both charged particles and �0's. The e�ect on charged particles depends on

their momenta and the radial distance at which the interactions takes place because of the

d0 cut used to de�ne a good track. It is important to test the simulation of interactions in

the Monte Carlo and assess the consequences on the feedthrough of events between di�erent

� decays classes.

The basic ingredient used for this analysis is the d0 distribution of charged tracks for each

topology. Here d0 is given a sign from the track angular momentum at the point of closest

approach to the beam crossing point in the plane transverse to the beam direction. In this

way, the sign of d0 is equal to the charge of a secondary track collinear to the interacting

hadron at the production point. Figure 22 shows such distributions for one and three-prong

decays. Primary tracks from the beam-beam interaction point present a sharp d0 peak with a

fall-o� which is underestimated by the simulation. This has no consequence for this analysis

which uses a wide d0 cut at 2 cm. Beyond this peak, long tails are observed which are well

explained by the simulation as originating from secondary interactions and tracking problems

in a multi-track environment (even in one-prong hemispheres about 20 % of the decays have

at least one additional track from photon conversions). Note the expected excess of positive

secondary tracks reproduced by the simulation. The agreement between data and Monte Carlo

can be expressed as the ratio of events for jd0j larger than 0.5 cm which is 1.004 � 0.045

and 0.983 � 0.031 for one and three-prong decays, respectively. The average interaction

probability for a track in the sample is 2.3 % from the simulation, mostly at small d0 values not

a�ecting signi�cantly the topology. Agreement is observed for the tails of the d0 distributions
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Figure 22: d0 distribution for one and three-prong hemispheres. The points with error bars
show the data and the solid histogram the Monte Carlo. The shaded histograms correspond
to the secondary interactions from the simulation. For the three-prong decays only the largest
d0 value is plotted.

in data and Monte Carlo for all hadron topologies, checking the simulation of charged tracks

and �0's in secondary interactions. From this comparison, systematic uncertainties on the

branching ratios are quoted in Table 7 under the heading inter.

9.4 Tau decay dynamics

Uncertainties in the dynamics of the hadronic � decays can lead to systematics e�ects when

computing the e�ciency matrix. Studying the e�ciencies as a function of hadronic mass

checks for possible bias depending on the resonance structure in the hadronic �nal state.

These checks are performed for all the � decay categories. In the h �0 �nal state a good

description of the � - �0 interference is found, and no dependence on the h �0 invariant mass

is observed for the e�ciency. Alternative models for the description of the dynamics of the
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a1 resonance have been proposed in reference [20]. The associated systematic e�ect due to

the uncertainty on the ratio of D to S waves [21, 22] is computed through a reweighting of

the Monte Carlo matrix elements. Also, � decays in the 3h 2�0 �nal state were generated

with a non-resonant amplitude. The new version of the generator [23] now includes the

resonant channel ��0! which dominates this class, as reported by CLEO [12]. Dedicated

Monte Carlo productions allow to correct these e�ciencies for the involved channels. The

estimated systematic uncertainties are quoted in the column labeled "Dyn.

The e�ciency matrices for right-handed and left-handed � 's are computed separately from

the simulation. Using the � polarization measured by ALEPH [19] within the experimental

uncertainty, the resulting e�ciencies are evaluated. The e�ect on the branching ratios is

found to be small, and it is included in the �nal systematic errors.

9.5 Summary on systematic uncertainties

Mode �total
�0 ���sel p-id tracking inter "Dyn MCstat �total

sys

h 0.097 0.029 0.019 - 0.014 - 0.036 0.110

h �0 0.088 0.014 0.017 - 0.022 - 0.051 0.106

h 2�0 0.082 0.017 0.003 - 0.010 0.040 0.045 0.104

h 3�0 0.104 0.019 - - 0.015 0.008 0.033 0.112

h � 4�0 0.085 0.006 - - 0.011 - 0.017 0.088

3h 0.075 0.014 - 0.020 0.026 0.006 0.028 0.088

3h �0 0.051 0.034 - 0.009 0.021 0.007 0.031 0.073

3h 2�0 0.067 0.011 - 0.001 0.009 0.012 0.025 0.074

3h � 3�0 0.040 0.013 - - 0.007 0.010 0.016 0.047

5h 0.010 0.004 - 0.004 0.005 - 0.004 0.013

5h �0 0.008 0.003 - 0.001 0.002 - 0.003 0.012

Table 7: Summary of systematics errors for the branching ratios obtained from the quasi-
exclusive classi�cation. Dashes denote negligible contributions. All these values are absolute

(branching ratios in %). Symbols are de�ned in the text.

In the last column of Table 7 the total systematic uncertainty (�total
sys ) is given for every

class, including the contribution due to Monte Carlo statistics which is shown in the same

table with label MCstat.

A consistency test regarding the classi�ed hemispheres is done by looking at the correlation

in the classi�cation of the opposite hemispheres of a given � pair event. A new matrix of

14 � 14 classes is created from the Monte Carlo simulation after weighting every cell by the �

branching ratios measured from this analysis and taking into account the non-� background.
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Mode 0 e � h h �0 h 2�0 h 3�0 h � 4�0 3h 3h �0 3h 2�0 3h 3�0 5h 5h �0

0 1.2 2.3 1.6 0.6 1.2 0.9 0.1 2.6 0.4 0.1 1.3 1.5 0.4 0.6

e 1.1 1.3 0.8 2.0 1.1 0.1 0.6 0.3 0.3 0.3 2.2 1.8 0.9

� 1.5 0.4 1.7 1.9 1.3 0.7 2.4 0.4 0.4 1.0 0.1 1.1

h 1.4 1.1 1.4 0.3 0.2 1.4 1.0 0.7 1.1 0.1 0.1

h �0 2.1 0.7 1.0 2.5 1.1 0.2 1.7 0.7 0.6 1.5

h 2�0 1.0 1.7 0.9 0.9 1.1 0.5 0.4 0.8 1.8

h 3�0 1.1 0.1 0.4 0.1 0.1 2.0 0.6 1.

h � 4�0 - 0.2 0.6 0.5 1. - -

3h 0.8 0.2 0.6 1.7 1.0 1.8

3h �0 0.1 1.0 0.6 1.1 0.6

3h 2�0 2. 0.4 0.5 -

3h � 3�0 0.6 - -

Table 8: Di�erence between the number of observed � pair events in data and that expected
from simulation, divided by the statistical error. Bold numbers imply a minus sign. The label
\0" stands for the small fraction of � decays which are not classi�ed, essentially �nal states
with one charged particle (not an electron) with P< 2 GeV/c and no reconstructed �0.

The di�erence between the number of measured � pair events (one hemisphere classi�ed as

class i and the opposite as j) on data and that expected from simulation with the measured

branching ratios divided by its statistical error is shown in Table 8 for every cell. The overall

�2 of 91.2 for 96 degrees of freedom is satisfactory.

Some of the � hemispheres are not classi�ed because they contain one charged particle

with a momentum smaller than 2 GeV and no reconstructed �0 (class 0 in Table 8). The

fraction of events with these hemispheres is consistently reproduced by the simulation with a

�2 of 14.8 for 14 degrees of freedom.

10 Quasi-exclusive and exclusive results

In this section the results of the global branching ratio analysis are given for the quasi-exclusive

and the exclusive classi�cations. Table 9 shows the results of the quasi-exclusive branching

ratio measurements with their statistical errors, and the total estimated systematic error as

described in the previous section. These results only refer to given topologies, which are not

yet corrected for at this stage for additional kaons. As these results are obtained with a

constraint and because of signi�cant mixing between classes with several �0's, the values are
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correlated. In Table 10 the correlation coe�cients of the covariance matrix are given for the

measured branching ratios.

Mode

(before kaon

subtraction)

Value (%) �stat �sys �total

B(� ! h �� ) 12.44 0.11 0.11 0.16

B(� ! h �0 �� ) 25.98 0.15 0.11 0.19

B(� ! h 2�0 �� ) 9.68 0.13 0.10 0.17

B(� ! h 3�0 �� ) 1.34 0.09 0.11 0.14

B(� ! h � 4�0 �� ) 0.17 0.04 0.09 0.10

B(� ! 3h �� ) 10.02 0.10 0.09 0.13

B(� ! 3h �0 �� ) 4.45 0.09 0.07 0.12

B(� ! 3h 2�0 �� ) 0.54 0.07 0.07 0.10

B(� ! 3h � 3�0 ��) 0.11 0.04 0.05 0.06

B(� ! 5h ��) 0.080 0.011 0.013 0.017

B(� ! 5h �0 �� ) 0.018 0.007 0.012 0.014

Table 9: Quasi-exclusive hadronic branching ratios before any subtraction for the kaon modes.
The �rst error is statistical, the second systematic, and the last one gives the total uncertainty.

Mode � h h �0 h 2�0 h 3�0 h � 4�0 3h 3h �0 3h 2�0 3h 3 � �0 5h 5h �0

e -0.190 -0.151 -0.261 -0.094 -0.029 -0.006 -0.121 -0.073 -0.009 -0.009 -0.006 -0.001

� 1.000 -0.148 -0.246 -0.086 -0.029 -0.005 -0.116 -0.069 -0.009 -0.009 -0.006 -0.001

h 1.000 -0.315 -0.048 -0.024 -0.004 -0.102 -0.051 -0.007 -0.008 -0.003 0.000

h �0 1.000 -0.413 0.011 -0.007 -0.160 -0.115 -0.012 -0.016 -0.009 -0.001

h 2�0 1.000 -0.374 0.043 -0.054 -0.045 -0.016 -0.011 -0.001 0.001

h 3�0 1.000 -0.373 -0.018 -0.014 0.004 -0.015 0.003 0.010

h � 4�0 1.000 -0.002 -0.007 -0.012 -0.022 0.008 -0.003

3h 1.000 -0.235 0.001 -0.004 -0.032 +0.001

3h �0 1.000 -0.207 -0.065 -0.006 -0.012

3h 2�0 1.000 -0.281 0.008 0.008

3h � 3�0 1.000 0.006 0.

5h 1.000 -0.111

Table 10: Correlation coe�cients for the quasi-exclusive analysis.
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An independent global check of the understanding of the �0 reconstruction is performed

by repeating the complete analysis with the exclusive classi�cation. In this way the single

photons are not counted as �0's anymore. Instead of rejecting these events a new class is

designed for the topologies � 1h + � 0�0+ � 1
, the so-called single photon class. This new

class is expected to be populated essentially by \background" from standard decays where at

least one photon has been lost. However, a small signal is expected in this last class from the

following channels with non-�0 photons in the �nal state:

� B(� ! �! ��) � 0:17% with ! ! �0
 [17].

� B(� ! ��0� ��) � 0:08% with � ! 

; �+��
 [13].

� B(� ! ��0! �� ) � 0:04% with ! ! �0
 [12].

Mode e � h h �0 h 2�0 h 3�0 h 4�0 3h 3h �0 3h 2�0 3h 3�0 5h 5h �0

h �0 0.16 0.07 1.24 54.50 9.67 1.87 0.81 0.30 0.80 0.18 0.10 0. 0.

�0.01 �0.01 �0.04 �0.11 �0.11 �0.13 �0.41 �0.02 �0.05 �0.06 �0.10

h 2�0 0. 0. 0.10 1.04 30.97 14.74 4.88 0.03 0.21 0.75 0.38 0. 0.24
�0.01 �0.02 �0.17 �0.33 �1.09 �0.01 �0.02 �0.12 �0.19 �0.23

h 3�0 0. 0. 0.01 0.06 1.00 17.20 32.43 0. 0.04 0.16 0.48 0. 0.
�0.01 �0.01 �0.04 �0.36 �2.12 �0.01 �0.06 �0.21

h � 4�0 0. 0. 0. 0. 0.03 0.28 4.48 0. 0. 0. 0.19 0. 0.

�0.01 �0.05 �0.92 �0.14

3h �0 0. 0. 0.13 0.29 0.17 0.06 0. 2.75 43.44 9.81 3.25 3.44 9.92

�0.01 �0.01 �0.01 �0.02 �0.06 �0.26 �0.46 �0.55 �0.76 �1.44

3h 2�0 0. 0. 0.04 0.08 0.29 0.28 0.38 0.31 2.78 24.53 18.62 0.19 3.22
�0.01 �0.01 �0.02 �0.05 �0.28 �0.02 �0.09 �0.59 �1.22 �0.19 �0.85

3h � 3�0 0. 0. 0.02 0.04 0.11 0.39 1.00 0.06 0.25 2.54 15.20 0. 0.47

�0.01 �0.01 �0.01 �0.06 �0.45 �0.01 �0.03 �0.21 �1.11 �0.33

5h �0 0. 0. 0. 0. 0. 0. 0. 0.01 0.01 0. 0. 0.95 24.74

�0.01 �0.01 �0.43 �2.14

Table 11: E�ciency matrix for the exclusive classi�cation of hadronic decays. The e�ciencies

are expressed in percent with their statistical error only. The generated classes are given in
the �rst row, and the reconstructed classes in the �rst column.

In order to illustrate the exclusive classi�cation, the e�ciency matrix is shown in Table 11

for the classes containing at least one �0 (otherwise there is no change with respect to the

previous quasi-exclusive classi�cation) . As the exclusive classi�cation is more rigorous with

the �0 identi�cation, less mixing is obtained in the classes with several �0's. The invariant

mass distributions for the h 3�0, h � 4�0, 3h 2�0 and 3h � 3�0 are plotted in Figure 23. An

enhancement of the signal over the background is observed with respect to the quasi-exclusive

classi�cation.

Table 12 shows the results of the exclusive analysis. For the classes with no �0 the

results are essentially unchanged from the quasi-exclusive analysis. On the other hand, for
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Figure 23: Invariant mass distributions for the h 3�0, h � 4�0, 3h 2�0 and 3h 3�0 exclusive

selected samples. The points with error bars show the observed distributions, the solid
histograms represent the simulated distributions and the shaded histograms account for the

expected background from other � decays with the measured branching ratios.
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Mode Value (%) �stat �sys �Bexpected �B ��B

B(� ! h ��) 12.44 0.11 0.10 - - -

B(� ! h �0 �� ) 25.76 0.17 0.16 - 0.22 0.16

B(� ! h 2�0 ��) 9.52 0.20 0.25 0.17 0.16 0.25

B(� ! h 3�0 ��) 0.85 0.22 0.21 0.10 0.50 0.20

B(� ! h � 4�0 �� ) 0.37 0.10 0.12 - -0.21 0.11

B(� ! 3h �� ) 10.02 0.10 0.07 - - -

B(� ! 3h �0 ��) 4.41 0.09 0.08 - 0.04 0.08

B(� ! 3h 2�0 �� ) 0.49 0.08 0.10 0.01 0.05 0.10

B(� ! 3h 3�0 �� ) 0.20 0.06 0.06 - -0.10 0.06

B(� ! 5h �� ) 0.080 0.011 0.009 - - -

B(� ! 5h �0 ��) 0.008 0.006 0.009 - 0.010 0.007

B(� ! � 1h � 0�0 � 1
 �� ) 0.67 0.22 0.47 0.28 - -

Table 12: Exclusive hadronic branching ratios and di�erences with respect to the quasi-
exclusive measurements.

the modes with �0's, the di�erences �B (quasi-exclusive branching ratio minus exclusive

branching ratio) are given in Table 12. The statistical error (�stat) and the systematic error

(�sys) of the exclusive branching ratios are also speci�ed. In order to evaluate the systematic

error in the measurement of the exclusive branching ratios the procedure described in Section 9

is repeated with the exclusive classi�cation. The largest di�erences appear in the systematic

uncertainties a�ecting the �0 reconstruction as one would expect, since any uncertainty which

causes the loss of a photon implies, consequently, the loss of its associated �0. This is not the

case in the quasi-exclusive classi�cation. The systematic uncertainties associated with the

exclusive branching ratios, shown in Table 12, are therefore substantially larger than those

given in Table 9.

The errors ��B on �B given in Table 12 include the error due to the statistical 
uctuation

of events not in common and to uncorrelated systematics. The changes in all classes are

consistent within the errors and with the expected \hadronic" signal (mainly, in the h 2�0

and h 3�0 channels ) from decays with photons not coming from �0's. However, the overall

agreement is only fair with a �2 of 14.4 for 8 degrees of freedom. Although no clear pattern

emerges in Table 12 to explain this fact, it should be reminded that the exclusive branching

ratio analysis is more sensitive to systematic uncertainties in the �0 reconstruction.
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For the � 1h + � 0�0+ � 1
 class (dominated by background from other classes, which

is properly subtracted out by the method) a signal of (0:67 � 0:22 � 0:47)% is observed,

where the �rst error is statistical and the second systematic. After subtraction of the expected

signal, a limit is derived for a new non-�0 photonic channel (excluding radiative photons which

have been eliminated earlier as discussed in Section 6.3), which is found to be:

Bnew(� ! � 1h+ non-�0 
0s �� ) < 1:6 % at 95 % CL: (6)

In deriving (6), the systematic error has been conservatively scaled by a factor of 1.34 to take

into account the �2 of the channel to channel comparison given in Table 12 and quoted above.

In conclusion, from the comparison of the branching ratios obtained with the quasi-

exclusive and exclusive classi�cations, no inconsistency is found, and the description of the

hadronic modes is complete at the level of precision quoted. Therefore, since the quasi-

exclusive results are less a�ected by the systematic e�ects and are statistically more precise

these values are taken as the �nal results and they are discussed in the next sections.

11 Update on � decays to charged and neutral kaons

The study of charged and neutral kaon production in � decays given in reference [5, 6] was

mainly limited by the statistics of the data sample. The same approach is followed when

analyzing the 1993 data sample; the reader is referred to the previous publications [5, 6] for

more details. A summary of the selected numbers of events, e�ciencies and contaminations

in the di�erent � decays into kaons is given in Table 13. The charged kaon fraction in a given

sample is derived by �tting the observed ionization loss distribution to a linear combination

of the expected pion and kaon distributions. The di�erence between the dE=dx measurement

and the expectation value for a pion divided by the experimental resolution (x�) is shown in

Figure 24 for one-prong hadronic � decays for the whole data sample. The �tted distribution

is plotted, with the �, e and � individual contributions and the derived K component. The

ratio of the dE=dx probability density for kaons to the sum of the probability densities for

kaons and pions de�nes a kaon estimator PK . The distributions of PK are plotted in Figure 25

for the hK0
L and h �0K0

L samples, where the charged kaon signal is evident and in agreement

with the simulation.

For completeness, the distributions of the relative excess of energy in the hadronic

calorimeter (�E) with respect to the charged particle momentumand the angular displacement

of the hadronic energy barycentre (��) with respect to the impact of the charged track are

shown in Figure 26 for the hK0
L and h �0K0

L samples. Consistency is observed with the Monte

Carlo for both samples. The invariant mass distribution for the K� resonance is plotted in

Figure 27 for the �K0
L sample. Finally, the updated branching ratios for these kaons modes

are reported in Table 14.
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Mode Decays E�ciency (%) Background (%)

� ! K� � 0�0K0 �� 1610 � 55 63.8 � 0.7 -

� ! K� �� 728 � 37 55.6 � 1.0 14 � 4

� ! K� �0 �� 395 � 27 44.0 � 1.4 10 � 3

� ! K� 2�0 �� 59 � 11 30.3 � 1.8 37 � 13

� ! �� K0 �� 98 � 10 6.3 � 0.2 19 � 5

� ! K� K0 �� 13 � 4 3.0 � 0.2 8 � 8

� ! �� �0 K0 �� 23 � 5 2.9 � 0.4 35 � 9

� ! K� �0 K0 �� 5 � 2 2.9 � 0.8 20 � 20

Table 13: Summary of statistics, e�ciencies and backgrounds for the � decaymodes containing

kaons.
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Figure 24: Fitted x� distribution in one-prong hadronic � decays. The points with error

bars correspond to data, the solid lines show the �, e and � contributions and the �tted K

component.
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Figure 25: The distributions of the charged kaon dE/dx estimator for the hK0
L and h �0K0

L

selected samples. The points with error bars show the observed distribution, and the solid
histogram the simulation. The shaded histograms show the expected � contribution.

Mode Value (%) �stat �sys �total

B(� ! K� � 0�0K0 �� ) 1.70 0.05 0.06 0.08

B(� ! K� �� ) 0.72 0.04 0.04 0.06

B(� ! K� �0 �� ) 0.52 0.04 0.05 0.06

B(� ! K� 2�0 ��) 0.08 0.02 0.02 0.03

B(� ! �� K0 �� ) 0.79 0.10 0.09 0.13

B(� ! K� K0 �� ) 0.26 0.09 0.02 0.09

B(� ! �� �0 K0 ��) 0.32 0.11 0.05 0.12

B(� ! K� �0 K0 �� ) 0.10 0.05 0.03 0.06

B(� ! K�� �� ) 1.39 0.09 0.10 0.13

Table 14: Branching ratios for modes with kaons. The statistical and systematic errors are
also shown.
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Figure 27: Invariant mass distributions for theK�0 (left) and �K0
L (right) systems. The points

with error bars show the measured invariant mass distribution, and the shaded histograms
stand for the simulation. The hatched histograms correspond to the background in the K�0

and �K0
L decays.

12 Corrected branching ratio results

The results of the quasi-exclusive classi�cation after subtraction of kaon modes and !, � decays

into non-�0 photons are given in Table 15. When subtracting such modes, their e�ciencies

are taken into account and the �nal error includes the statistical and systematic components

of this correction. These results are consistent with the published ALEPH values with 1989

and 1990 data [3].

The values used to perform such subtractions are described in the following:

� For the � decay modes into K�, K�K0, K��, K�2�0, ���0K0 and K��0K0, the

measured values given in Table 14 are taken.

� For the � decay mode into �!, the omega fraction, f! = (38:3 � 2:9) % [17], is also

used together with the 3h �0 decay rate measured in the global analysis.

� For the � decay mode into ��0!, 80 % of the branching ratio for 3h 2�0 is used since

this channel is observed to be dominated by the ! resonance [12].

� For the � branching ratio into �K0K0 the value 0.3 % is taken with � 50 % uncertainty

and the assumption that the �nal states �K0
LK

0
L, �K

0
SK

0
S and �K0

SK
0
L are in the ratios

1:1:2.
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� No attempt is made to subtract the decay modes K��+�� and K�K+��, in the 3h

class at this time.

Mode Value (%) �stat �sys �total

B(� ! h �� ) 11.78 0.11 0.13 0.17

B(� ! � ��) 11.06 0.11 0.14 0.18

B(� ! h �0 ��) 25.76 0.15 0.13 0.20

B(� ! � �0 �� ) 25.30 0.15 0.13 0.20

B(� ! h 2�0 �� ) 9.29 0.13 0.11 0.17

B(� ! � 2�0 �� ) 9.21 0.13 0.11 0.17

B(� ! h 3�0 �� ) 1.17 0.09 0.11 0.14

B(� ! h � 4�0 �� ) 0.16 0.04 0.09 0.10

B(� ! 3h ��) 9.50 0.10 0.11 0.15

B(� ! 3h �0 �� ) 4.30 0.09 0.09 0.12

B(� ! 3h 2�0 �� ) 0.50 0.07 0.07 0.10

B(� ! 3h � 3�0 ��) 0.11 0.04 0.05 0.06

B(� ! 5h ��) 0.080 0.011 0.013 0.017

B(� ! 5h �0 �� ) 0.018 0.007 0.012 0.014

Table 15: Quasi-exclusive hadronic branching ratios after subtraction of the contributions
from charged and neutral kaons, and non-�0 photonic !, � decays.

Although the leptonic branching ratios are also obtained in the global analysis, they are

not discussed in this paper. They are in good agreement with the results of the dedicated

analysis described in reference [4]: from the quasi-exclusive classi�cation the corresponding

branching fractions for the � ! e�e�� and � ! ����� decays are (17.81 � 0.11) % and

(17.34 � 0.11) %, where only the statistical error is given. The corresponding values are

(17.79 � 0.12) % and (17.31 � 0.11) % for the dedicated leptonic analysis. The di�erences

are compatible within an expected uncertainty of 0.05 % from statistics and systematics not

in common.

13 Discussion of the results

In this section the results presented in this paper are analyzed, discussed and compared to

theoretical estimates.
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� ! h ��

The � ! h �� branching ratio is shown in Figure 28 before any kaon subtraction and

compared to the existing measurements. After K0 removal, excellent agreement is found

between the decay rate of � ! h �� (11.78 � 0.17) % and the Standard Model predictions

equal to (11.75 � 0.06) % and (11.80 � 0.13) % according to references [24, 25], respectively,

where the ALEPH � lifetime measurement of (293.7 � 2.7 � 1.6) fs [26] is used. It is possible

to express this comparison for the � ! � �� decay as a test of �-� universality in the V�A
charged weak current. Using the measured � and � lifetimes and the branching ratio of the

decay � ! ��, together with the radiative corrections relevant to both processes [24, 26, 27],

the obtained value is
g�

g�
= 1:0015 � 0:0098 :

A similar test is performed with � ! K �� and K ! �� decays, yielding

g�

g�
= 0:997 � 0:042 :

Combining both results (1.0013 � 0.0095), the �-� universality hypothesis holds at the 1%

level in these channels.

Moreover, the ratio of the decay rates � ! K �� and � ! � ��

B(� ! K �� )

B(� ! � �� )
= 0:0651 � 0:0055 ;

measures the ratio of the f� and fK decay constants according to the following equation:

f�

fK
= tan �c

vuut B(� ! � �� )

B(� ! K �� )

 
m2

� �m2
K

m2
� �m2

�

!
; (7)

once the kinematic factors and the Cabibbo angle �c are considered. The ratio of the � and

K decay constants is found to be:

f�

fK
= 0:825 � 0:035 :

� ! h �
0
��

The most precise measurements for the � ! h �0 �� branching ratio are drawn in Figure 28

including the kaon contributions as stated in Table 3. Although the earlier measurements

favour a lower h �0 branching ratio, the newer measurements [28, 29, 30], and in particular

the present determination prefer a higher value. The hypothesis of the conserved vector

current (CVC) allows to derive a value for the ratio of � ! � �0 �� and � ! e �e ��
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using e+e� data through an isospin rotation. Isospin invariance of the quark currents coupled

to gauge bosons is imbedded in the Standard Model which naturally incorporates the CVC

property. From the measured electron branching ratio of (17.79 � 0.12) % [4], the predicted

� ! � �0 �� branching ratio is (24.6 � 0.7) % [31], which is in good agreement with the

value of (25.30 � 0.20) % obtained from this analysis within the larger uncertainties arising

from the e+e� data.

Assuming vector meson dominance, the K� Cabibbo-suppressed decay can be compared

to the ��0 decay to extract the ratio of the � and K� decay constants according to

f�

fK�
= tan �c

vuut B(� ! � �� )

B(� ! K� ��)

 
m2

� �m2
K�

m2
� �m2

�

!vuutm2
� + 2m2

K�

m2
� + 2m2

�

; (8)

which yields
f�

fK�

= 0:931 � 0:044 :

The normalization of the decay constants in the vector current is chosen to have the same

units as in the pseudoscalar case. This ratio shows a similar magnitude with the above

f�=fK, and it is in fair agreement with the value of one which can be inferred from the naive

application of the Das-Mathur-Okubo (DMO) sum rule in the single-resonance and narrow

width assumptions [32, 33]. In other words, the measured ratio

B(� ! K� ��)

B(� ! � �� )
= 0:0549 � 0:0052 :

is consistent with the DMO prediction of 0.0476 and is similar in magnitude to the ratio of

the � ! K �� and � ! � �� decay rates.

� ! h 2�0
�� and � ! 3h ��

The available measurements for the � ! h 2�0 �� branching ratio are plotted in Figure 28,

after subtraction of the K0
S component. The ALEPH measurement (9.29 � 0.17) % is

consistent with the PDG 94 (9.0 � 0.4) % [27] value.

Figure 29 shows the branching fractions for � ! 3h �� , with the K0
S component

subtracted. Previously published measurements lead to a world average of (8.0 � 0.4) % [27]

with measurements spreading over a considerable range. New measurements of this decay

rate obtained from � 's produced in Z0 decays, presented here and in reference [34], are

inconsistent with this average. Possible sources of systematic discrepancies have already

been discussed [35].

The 3h and h 2�0 channels are observed to be dominated by the a1 ! �� resonance.

Therefore, isospin invariance predicts equal decay rates for 3� and � 2�0, ignoring small

phase-space corrections. Subtracting the contributions of the decays � ! K��+�� �� and
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� ! K�K+�� �� [14, 15] from the measured 3h branching fraction, the value (8.94 � 0.20) %

is derived for the �� ! ���+�� �� decay. This value is in agreement with the � ! � 2�0 ��
decay rate of (9.21 � 0.17) %. No direct theoretical estimate can be made for the � ! 3���
decay rate. However, a consistency argument can be developed through the V�A structure

of the hadronic current: the axial and vector hadronic widths should be approximately equal.

Small non-perturbative QCD corrections are applied [36, 37] and the � and 5� decay widths

(given in this section) are taken into account to derive an estimate of (18.06 � 0.86) % for

the total 3� width (���+�� and ��2�0). This value compares well to the above result of

(18.15 � 0.26) %.

� ! h 3�0
�� , � ! 3h �

0
�� , � ! 5h �

0
�� and � ! 3h 3�0

��

For the h 3�0 decay mode, the ALEPH measurement shows good agreement with the

published CLEO result [38], as drawn in Figure 28. In addition, the CVC prediction for

the � ! � 3�0 �� decay, (1.07 � 0.05) % [31], is consistent with the ALEPH result of

(1.17 � 0.14) %.

Signi�cant progress is achieved in the three-prong � decays where exclusive decays

containing up to three �0's are reported in this paper. There are two CVC predictions for the

� ! 3� �0 �� decay, (4.2 � 0.3) % [31] and (4.8 � 0.7) % [36], which are in agreement with

the measured value (4.30 � 0.12) %.

The 5h �0 branching fraction is in agreement with the recently published CLEO

results [39], as plotted in Figure 29. From the CVC prediction for � ! 6� �� and isospin

symmetry, a lower limit for the � ! 5� �0�� decay equal to (0.027 � 0.005) % [31] is inferred,

which is close to the ALEPH measurement (0.018 � 0.014) %. For the decay � ! 3h 3�0 a

branching ratio value of (0.11 � 0.06) % is obtained. This value is larger than the estimates

from CVC or 5h �0 using isospin symmetry, which are in the range (0.02{0.08) %, but it is

consistent within the errors. In fact, the sum of the 5h �0 and the 3h 3�0 decays adds up to

(0.128 � 0.062) % in agreement with the CVC prediction of (0.13 � 0.02) % for the six pion

�nal state.

� ! h 4�0
�� , � ! 3h 2�0

�� and � ! 5h ��

The � ! h 4�0�� , � ! 3h 2�0 �� and � ! 5h �� branching ratios show a agreement

with the CLEO measurements [12, 38, 39] as plotted in Figures 28 and 29. In fact, a higher

decay rate for � ! 3h 2�0�� , when compared to its isospin partner � ! 5h �� , is found.

From the measurements given in Table 15, the branching ratio for the �ve pion �nal state is

found to be (0.65 � 0.14) %, once the � ! ���0 �� contribution is subtracted out. This

result is in rough agreement with the � 1 % prediction using the partially conserved axial

current hypothesis [40].

Finally, Figure 30 shows exclusive � decay branching ratios involving kaons in the �nal

state. The ALEPH measurements are in agreement with the CLEO and L3 results [41, 42].

Avoiding the di�culty to select the isovector part from the isoscalar component in e+e� data,
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several crude theoretical estimates exist for the � ! KK0 �� decay neglecting possible SU(3)

breaking e�ects. These estimates give (0.13 � 0.03) % [31] and (0.16 � 0.02) % [36], slightly

lower than the present ALEPH result of (0.26 � 0.09) %.

R�;V and R�;A

From the complete analysis of the � hadronic branching ratios presented in this paper, it

is possible to determine the vector and axial vector contributions to the total � hadronic

width, usually expressed in terms of their ratios to the leptonic width, called R�;V and

R�;A respectively. The Cabibbo-suppressed contribution is excluded here. As discussed in

reference [43] the R�;V and R�;A observables are of great interest since in their di�erence

the non-perturbative contributions are enhanced, allowing a confrontation with the existing

phenomenological models.

Modes involving aKK pair in the �nal state may contribute to both vector and axial vector

channels, although one can expect a dominant vector contribution [43]. In the following, they

are equally divided between the vector and axial vector parts with an uncertainty of 100 %.

For the � ! ���0 �� decay the CLEO result is used [13]. For the � ! �K0K0 �� decay rate

the value (0.3 � 0.15) % is assumed. For � ! KK��� and � ! K���� fractions the values

from references [14, 15] are used.

More explicitly, the di�erent branching ratios contributing to the vector and axial � decay

widths are given in Table 16. Attention is paid to G-parity violating decays of �'s and !'s

(! ! �0
 and ! ! ���+ with branching ratios taken from reference [27]).

Using the ALEPH � ! e�e�� and � ! ����� branching ratios [4], assuming �-

e universality in the weak charged current and subtracting the Cabibbo-suppressed modes

(Table 16), one obtains

R�;V + R�;A = 3:485 � 0:029 : (9)

From the present analysis, the following values are obtained using the results of Tables 15

and 14, the ALEPH leptonic branching ratio as above, and the complete covariance matrix

R�;V = 1:788 � 0:019 � 0:016 ;

R�;A = 1:694 � 0:022 � 0:016 ;

R�;V � R�;A = 0:094 � 0:031 � 0:032 ; (10)

where the �rst error contains the statistical and systematic contributions and the second

accounts for the uncertainty in the vector axial components of the decay rates containing a

KK pair. The sum of the values for R�;V and R�;A does not exactly add up to (9) because of

the slight di�erence in leptonic branching ratios discussed in Section 10.

These results are in agreement with the phenomenological estimate of reference [43]. They

provide additional support for the validity of a perturbative QCD description of hadronic �
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Mode Value (%) Decay type

B(� ! �� �� ) 11.06 � 0.18 A

B(� ! �� �0 ��) 25.30 � 0.20 V

B(� ! �� 2�0 �� ) 9.21 � 0.17 A

B(� ! h� 3�0 ��) 1.17 � 0.14 V

B(� ! h� 4�0 ��) 0.11 � 0.10 A

B(� ! ���+�� �� ) 8.90 � 0.20 A

B(� ! 2h�h+ �0 �� ) 2.66 � 0.07 V

B(� ! �� ! ��) 1.84 � 0.05 � 0.14 V

B(� ! 2h�h+ 2�0 ��) 0.09 � 0.02 A

B(� ! �� �0! �� ) 0.41 � 0.08 � 0.06 A

B(� ! 2h�h+ 3�0 ��) 0.11 � 0.06 V

B(� ! 3h�2h+ �� ) 0.080 � 0.017 A

B(� ! 3h�2h+ �0 ��) 0.018 � 0.014 V

B(� ! K� �� ) 0.72 � 0.06 S

B(� ! K�� �� ) 1.39 � 0.13 S

B(� ! K� 2�0 ��) 0.08 � 0.03 S

B(� ! K� K0 �� ) 0.26 � 0.09 V

B(� ! ���0K0 �� ) 0.32 � 0.12 S

B(� ! K��0K0 �� ) 0.10 � 0.06 50% V,A

B(� ! K��+�� �� ) [14, 15] 0.39 � 0.12 S

B(� ! K�K+�� �� ) [14, 15] 0.17 � 0.07 50% V,A

B(� ! ��K0K0 �� ) [16] 0.30 � 0.15 50% V,A

B(� ! ���0� �� ) [13] 0.17 � 0.03 V

Table 16: The measured branching ratios and values used, separated into vector (V), axial (A)

and strange (S) components. The fraction of ���0! in the 2h�h+ 2�0 �nal state is assumed

to be (80 � 12) % [12]. For the � decays fractions into �! and ��0!, the second error is
associated to the ! fraction, which however does not contribute to the �nal uncertainties in

the V and A components. The sum of the hadronic branching ratios in this table and the
leptonic fractions from the global analysis is equal to 100 %.
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decays which yields R�;V = R�;A. More precisely, the measurements (9) and (10) imply in

relative terms

R�;V � R�;A

R�;V + R�;A

= (2:7 � 1:3) %; (11)

in good agreement with an estimate of (3.1 � 1.3) % [37], based on non-perturbative

corrections extracted from e+e� data.
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Figure 28: The published branching ratios of � ! h �� , � ! h �0�� , � ! h 2�0�� ,

� ! h 3�0�� and � ! h 4�0�� are shown [27]. The � ! h �� and � ! h �0�� measurements
contain the K and K0

L contributions although probably not in a consistent way in di�erent
experiments. The K0

S contributions are subtracted in the � ! h 2�0�� , � ! h 3�0�� and

� ! h 4�0�� decay rates.
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Figure 29: The published branching ratios of � ! 3h �� , � ! 3h �0�� , � ! 3h 2�0�� ,
� ! 5h �� and � ! 5h �0�� are plotted [27]. In all the channels the K0

S contributions are,
in principle, subtracted out.
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Figure 30: The published kaon branching ratios of � ! K �� , � ! K� �� , � ! ��0K0 �� ,

� ! KK0 �� , � ! K 2�0 �� and � ! K�0K0 �� are shown [27, 44, 45, 46, 47].
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14 Conclusions

With the data collected by the ALEPH detector for 1991, 92 and 93 runs at Z0 peak energies,

� pair events are selected with an e�ciency of 78.8 % and a background of 0.8 %. An overall �0

e�ciency of 83.7 % is achieved over the whole energy range in the multi-hadronic environment

of � decays. A considerable e�ort is given to the problem of identifying fake photons in order

to obtain a reliable � decay classi�cation. The measurement of the � hadronic branching

ratios is derived from a global analysis of � decays. Quasi-exclusive and exclusive � decays

classi�cations are used to derive a complete and coherent set of � hadronic branching ratios.

The two classi�cations yield consistent results. The � branching ratios into h, h �0, h 2�0,

3h and 3h �0 are signi�cantly more precise than the previous world averages.

Mode ALEPH Standard Model

B(� ! �� �� ) 11.06 � 0.18 11.02 � 0.06

B(� ! K� �� ) 0.72 � 0.06 0.73 � 0.01

B(� ! �� �0 ��) 25.30 � 0.20 24.6 � 0.7

B(� ! (a�1 ! �� 2�0) ��) 9.21 � 0.17 9.03 � 0.43

B(� ! (a�1 ! ���+��) ��) 8.90 � 0.20 9.03 � 0.43

B(� ! h� 3�0 ��) 1.17 � 0.14 1.07 � 0.05

B(� ! 2h�h+ �0 �� ) 4.30 � 0.12 4.20 � 0.30

B(� ! (6�)� ��) 0.13 � 0.06 0.13 � 0.02

Table 17: The measured branching ratios of � ! �� �� , � ! K� �� , � ! �� �0 �� ,
� ! �� 2�0 �� , � ! ���+�� �� , � ! h� 3�0 �� , � ! 2h�h+ �0 �� , and � ! (6�)� ��
are shown with the expected values from the Standard Model as discussed in Section 13.

The branching ratios presented here are consistent with the Standard Model as given in

Table 17.

Using the measurements on � ! � �� and � ! K �� , the �-� universality of the weak

coupling in the charged current is tested with the result

g�

g�
= 1:0013 � 0:0095 :

Finally, a separation of the vector and axial hadronic contributions is performed for the
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�rst time. The ratio
R�;V � R�;A

R�;V + R�;A

= (2:7 � 1:3) %

is consistent with estimates of non-perturbative corrections in the � hadronic decay width.

Therefore, these results support the perturbative QCD description of hadronic � decays.
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