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Abstract. A team automaton is said to satisfy compositionality if its
behaviour can be described in terms of the behaviour of its constituting
component automata. As an initial investigation of the conditions under
which team automata satisfy compositionality, we study their computa-
tions and behaviour in relation to those of their constituting component
automata. We show that the construction of team automata according
to certain natural types of synchronization guarantees compositionality.
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1 Introduction

Component-based system design is a complex task that benefits from stepwise
development, i.e. an abstract high-level specification of a design is decomposed
into a more concrete low-level specification by step-by-step refinement, at each
step replacing components of the current specification by more detailed ones. To
guarantee correct decompositions it is important that the specification model
chosen is compositional, i.e. a specification of a composite system can be obtained
from specifications of its components [16]. In case of automata-based specification
models, compositionality requires that the relevant behaviour of a composite
automaton can be obtained from the behaviour of its constituting automata.
Most automata-based specification models guarantee compositionality by
choosing a single and very strict method of composing automata, in effect re-
sulting in composite automata that are uniquely defined by their constituents.
The choice prevalent in the literature is to allow the execution of an action in a
composite automaton if and only if all of its constituting automata sharing this
action simultaneously execute it. In 3] this type of synchronization of shared ac-
tions is coined mazimal-action-indispensable (mazimal-ai for short). Examples
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of automata-based specification models with composition based on mazimal-ai
synchronizations include I/O automata |20, 26], I/O systems [15,116], Cooperat-
ing (Pushdown) Automata [8, 12], Timed Cooperating Automata [18], Reactive
Transition Systems |7, 6], and Interacting State Machines [21,,122]. This mazimal-
ai type of synchronization also appears in disguise in non-automata-based spec-
ification models like CSP |13] and Statecharts |11]].

Team automata were introduced for the specification of groupware systems
and their interconnections and they were shown to provide a flexible framework
for modelling collaboration between system components [1-3, |9]. Inspired by
I/O automata, a team automaton is composed of component automata, which
are automata with a partition of their sets of actions into input, output, and
internal actions. Team automata model the logical architecture of a design, while
abstracting from concrete data, configurations, and actions. They describe a
system solely in terms of an automaton, the role of actions, and synchronizations.

The crux of composing a team automaton is to define the way its constituting
components interact through synchronizations. While it is noted in |26] that a
single notion of composition is rather restrictive and may hinder a realistic mod-
elling of certain types of interactions, composition of I/O automata nevertheless
is unique. Within a team automaton, however, a component automaton is not
forced to participate in every synchronization of an action it shares. Hence there
is no such thing as the unique team automaton. Rather, a whole range of team
automata, distinguishable only by their synchronizations, can be composed over
a set of component automata. A team automaton is determined on the basis of
its components by choosing synchronizations reflecting the specific protocol of
collaboration to be modelled. This freedom offers the flexibility to distinguish
even the smallest nuances in the meaning of a design and thus sets this approach
apart from most other automata-based specification models.

In [3] we introduced a variety of fixed strategies for choosing the synchro-
nizations of a team automaton, thus leading to uniquely defined team automata.
These strategies are based on the basic types of synchronization mazimal-ai,
mazximal-free, mazximal-state-indispensable, and on the more complex types of
synchronization mazximal-peer-to-peer and mazimal-master-slave involving the
role of actions [3]. This paper provides an initial investigation of the conditions
under which these strategies lead to team automata satisfying compositionality.
To this aim, we study the relation between the computations and behaviour of
team automata defined according to the mazimal-ai and mazximal-free strategies
and those of their constituting components. Since a team automaton’s distinc-
tion of input, output, and internal actions is irrelevant for the results presented
in this paper, it is ignored from now on. Moreover, we consider only finitary
behaviour.

We begin this paper by fixing some notation, followed by some definitions and
results concerning team automata. Subsequently we investigate the behavioural
relation between team automata and their constituting components, only inter-
rupted by some definitions and results concerning (synchronized) shuffles. We
conclude this paper with a discussion of the obtained results.
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2 Preliminaries

We assume familiarity with the basic notions from formal language theory [24].

We have the following conventions. Set inclusion is denoted by C, whereas C
denotes a strict inclusion. Set difference of sets V' and W is denoted by V' \ W.
For a finite set V, its cardinality is denoted by #V. For convenience we denote
the set {1,2,...,n} by [n]. Then [0] = @, the empty set. The cartesian product
of sets V;, with i € [n], is denoted by [[,¢(,; Vi- For j € [n], proj; : [[;¢(y Vi = V;
is defined by proj;((a1,as,...,a,)) = a;. The empty word is denoted by A. The
set of all finite words over an alphabet X' (including \) is denoted by X*.

Let f: A— A’ and g : B — B’ be functions. Then f xg: Ax B — A’ x B’
is defined as (f x g)(a,b) = (f(a),g(b)). We use f1?! as shorthand for f x f (not
to be confused with iterated function application). Thus fl(a,b) = (f(a), f(b)).

Let h : X — I'* be a function assigning to each symbol of X' a finite word
over the alphabet I'. The homomorphic extension of h to X, also denoted by h,
is defined in the usual way by h(A) = X\ and h(zy) = h(z)h(y) for all z,y € X*.

The function presp: X' — I'*, defined by presp(a)= a if a€ I" and presp(a) =
)\ otherwise, preserves the symbols from I" and erases all other symbols.

3 Component Automata and Team Automata

In this section we recall some definitions and results concerning team automata
from [3], while ignoring their distinction of input, output, and internal actions.

Definition 1. A component automaton is a quadruple C = (Q, X,0,1), with Q
its (possibly infinite) set of states, X its set of actions, QNYX = &, § C Qx XX Q
its set of labelled transitions, and I C @ its set of initial states. O

Let a € X. Then the set &, of a-transitions of C is defined as §, = {(q,¢") |
(¢,a,q') € §}. An a-transition (q,q) € d, is called a loop (on a).

The dynamics of a component automaton is given through its computations,
while focussing on (certain) actions leads to a notion of behaviour.

Definition 2. Let C = (Q, X, §,1) be a component automaton.
The set C¢ of its computations is defined as consisting of all finite sequences
o = (001G1G2G2 - AnGn, Withn > 0, ¢ € Q for 0 < i < n, and a; € X for
1 <7 <n such that go € I and (q;,a;1+1,qi+1) € for all 0 < i < n.

Let © be an alphabet disjoint from Q.
The ©-behaviour BE of C is defined as BE = presg(Cc). O

The X-behaviour of C is also simply called its behaviour.

For the rest of this paper we consider an arbitrary but fixed set S = {C; |
i € [n]} of component automata, where n > 0 and each C; is specified as C; =
(Qi, i, 6i, I;). A team automaton over S has the cartesian product Hie[n] Q; of
the state spaces of its components as its state space, while its actions are the
actions of its components. Its transition relation, however, is based on but not
fixed by the transitions of its components. More precisely, the transition relation
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of a team automaton over S is defined by choosing certain synchronizations of
actions of its components while excluding others.

Definition 3. Let a € ;g ¥i- The set Aq(S) of synchronizations of a in S is
defined as Ao(S) = {(¢,4) € [L;p Qi*1Ligpmy @i | T €] : projj[z] (¢,4') € dja
and Vi € [n] : proj;,?(q,q') € 8;.q or proj;,(q) = proj;(¢')}. O

Let a € U;gp, Zi- Then A4(S) thus consists of all possible combinations of
a-transitions of components from S, with all non-participating components re-
maining idle. It is explicitly required that at least one component is active,
i.e. executes an a-transition. The transformation of a state of a team automaton
T over S is defined by the local state changes of the components from S partic-
ipating in the action of 7 being executed. When defining 7, a specific subset d,
of Ay (S) thus must be chosen for each action a. This enforces a certain kind of
interaction between the components constituting the team automaton.

Definition 4. A team automaton over S is a quadruple T = (Q, X, 6, 1), with
Q= Hie[n] Qi X = Uie[n] i, 6 C Hie[n] Qi x X' % Hie[n] Qi such that {(g,q¢') |
(¢:a,¢') € 6} € Au(S), for alla € X, and I = [[;¢p, Li- O

i€[n

Each choice of synchronizations thus defines a team automaton. Clearly every
team automaton is again a component automaton, which in its turn can be used
as a component in an iteratively composed hierarchical system.

Within the formalization of a team automaton, no explicit information on
loops is provided. In general one thus cannot distinguish whether a component
with a loop on an action a in its local state participates in a synchronization on
a by the team: this component may have been idle or—after having participated
in the execution of a starting from the global state—it may have returned to
its original local state. In order to relate the computations of a team to those
of its components we nevertheless resort to projections. The problem of loops is
resolved by assuming that the presence of a component’s loop in a transition of
a team implies execution of that loop. This is a maximal interpretation of the
components’ participation in synchronizations.

Definition 5. Let T = (Q, X, 4, 1) be a team automaton over S and let j € [n].
The projection mc,(a) on C; of a computation o € Cr is defined as ¢, (o) =
proj;(q) in case a = q € I, while in case a = Bqaq’, for some Bq € Cr,
¢4 € Q, and a € X, then mc,(a) = mc,;(Bq) if a ¢ Xj or pmjjp] (q,q") ¢ 6j.a,
and mc, (o) = 7c, (Bq)aproj;(q') if proj; 2lq,q) € dja- O

Computations of team automata correspond to sequences of synchronizations
and the projection on the j-th component yields a computation of that compo-
nent. However, since the transitions of a team automaton are only required to be
subsets of all possible synchronizations, not every computation of a component
of a team is part of a computation of that team.

Theorem 1. 7¢,(C7)C Cg, for all j€[n] and all team automata T over S. O
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In [3] we defined several strategies for choosing the synchronizations of a team
automaton, each leading to a uniquely defined team automaton. These strategies
fix the synchronizations of a team automaton by defining, per action a, certain
conditions on the a-transitions to be chosen from A, (S), thus defining a unique
subset of A,(S) as the set of a-transitions of the team automaton. We refer to
such subsets as predicates for a. Once predicates have been chosen for all actions
in Uie[n] X;, the team automaton over S defined by these predicates is unique.

Definition 6. Let R, (S) C Ay(S), foralla € X, and let R = {R.(S) | a € X'}.
Then T = (@, X,0,1) is the R-team automaton over S if §, = Rq(S), for all
a€ . O

The predicates is-free and is-ai are based on those actions of 7 that are free and
ai, respectively. An action a is free in T if none of its a-transitions is brought
about by a synchronization of a by two or more components from &, while a is
action-indispensable (ai for short) in 7T if all its a-transitions are brought about
by a synchronization of all components from S sharing a.

Definition 7. Let a € Uig[n] Y. The predicate is-free in S for a is defined as
RIree(S) = {(q,¢) € Au(S) | #{i € [n] | a € %y and proj;, P (q,q') € §;.0} = 1}
and the predicate is-action-indispensable (is-ai for short) in S for a is defined as
R&(S) ={(q,¢) € Au(S) | Vi€ [n]: ifa€ X, then proj;¥(q,q') € dio}. O

The predicate is-free thus contains all a-transitions from A, (S) in which only
one component participates (assuming the maximal interpretation) while the
predicate is-ai contains all a-transitions from A,(S) in which all components
with a as an action participate.

The R/**-team automaton (R%-team automaton) over S is also called the
mazximal-free (maximal-ai) team automaton over S because it is the unique
team automaton with the property that adding any synchronization yields a
team automaton with an action that is not free (ai).

Note that whenever none of the components from S share an action, i.e. for
all i € [n], X NUgepu iy 2k = 9, then the mazimal-free team automaton over
S and the mazimal-a: team automaton over S are the same.

For the rest of this paper we fix T = (Q, X, d,I) as a team automaton over
S and we fix an alphabet © disjoint from Q. We also fix an element j € [n].

4 From Team Automata to Component Automata

In this section we start out from the computations and behaviour of a team
automaton which we want to relate to the computations and behaviour of its
constituting component automata. We address this issue element-wise, i.e. given
one particular computation (behaviour) of a team automaton we consider how to
extract from it the underlying computation (behaviour) of one of its constituting
component automata.

According to Theorem [[lwe can apply projections on the computations of the
team automaton in order to obtain computations of its components. By filtering



386 Maurice H. ter Beek and Jetty Kleijn

e,
a€ Cr ! c; (a) S ch
presg presg
?
presg(a) € BE oo = presg(mc, (@) € B?j

Fig. 1. Extracting behaviour from team automata to component automata.

out the state information from these computations we subsequently obtain their
behaviour. We thus have the situation depicted by the diagram in Fig. [l

In addition we are interested in an operation that yields the @-behaviour of
C; directly from the ©-behaviour presg(a) of T, i.e. an operation that makes the
diagram depicted in Fig. [l commute. A natural candidate is the homomorphism
presy, preserving only those actions from presg(a) that belong to C;. However,
presy, (presg(a)) = presg(me, (@) in general does not hold.

Ezample 1. Consider component automata C; and Cy as depicted in Fig. 2l and
team automaton 7 over {Cy,Ca} as depicted in Fig. Bl We have Xy = Y5 = {a, b}.

Now let © = {a, b} and let @ = (q1, ¢2)b(q1, ¢2)a(q}, ¢4) € C7. Then we have
presy, (presg(a)) = ba # a = presg(qaaqy) = presg(me, (av)). O

This example shows that we cannot assume that a component participates in a
synchronization just because it has the action that is being synchronized upon
as one of its actions. There is thus no a priori relation between a component’s
set of actions and its participation in synchronizations of those actions. How-
ever, there exists a necessary and sufficient condition which guarantees that
presy, (presg(a)) = presg(me; (a)). This condition is based on the notion of ai
actions and guarantees the participation of all components that share the action
of a synchronization, but only for transitions that are actually used in team com-

CQZ b
a , a /
q1 — q1 q2 92

Fig. 2. Component automata C; and Ca.

T b T

Fig. 3. Team automata 7 and 7.
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putations. A transition (q,q") € &, is useful (in T) if there exists a computation
a € Cr such that a = Bgaq’y for some § € (QX)* and v € (XQ)*.

Definition 8. The set uAI;(T) of useful j-ai actions is defined as uAI;(T) =
{a e X;|VYq,q €Q: if(q,q") € bq is useful, then pmjj[2] (g.4') € 65} O

This leads to the following sufficient condition under which the preserving ho-
momorphism pres 5, makes the diagram of Fig. [l commute.

Lemma 1. If © N X; C wAI;(T), then for all a € Cr, presy (presg(a)) =
presg (7rcj ().

Proof. Let ONY; C uAI;(T). We begin by considering o = goa1¢1a2¢2 - - - angn €
Cr. By induction on n we prove that presy (presg(a)) = presg(mc; (av)).

If n =0, then a = go and thus presy, (presg(qo)) = presg(me, (q0)) = M.

Next assume that n = k + 1, for some k > 0, and that presy, (presg(B)) =
presg(me, (0)), where 3 = qoaiqia2qs - - - arqr. Hence a = Ba,q,. This implies
presy, (presg(a)) = presy, (presg(fB))an if a, € © N X; and presy, (presg(a)) =
presy, (presg(B)) if an, ¢ © N ;.

First let a,, € ©NXY;. Then projjm (Gn, Gn+1) € 65,4, since ONE; C uAl;(T)
and thus prese (e, (@) = presg (e, (8)anproj; (gns1) = preso (e, (3))an =
presy, (presg(fangn)) by the induction hypothesis. Hence presy (presg(a)) =
presg(mc; (a)).

Next let a, ¢ © N X;. Then a,, ¢ O or a,, ¢ X;.

If a, ¢ Xj, then m¢, (o) = m¢,;(B) and thus, by the induction hypothesis,
presg (7, (@) = presg(mc; (3)) = presy, (presg(3)). Since presy (presg(f8)) =
presy, (presg(Bangn)) it follows that presg(me, () = presy, (presg(a)).

If a, ¢ O, then presg (7, () = presg(mc,(f)) and thus, by the induction hy-
pothesis, presg(mc, () = presy, (presg(3)) = presy, (presg(a)). O

This condition is also necessary.

Lemma 2. If (O NX;) \ uAl;(T) # @, then there exists an o € Cy such that
presy, (presg(a)) # presg(me; ().

Proof. Let (© N X;)\ uAl;(T) # @. Then the following situation must exist.
Let a=qoa1q1a2qs - - - anqyn € C1 be such that for all 1 <i<n, either a; ¢ O, or
a; ¢ X;, or projj[z] (gi—1, ¢;) €9j,4,, while projj[z] (Gn-1:qn) ¢9j.a,, with a,, eON X}
Thus presy, (presg (o)) =presy, (presg(a1az -+ - an-1))ay,. As projjm (Gn-1,qn) ¢
0j.a,, We however have presg(mc,(a)) = presg(me; (qoa1q1a2q2 - @n-1Gn—1)) #
presy, (presg(aiaz -+ an—1))an = presy (presg(a)). O

Theorem 2. For all a € Cr, presy (presg(a)) = presg(me; (a)) if and only if
@mEJQU,AI](T) O

Summarizing we thus have the following situation. Team automaton 7 is able
to execute a computation a for which the diagram of Fig. [I] does not commute
solely when C; contains at least one action from © that is not useful j-ai in 7.
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Until now we extracted the behaviour of the component automata of a team
automaton from its computations. The above results however also provide us
with a sufficient condition for obtaining the behaviour of components directly
from the behaviour of the team automaton.

onxy

Theorem 3. If O NY; C uAl;(T), then By =7 C ng.

Proof. Let ©NX; C uAI;(T) andlet v € B?mxj. Then v € presgn g, (C7). Now
let @ € C7 be such that presgny;, (a) = v. By Theorem[I], 7c,(a) € Cc;. Since
©NX; CuAl;(T), Lemma [l implies that presy, (presg(a)) = presg(mc; (@)).
Hence v = presgny, () = presy, (presg(a)) = presg(mc, (a)) € B?j. O

Contrary to what might be expected from Theorem [, the statement of Theo-
rem Bl cannot be reversed.

Ezample 2. (Ex.[Mcont.) Consider team automaton 7' over {Cy,C2} as depicted
in Fig. Bl Then ©N Xy = {a,b} and vAI,(T') = {b}. However, B?—Qzl ={\a}
is included in BE = {b",b"a | n > 0}. O

Whereas a simple projection 7¢; applied to a computation of 7 suffices to obtain
a computation of C;, a similarly simple preserving homomorphism pres 5, applied
to a behaviour of 7 need not always yield a behaviour of C; unless all actions
X); of C; are useful j-ai. The reason for this difference is as follows.

In a computation of 7 we still have available the information as to which
components from S participated in each synchronization performed during this
computation. When we deal with a behaviour of 7, however, only the sequence
of executed actions is available, i.e. we have lost all information as to which
components from S participated in which execution. This implies that whenever
we can be sure of a component’s participation in each execution of an action it
has as an action itself, then we can simply apply our preserving homomorphism
to a team behaviour in order to obtain the behaviour of that component.

Since every action of a component from § is useful j-ai in the mazimal-ai
team automaton 7 over S, Theorem Blimplies the following result.

Corollary 1. If T is the R*-team automaton over S, then Bgmzj C ng. O
While this behavioural relation is well known for automata-based specifica-
tion models with composition based on mazimal-ai synchronizations, Theo-
rems 2land Blshow a more precise condition guaranteeing it and moreover exclude
the existence of a similar relation in case composition is not mazimal-ai based.

Thus far we studied how to obtain the computations (behaviour) of the com-
ponents constituting S from the computations (behaviour) of team automata
over S. In the next section we consider the dual approach.

5 From Component Automata to Team Automata

In this section we start out from the computations and behaviour of the compo-
nent automata constituting S. Consequently we want to describe computations
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and behaviour of team automata over S. We begin by addressing this issue
element-wise, i.e. given a computation (behaviour) of each component in a sub-
set of § we want to know whether there exists a team automaton over S with a
computation (behaviour) that uses this combination of computations.

Definition 9. Let o € Hie[n] Cc,. Then « is used in T if there exists a B € Cr
such that for all i € [n], me,(B) = proj;(a). O

Note that any vector of initial states is used in 7T since Hie[n] I, C Cr. If
K C [n] and a; € Cg,, for all k € K, then we say that [], ., o is used in T
whenever there exists a v € Hie[n] Ce¢, that is used in 7 and which is such that
proj,,(y) = ay, for all k € K. Finally, as vectors over []; Cc, have one element
we identify the vector and its element in those cases.

In general not all vectors of computations of components from S are used in
T. As said before, it may be the case that a computation of a component from
S never participates in a team computation. Moreover, it may happen that a
vector over two or more computations of components from S is not used as such
in T, even when each entry of this vector is used in 7.

Ezample 3. (Ex. [ cont.) Let o = ¢q2aq5bgs € Ce,. Then o is not used in T
because there exists no 3 € Cy such that me,(8) = o'. Now consider team
automaton 7" over {C1,Cz} as depicted in Fig. [

) K@Q%(s&)
O OO (zz)@b )

Fig. 4. Team automaton 7" and mazimal-ai team automaton 7.

Now let a3 = graq) € Ce, and let ag = goag) € Ce,. Clearly both o and ay
are used in 7" because 81 = (q1,¢2)a(q}, ¢2) € Cr» and B2 = (q1,¢2)a(q1,¢5) €
C7. However, 31 and (35 are the only two nontrivial computations of 7”. Since
me, (B2) = 1 and me, (B1) = go this means that there exists no § € Cy» such
that m¢, (8) = a1 and 7e, (8) = ao. Hence (aq, a2) is not used in 7.

Note that (o, as) is used in T because 8 = (q1,q2)a(q],q5) € Cr is such
that 7¢, (8) = proj; ((a1,a2)) = a1 and 7, () = projs((a1, az)) = as. O

While in general not every vector of computations of components from § is used
in 7, we wonder if the situation improves when 7 is defined in a particular way.

In analogy with the previous section we first consider 7 to be the mazimal-ai
team automaton over S. However, not even in mazimal-ai team automata over
S need all vectors of computations of components from S be used.
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Example 4. (Ex.[,Blcont.) The mazimal-ai team automaton 7% over {C1,Ca}
is depicted in Fig. @ Consider ¢; € C¢, and recall that as = geagh € Ce,.
Since (q1,q2)a(q}, ¢b) is the only nontrivial computation of 7% there exists no
computation 8’ € Cya such that me, (8') = ¢1 and 7e, (') = as. Hence (q1, az)
is not used in 7. O

The fact that the mazimal-ai strategy forces components to synchronize on their
shared actions provides us with enough information to formulate the conditions
under which a vector of computations is used in a computation of the mazximal-ai
team automaton over §. To this aim we define a vector « consisting of compu-
tations of the components from S—one for each component—to be ai-consistent
if there exists a word w over X with the following property: whenever we pre-
serve from w only the actions of a component from S, then we obtain exactly
the behaviour resulting from the computation in « that originates from that
component. In an ai-consistent vector the computations forming its entries thus
“agree” with respect to the behaviour of their respective components.

Definition 10. Let o € Hie[n] Cc,. Then « is ai-consistent if there exists a
w € X* such that for all i € [n], press, (w) = presy, (proj;(a)). O

We now have a sufficient and necessary condition for a vector of computations
of components from S to be used in the mazximal-ai team automaton over S.

Theorem 4. o € Hie[n] Cc, is used in the R*-team automaton over S if and
only if «a is ai-consistent.

Proof. (If) Let a € [];¢), Ce, be ai-consistent and let 7" be the R%-team
automaton over S. Now let w € X* be such that for all i € [n], presy, (w) =
presy, (proj; (). Let w = aiaz - - - ay, for some m > 0 and ax € X, for all k € [m)].

For each i € [n], let the indices 41,42, ...,%,, € [m] be such that presy (w) =
ai, Gy - - - a,, . Hence m; = 0 if presy, (w )—/\and1§i1<i2<--~<imi§m
otherwise. Moreover observe that Uze[n {i1,i2,...,im;} = [m]. Since for all

i € [n], presy, (w) = presy, (proj;(a)) and proj; ( ) € Cg,, it follows that for all
i € [n], proj;(a) = q}ai, ¢l a;, - - aZm qm with ¢} € I; and ¢, g5, .. O, € Qi

Now define 8 = qpai1qi1as - - - @m@m, With g € Hie[n] Q; for all 0 < k < m,
in such a way that for all i € [n] and for all 0 < k < m, proj;(qx) = ¢} if
ip < k < g1 with £ < m; (by convention, ig = 0) and proj;(qx) = ¢, if
im; < k < m. Consequently we prove that 5 € Cy while—in one stroke—
me,(B) = proj,; (), for all i € [n], follows from an inductive argument.

By its definition, ¢g = Hie[n] q € Hie[n] I; = I. Next consider (qx—1, ag, qr),
for some k € [m]. Let ¢ € [n]. We distinguish the following two cases.

If ar, € X;, then k = iy for some ¢ € [m;] andu 1 <k-1 <]C—Zg The
definitions of gx—1 and g then yield proj;(qx—1) = ¢;_, and proj;(gx) = g¢}. Since
proj; (@) € C; it follows that (gj_,,q}) € di.a;, = Gi.ay-

If a, ¢ X5, then k # iy for some £ € [m;]. If k < iy, then there existsan/ > 1
such that ip—; < k—1 < k < iy. Thus proj;(qx—1) = proj;(qx) = ¢i_,. Conversely,
if k > i,,,, then i,,, <k —1 < k < m. Thus again proj;(qx—1) = proj;(qx)-
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Since Uie[n]{il’i27 ceoyim, } = [m], it follows that a, € X; for at least one
i € [n] and hence (qk—1,qx) € RS (S) = dq,. This implies that for all k € [m],
qoa1q1a2 - - - apqr € Cr and for all i € [n], m¢,(goa1qras - - - arqr) € Cc,. Hence
for all i € [n], m¢,(8) = me, (oarqrag - - - AmGm) = proj;(«) and « is thus used in
the maximal-ai team automaton 7.

(Only if) Let a € [[,¢(, Ce, be used in the R%-team automaton T over S.
Then there exists a 8 € Cy such that ¢, () = proj,;(«), for all i € [n]. Now
let w = presy () € X*. Since T is the R*-team automaton over S, Lemma [
implies that presy;, (1) = presy, (presy(6)) = presg (e, (3)) = press, (e, (8)) =
presy, (proj;(cv)), for all i € [n]. Hence « is ai-consistent. O

In order to relate the computations of mazimal-ai team automata to the com-
putations of their constituting components, we define when S is ai-consistent.

Definition 11. S is ai-consistent if for all i € [n] and for each v € Cg, there
exists an ai-consistent vector a € [];¢(,,; Ce, such that proj;(a) = 1. O

We have now defined ai-consistency both for vectors (of computations) and for
S. However, from the context it will always be clear whether we deal with an
ai-consistent vector or rather with an ai-consistent S.

If S is ai-consistent, then this guarantees that for all computations of its
constituents there exists a vector of computations which is ai-consistent and
thus each computation of a component from S is used in a computation of the
mazximal-ai team automaton 7 over S. In that case the set of computations (be-
haviour) of a component from S thus equals the set of computations (behaviour)
of the mazimal-ai team automaton over S projected on that component.

Theorem 5. Let T be the R*-team automaton over S. Then

(1) C¢, = mc,(Cr), for alli € [n], if and only if S is ai-consistent, and
(2) if S is ai-consistent, then for all i € [n], BCEL =B}

Proof. (1) (Only if) Let C¢, = m¢,(Cr), for all i € [n]. Let v € Cg,. Since C¢, =
7, (C7) there exists a 3 € Cr such that ¢, (8) = . Now let a € [[;¢(,; Cc; be
such that for all ¢ € [n], proj;(«) = me,(8). Since C¢, = m¢, (C7), for all i € [n],
this « exists. Furthermore, by Theorem Ml « is ai-consistent. Definition [Tl then
implies that S is ai-consistent.

(If) Let S be ai-consistent. Due to Theorem [ we need to prove that for all
i € [n], C¢, C e, (Cr). Now let v € Cg, . Since S is ai-consistent there exists an
ai-consistent vector o € [[;(,,) Ce, such that proj;(a) = . Then by Theorem Hl
there exists a 3 € C7 such that ¢, (8) = proj;(a) = 7. Hence v € m¢, (Cr).

(2) Since T is the R%-team automaton over S, Corollary [ implies that
B> C B{". Moreover, by (1) and Lemmal[l, B;* C By 0

We move on to the case that T is the mazimal-free team automaton over S.
Now T consists of completely independent, non-synchronizing components.
Consequently, our first intuition might be to jump to the conclusion that in
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Fig. 5. Component automata C1 and Ca, and mazimal-free team automaton 777,

that case every single computation of a component from S is used in 7. In case
the components from S contain loops, however, a computation of a component
from S need not be used in 7. This is due to our maximal interpretation of the
components’ participation in synchronizations.

Ezxample 5. Consider component automata C3 and C4, and the mazimal-free
team automaton 77™¢ over {C3,C4}, as depicted in Fig.[H.

It is easy to see that o = qbr € C¢, and that no computation 8 € Crpe is
such that 7¢, (3) = o/’. Hence o' is not used in T/7e. O

By postulating that loops can never synchronize with transitions of other com-
ponents, this problem can be avoided.

Definition 12. S is @-loop limited if for all i € [n] and for all a € O N X,
whenever (q,q) € 0;.4 for some q € Q;, then for all k € [n]\ {i}, ko =92. O

If S is X-loop limited, then we may also simply say that it is loop limited.

In the mazimal-free team automaton 7 over a loop-limited S, each action of
C; can be executed independently of the current local states that the other com-
ponents from & are in, since none of these other components participates in such
an execution. It thus comes as no surprise that in that case each computation
of a component from S is used in a computation of 7.

Lemma 3. If S is loop limited, then every a € Cc; is used in the RIree _team,
automaton over S.

Proof. Let S be loop limited and let 7 be the Rf™*-team automaton over S.
Observe that together with Definitions[3 and [7 this implies that if (p,p’) € 6;,q,
then for all ¢ € @ such that proj;(q) = p, (¢,q¢') € 6 = Riree(S) with proj;(¢') =
p’, and for all i € [n]\{j}, proj,;(¢’) = proj,;(q). Now let @ = ppaipias - - - ampm €
Cc,, ie. (Pr—1,Pk) € 0ja,, for all 1 < k < m. Since Q = Hie[n] Q; and I =
Hie[n] I;, the observation above implies that there exists a computation 3 =

@a1q102 ** * @G € C7 such that proj; (qu_1,qx) = (Pr—1,Pk) € 3ja,, for all
1 <k < m. Hence m¢,(3) = o and « is thus used in 7. O

From Theorem [1l we know that given a computation of a team automaton over
S, the projection on a component from S is included in the set of computations
of that component. Together with Lemma[3 this implies that whenever S is loop
limited, then the set of computations of a component from S equals the set of
computations of the maximal-free team automaton T over S projected on that
component. Moreover, the behaviour of that component is included in the be-
haviour of 7. Like the proof of Lemmal3], also the proof of this statement is based
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on the observation that in a maximal-free team automaton, each executed action
has only one participating component. This implies that the team automaton
can always execute any computation of any of its components while keeping all
remaining components in an initial state.

Theorem 6. Let T be the R -team automaton over S. Then
if S is loop limited, then for all i € [n], C¢, = 7c,(Cr) and BCEZ C BF.

Proof. Let S be loop limited and let ¢ € [n]. Then Lemmal[3 implies that C¢, C
me, (C7) and thus, by Theorem [I} C¢, = ¢, (Cr). Now let a € BCEl and let
B € Ce¢, be such that presy (8) = a. Since C¢, = 7¢,(C7), there must exist a
v € C7 such that 3 = 7¢, (7). Moreover, since T is the R/™-team automaton
over S, it follows that we may assume that mc, (v) € Iy, for all k& € [n] \ {i}.
Hence presy(y) = presy(me, (7)) = presy, (6) = a and thus a € BF. O

The behaviour of the mazimal-free team automaton T over S trivially is made
up of the behaviour of not just one component from S, but of the behaviour
of all of the components from S§. Therefore, even if S is loop limited, Bé I may

be strictly included in B%. Furthermore, the fact that C¢, = m¢, (C7r), for all
i € [n], need not imply that S is loop limited.

Example 6. (Ex.[l cont.) Consider the mazimal-free team automaton 72 over
{C1,Cs} as depicted in Fig. 6l We directly see that BCE; ={\ab" |n>0} ¢
{b",b"a, b aa, b™aab™ | n >0} = B7E—1,2.

Recall that o/ = g2aq3bg; € C,. Since 8 = (q1, g2)alqy, ¢3)alqy, 42)b(a1, 43) €
Criz2, o is used in 712, It is moreover not difficult to see that for all k € [2],
Cc, C mc, (Cr1.2) and thus, by Theoreml[l, C¢, = me, (Cy1.2). However, {C1,Ca}
is not loop limited because (q1,¢q1) € 01 and (g5, q5) € Jap. O

Both for mazimal-ai and for mazimal-free team automata over S we have for-
mulated (in Theorems [B] and [6] respectively) a condition which guarantees that
all component computations participate in at least one team computation. In
fact, for mazimal-ai team automata over S the ai-consistency of S was shown
to be also a necessary condition. Given these conditions the relation between
the behaviour of the components from S and that of the mazimal-ai (mazimal-
free) team automaton over S could be precisely described. In the remainder of

Fig. 6. Team automata 742 and 77.
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this paper we moreover define the behaviour of mazimal-ai (mazimal-free) team
automata in terms of the behaviour of their constituting components. This re-
quires establishing which combinations of words—if any—from the behaviour of
components from S can be combined—and in particular how—such that a word
from the behaviour of the mazimal-ai (mazimal-free) team automaton over S
results. This leads us to the shuffle (a.k.a. merge or weave) operation from the
theory of formal languages.

6 Shuffles and Synchronized Shuffles

In this section we give definitions and results concerning shuffles and synchro-
nized shuffles. A shuffle of two words is an arbitrary interleaving of the symbol
occurrences in the original words, like the shuffling of two decks of cards. This
is a well-known language-theoretic operation with a long history in theoretical
computer science, in particular within formal language theory [10, |14]. How-
ever, the underlying idea also appears in many other disguises throughout the
computer science literature, e.g. in concurrency theory in the form of parallel
operators modelling communication between processes |4, |23].

Definition 13. Let A be an alphabet and let u,v € A*. Then a word w € A*
is a shuffle of u and v, denoted by w € u || v, if W = UrVIULVs - - - URVy, With
n>1, u,v; € A* for alli € [n], u=ujus- - Up, and v = V1Vz - -+ V.

The shuffle of languages K, L C A*, denoted by K || L, is defined as K || L =
Unerwer(® Il v). 0

Ezample 7. Let A = {a,b,c,d}. Let u = abc € A* and let v = ¢d € A*. Then
u || v = {abced,acbed, cabed, abede, acbde, cabde, acdbe, cadbe, cdabe}. O

The shuffle operation is both commutative and associative: for all u,v,w €
A* u|lv=wv]|luand (u|lv)||w=ull (v]| w), and likewise for languages.
The shuffle of languages L;, with i € [n], can thus be defined as || ;e Li =
Lif[ Lo | - || Lo

We now generalize the basic shuffle by defining a synchronized shuffle. Rather
than just interleaving the occurrences of the symbols in the words being shuf-
fled, whenever a symbol is subject to synchronization the synchronized shuffie
combines its occurrences in different words into one occurrence. Each thus syn-
chronized occurrence of a symbol in the resulting words then corresponds to
a synchronization. This means that the words in a synchronized shuffle have a
common “backbone” consisting of occurrences of synchronized symbols. The idea
underlying the various synchronized shuffles we define here appears in numerous
disguises throughout the computer science literature, e.g. in concurrency theory
as the concurrent composition or weave of synchronizing processes |17, [25] and
in formal language theory as the ‘produit de mixage’ of languages |7, [19].

For the rest of this paper we use I" to denote an arbitrary but fixed alphabet.
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Definition 14. Let A be an alphabet and let u,v € A*. Then a wordw € A* is a
synchronized shuffle (S-shuffle for short) on I' of u and v, denoted by w € u || v,
if we (ug || vi)zr(ue || va)ze - Tp_1(un || V), withn > 1, u;,v; € (A\I)*
foralli € [n], z; € I for alli € [n—1], u = WX ULy Tp_1Uyn, and v =
V1102~ LTpn—-1Up.

The S-shuffle on I' of languages K, L C A*, denoted by K ||" L, is defined as

K HF L= UuEK,'UEL(u HF U)‘ O

Note that the S-shuffle is indeed a generalization of the shuffle: for all u,v € A*,
u|]? v=u || v, and likewise for languages.

Ezample 8. (Ex.[0 cont.) Now u ||t} v = {abed}, whereas u [|{"} v =02. O

We proceed by defining two special cases of the S-shuffle, each obtained by
varying the set of symbols required to be synchronized. Given two words over
two alphabets, the full S-shuffle requires all symbols in the intersection of these
two alphabets to be synchronized, while the relaxed S-shuffle requires only a
specified subset of the symbols in this intersection to be synchronized. Both
operations are thus defined with respect to the alphabets of the words involved.

Definition 15. Let Ay and Ay be alphabets, let uw € A7, let v € AS, and let
w € (A1 U Ag)*. Then

(1) w is a full S-shuffle (fS-shuffle for short) of u and v w.r.t. Ay and A, denoted
byweu , || 4, v, if wis an S-shuffle on Ay N Ay of u and v, and

(2) w is a relaxed S-shuffle (rS-shuffle for short) on I' of u and v w.r.t. A; and
Aq, denoted by w € u AIU a, Us i w is an S-shuffle on I' N Ay N Ay of u
and v. O

Let Ly C A and let Ly € A%. Then the fS-shuffie of L; and Ly w.r.t. Ay and A,
denoted by L; Alqu Lo, is defined as L AlUAz Ly = UueLl,ueLg (u AIUAz v)
and the rS-shuffle on I" of L1 and Ly w.r.t. A; and As, denoted by L, AIMFA2 Lo,
is defined as L; A1HFA2 Ly =Uuer, wer, (4 AIUFAZ v). Note that for all u € A,
veAs,and I' D AyN Ay, u A1UFA2 v=1u

a |l 4, v, and likewise for languages.

Ezample 9. (Ex. [§ cont.) Now wu A||{AC} v = {abcd}, whereas u A||{Ab’c} v o=
u 4|l o v = @. Consequently, let Ay = {a,b,c}, Ay = {c,d}, u = abc € Af,
and v = ¢d € A}. Then u AIU{ACQ} v=1u AIU{AZ);C} v=u, |4, v="_{abed}. O

Since the S-shuffle is defined in terms of the shuffle, its commutativity follows
immediately: for all u,v € A*, u ||’ v = v ||I' u, and likewise for languages.
The fact that both the fS-shuffle and the rS-shuffle are defined in terms of the
S-shuffle subsequently implies that also these operations are commutative in

the following sense: for all u € A} and v € A3, u V=0 u and

AIMAZ AzUA1

r r g
U, s, V=20 4, 4, u, and likewise for languages.
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The S-shuffle is moreover associative: for all u, v, w € A*, {u} || (v || w) =
(u [|F v) || {w}, and likewise for languages. The S-shuffle on I of languages L;,
with ¢ € [n], can thus be defined as ||Z€[n] Li=Li ||V Ly ||” -+ || L.

Due to the importance of the alphabets w.r.t. which words are fS-shuffled or
rS-shuffled, a notion of associativity for the rS-shuffle and fS-shuffle is intuitively
not immediate. We do not provide proofs here, but for all u € A}, v € A%,
and w € A3, the fS-shuffle satisfies the property {u} , || 1,04, (v 4,14, w) =
(u A1HA2 v) AluA2||A3 {w}, while the rS-shuffle satisfies the property that
{u} s ayons (0 0 ll'ay w) = (u o, 1"y, 0) a0, ll's, {w), and likewise for
languages. The fS-shuffle of languages L; € A}, with ¢ € [n], can thus be defined as
H {4;li€n]} L; = ( ((Ll Al H Ag LQ) A1UA2H Ag L3) ) Uien-1] AiUAn Ly, while
the rS-shuffle on I" of languages L; € A}, with ¢ € [n], can thus be defined as

r r
U {4 lie[n]} L= ( o ((Ll AIU A LQ) 41UA2U A L?’) . ) Uigin—1] 411

The following alternative definition of the fS-shuffle is used in the sequel.

n-

Theorem 7. Ifw; € A}, for alli€[n], then || 4 ey wi ={w € (Ujep 4i)" |
presa, (w) = w;, for alli € [nl}. 0

7 Team Automata Satisfying Compositionality

In this section we identify precisely some types of team automata that satisfy
compositionality, i.e. whose behaviour can be obtained from that of their con-
stituting components.

Since all synchronizations in a maximal-ai team automaton require the par-
ticipation of all its components sharing the action being synchronized, it is not
surprising that the behaviour of a mazimal-ai team automaton equals the fS-
shuffle of the behaviour of its constituting components. In fact, corresponding
versions of this result have been formulated for other automata-based specifi-
cation models with composition based on mazimal-ai synchronizations [153, 26].

Theorem 8. Let T be the R¥-team automaton over S. Then

2
=l (e Be)'-

BY
Proof. (C) This follows immediately from Corollary [[land Theorem [7.
(2) Let we|| .. ;cpy Be'- Then, by Theorem [T presy, (w) B, for all i€
[n]. Hence there exist a; € Ce, such that presy, (a;) = presy, (w), for all i € [n],
and thus [];c(,) ai is ai-consistent. As w€ (¢, 23)" is such that presy, (w)=
presy, (), for all i € [n], the proof of the (If)-direction of Theorem[ implies there
exists a § € Cy such that presy (B) = presy(8) = w. Hence w € B¥. O

Ezample 10. (Ex.MEcont.) BY, ={\,a}={b",b"a|n>0}, ||

B; . Note that while ba ¢ || .

|| 5, {A ab"™ [n>0}
B, clearly ba € BY. i

= U {2;liel2]} ie2]}



Team Automata Satisfying Compositionality 397

Each synchronization in a maximal-free team automaton is such that only one
of its components participates—under the assumption that a loop on the action
being synchronized is always executed. Hence, if we require S to be loop limited,
then the behaviour of the mazimal-free team automaton over S equals the shuffle
of the behaviour of the components from S. Actually we prove a more general
result, viz. that the behaviour of a team automaton that is composed according
to a mixture of the mazimal-free and mazimal-ai strategies equals the rS-shuffle
of the behaviour of its constituting components.

Theorem 9. Let I' = X\I" and let T be the {R% | a € XNT'YU{RI™ | a € I'}-
team automaton over S. Then

if S is I'-loop limited, then B BE’

- || {z;lien]}

Proof. Let T’ be the team automaton that is obtained from 7 by attaching a
label to each action from I" depending on the component executing that action,
ie. T'=(Q, %, 0, 1) with ¥’ = {[a,i] |la€ 'NY;, i € [n]}U(XNT) and §' =
{(¢.[a.],q') |a€ T, (q,a,q) €6, proj;?(a,q') € di.a, i € M IUEN@QXTXQ)).
Since all actions from I' are free in T, the behaviour of 7 is an encoding of
the behaviour of 7'. Let ¢ : (X')* — X* be the homomorphism defined by
¥([a,i]) = a and ¥(a) = a. Then clearly BF = ¢(B%,).

For all i € [n], let C} be the component automaton that is obtained from C;
by labelling each of its actions from I" with 4, i.e. C; = (Q;, X/, 0}, I;) with X} =

(202

{[a, z]|aEFﬂE}U(FﬂZ)andé’—{(q,[a z] YNa€eTl, (qa, q)eé}u(dm
(Qi x I' x Q). Obviously, BZ* = 9 (B, ) for all i € [n]. Let S’ = {C/ | i € [n]}.
Since S is [-loop limited it thus follows that Oayi] = RI™(8"), for all a € I" and

. [a ]
i € [n]. Hence T” is the {R¥ | a € Y NI'}U{RI™® | a € X'\ I'}-team automaton
over 8’. Moreover, since the components from S’ can share actions from X’ N I
but not from X"\ I', it follows that for all K C [n], (e X% = Npex Zx N
I', i.e. the free actions of 7’ are ai and 7' thus equals the mazimal-ai team
automaton over &’. Consequently the relation between the fS-shuffle and the

rS-shuffle stated immediately following Definition [T5] together with Theorem []
implies that B = w(B72—,) =Y( BCE,I) = Bg{ ), which is
Z/

i\ — (11 X _
equal to H (W lsetol) 1/)(Bq ) =", 1iety Be) because (X' \INI'=2. O

Uwiue[nn (H {2} lic[n]}

Theorem 10. Let T be the R -team automaton over S. Then

if S is loop limited, then BY = I ie[n) BCE’

Proof. This follows immediately from Theorem @l with ¥ NI" = @. O

Ezample 11. (Ex. D6 cont.) Since {C1,Cs} is not loop limited, it is no surprise
that ab ¢ B2, ,, whereas ab € || ;e[ BCE Now consider the RS U R#-team
automaton 7/¢ over {C1,Cs}, as depicted in Fig.[8. Clearly {C1,Ca} is {a}-loop

limited and indeed BF,, = ||{{2 e Bi o
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8 Conclusion

In this paper we have shown that—under certain conditions—team automata
defined according to the maximal-ai and mazimal-free strategies exhibit a be-
haviour that equals a certain type of (synchronized) shuffles of the behaviour of
their constituting component automata. We have thus identified for each of a
few specific types of team automata an operation which proves compositionality.
As is shown in [1], corresponding results hold when also infinitary behaviour is
taken into account.

I/O automata fit in the framework of team automata as a special type of
mazximal-ai team automata [3]. This in fact holds for more automata-based speci-
fication models with composition based on the mazimal-ai strategy |1]. For these
models, most results of this paper on the relation between the computations and
behaviour of team automata and those of their constituting components extend
known results: we single out precisely which characteristics of the mazimal-ai
strategy—e.g. the fact that an action is ai, useful j-ai, or mazimal-ai—are re-
sponsible for a particular behavioural relation. This often leads to less stringent
conditions than those presented in the literature on these models.

Concerning the mazimal-free strategy we present new results on the relation
between the computations and behaviour of team automata and those of their
constituting components. In this case, our maximal interpretation of the compo-
nents’ participation in synchronizations forced us to assume S to be loop limited
in order to guarantee that all component computations participate in team com-
putations. In [1l,12] we show how to circumvent this additional condition by using
vectors to represent the actual participation of components in synchronizations.

To identify more types of team automata satisfying compositionality, it re-
mains to determine the conditions under which the behaviour of team automata
defined according to other strategies can be obtained from the behaviour of their
constituting component automata.

While ignored in this paper, team automata distinguish input, output, and
internal actions. In [3] we defined an operation that “hides” the input and out-
put actions of a team automaton from other team automata by making them
internal. This prohibits their further use in synchronizations on a higher level
of an iteratively composed hierarchical system, which is important when using
team automata for component-based design by means of a step-by-step refine-
ment of specifications. As a case study we modelled the hierarchical design of a
groupware architecture by means of a step-by-step refinement of specifications
in terms of team automata. We furthermore showed—under certain very relaxed
conditions—the order in which a team automaton is iteratively composed to be
irrelevant.

Let team automata 7, 7', and 7" be iteratively composed over component
automata Cp, Ca, and C3 in the way sketched in Fig. [7l

If all the depicted team automata are composed according to the same strat-
egy, then 7, 7', and 7" have the same set of actions and—upto a reordering—the
same set of (initial) states and the same transition relation. In that case they
moreover exhibit the same behaviour. The results of this paper additionally show
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7-/ 7‘//
-
/‘\ e N
N N
Ci C2 Cs C1 Co Cs C1 Cy Cs

Fig. 7. Team automata 7, 7', and 7"’ composed iteratively over {C1,Ca,Cs}.

that if 7 is composed according to the mazximal-ai, the mazimal-free strategy, or
a combination thereof, then its behaviour equals a certain type of (synchronized)
shuffle of the behaviour of C;, Co, and Cs. It remains to investigate how these
results can be extended to the case of iteratively composed team automata such
as 7' and T".

Together with the syntactic hierarchical results of 3], the results presented
in this paper thus show that the team automata framework is well suited for
component-based system design by means of a stepwise development of specifi-
cations based on decomposition and refinement.
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