
CBCT SPECIAL ISSUE: REVIEW ARTICLE

Technical aspects of dental CBCT: state of the art

1R Pauwels, 2K Araki, 3J H Siewerdsen and 4S S Thongvigitmanee

1Department of Radiology, Faculty of Dentistry, Chulalongkorn University, Bangkok, Thailand; 2Department of Oral Diagnostic
Sciences, Showa University School of Dentistry, Tokyo, Japan; 3Department of Biomedical Engineering The I-STAR Laboratory,
Johns Hopkins University, Baltimore, MD, USA; 4X-Ray CT and Medical Imaging Laboratory, Biomedical Electronics and
Systems Development Unit, National Electronics and Computer Technology Center, National Science and Technology
Development Agency, Pathumthani, Thailand

As CBCT is widely used in dental and maxillofacial imaging, it is important for users as well
as referring practitioners to understand the basic concepts of this imaging modality. This
review covers the technical aspects of each part of the CBCT imaging chain. First, an
overview is given of the hardware of a CBCT device. The principles of cone beam image
acquisition and image reconstruction are described. Optimization of imaging protocols in
CBCT is briefly discussed. Finally, basic and advanced visualization methods are illustrated.
Certain topics in these review are applicable to all types of radiographic imaging (e.g. the
principle and properties of an X-ray tube), others are specific for dental CBCT imaging (e.g.
advanced visualization techniques).
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Introduction

Soon after the development of the first CT scanner, the
concept of CBCT was introduced in radiology.1 It was
first applied for angiography before being gradually
introduced for other applications.2–4

Development of specialized CBCT scanners for use
in dentistry started in the second half of the 1990s.5,6

Soon thereafter, the use of CBCT for dental, maxillo-
facial and ear–nose–throat applications started boom-
ing. Currently, CBCT is a widely used tool for several
dental applications, such as implant planning, end-
odontics, maxillofacial surgery and orthodontics.7 Its
widespread use has resulted in several concerns re-
garding justification and optimization of CBCT expo-
sures, training of CBCT users and quality assurance of
CBCT scanners.8 Therefore, it is important to have a
full understanding of the technical principles of dental
CBCT imaging in order to reap the full benefit of this
technique while minimizing radiation-related patient
risk.

This review provides an overview of technical aspects
of dental CBCT imaging. Every part of the imaging
chain is covered: hardware, acquisition, reconstruction,
image visualization and manipulation. Many aspects of
this review are applicable to all types of CBCT imaging,
while others are specific to dental CBCT scanners.

Imaging hardware

X-ray tube

Basic principle: X-rays are generated in a tube con-
taining an electrical circuit with two oppositely charged
electrodes (i.e. a cathode and anode) separated by a
vacuum (Figure 1). The cathode is composed of a fila-
ment that gets heated when an electric current is ap-
plied, inducing the release of electrons through an effect
known as thermionic emission. Because of the high
voltage between the cathode and anode, these released
electrons will be accelerated towards the anode, collid-
ing with it at high speeds at a location called the focal

Correspondence to: Dr Ruben Pauwels. E-mail: pauwelsruben@hotmail.com

Received 30 June 2014; revised 23 September 2014; accepted 24 September 2014

Dentomaxillofacial Radiology (2015) 44, 20140224
ª 2015 The Authors. Published by the British Institute of Radiology

birpublications.org/dmfr

http://dx.doi.org/10.1259/dmfr.20140224
mailto:pauwelsruben@hotmail.com
http://birpublications.org/dmfr


spot. Ideally, this focal spot is point sized, but typical
focal spots in CBCT are 0.5-mm wide; the size of the
focal spot is one of the determinants of image sharpness
as shown further below. The anode consists of a high-
density material (e.g. tungsten), which will collide with
the incoming electrons. The energy generated through
this collision is mainly lost as heat, but a small part is
converted into X-rays through an effect known as
Bremsstrahlung (see the X-ray spectrum and tube
parameters section). X-rays are emitted in all directions,
but absorption within the anode and the tube housing
results in a beam emerging from the tube perpendicular
to the electron beam. The anode surface is slightly tilted
in order to maximize the outgoing X-ray fluence
through the exit window of the tube.
To limit the patients’ exposed area to that required

for data acquisition, the beam is collimated by blocking
X-rays that are not passing through the scanned volume.
This is carried out using a lead-alloy collimator that has
an opening (usually rectangular) for X-rays to pass

through. Most CBCT systems have multiple pre-defined
field-of-view (FOV) sizes, so a collimator will have
several pre-defined openings according to the FOV
sizes. On the other hand, a few CBCT machines have
freely adjustable collimation along the z direction,
allowing for FOVs of any height.

The basic principle of the X-ray tube is the same for
each radiographic modality using X-rays. Differences
between tubes used for two-dimensional (2D) radio-
graphy and CT and CBCT scanning are mainly found in
the size of the exit window (i.e. collimation), the range of
exposure factors and the amount of beam filtration (see
the X-ray spectrum and tube parameters section).

X-ray spectrum and tube parameters: A beam emitted
from an X-ray tube is polyenergetic and consists of
photons with energies varying along a continuous
spectrum. An X-ray spectrum as seen in Figure 2 shows
the relative number of photons emitted as a function of
photon energy. Spectra from diagnostic X-ray tubes
have a continuous shape with a few sharp characteristic
peaks. To understand the underlying factors and im-
portance of the X-ray spectrum, the production of
X-rays through the collision of electrons with an anode
needs to be looked at in more detail. This article will
provide a short but comprehensive description, but more
details can be found in works such as Bushberg et al.10

The majority of photons in an X-ray beam are a re-
sult of an effect called Bremsstrahlung, which can be
translated as “braking radiation”. Bremsstrahlung
occurs in the X-ray tube when electrons, which are re-
leased from the cathode and accelerated towards the
anode, interact with the anode material that slows down
the electron to some extent. Following the law of con-
servation of energy, the loss of the electron’s kinetic
energy is partly compensated by the release of X-ray
photons. The Bremsstrahlung energy spectrum is con-
tinuous, ranging between 0 keV (no deceleration) and
a maximum value (full deceleration). In the absence of
filtration, the photon incidence decreases with in-
creasing energy. The maximum energy is determined by

Figure 1 Simplified schematic of an X-ray tube. A current heats the
filament at the cathode, leading to the release of electrons (e2)
through the thermionic effect. These electrons are accelerated towards
the anode by means of a high potential difference (kV). Through
collisions of electrons with the anode target, X-rays are produced.
Only X-rays going in the required direction for imaging are able to exit
the tube; other X-rays are blocked at the border of the tube (hashed
arrows).

Figure 2 Examples of X-ray spectra for three tube voltages. Filtration
is 2.5mm aluminium in all cases. Spectral curves were plotted using the
data from Birch and Marshall.9

Figure 3 X-ray spectral change caused by aluminium filter thickness.
These spectra were calculated from Birch and Marshall.9 Tube voltage
is 90 kV.
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the tube potential, that is, a voltage of 90 kV between
the cathode and anode results in a maximum X-ray
energy of 90 keV.

The Bremsstrahlung spectrum is attenuated by in-
ternal (inherent) and external (added) filtration. Before
exiting the X-ray tube, X-ray photons will interact with
the tube housing, during which mainly low-energy
photons are absorbed. Additional filtration in the
form of metallic sheets is added to ensure that the ma-
jority of low-energy photons do not leave the tube, as
these photons have a high probability of being absorbed
within the patient (i.e. they are contributing to the
patient’s radiation dose but not contributing to the radio-
graphic image). CBCT typically uses aluminium or
copper filtration with an aluminium-equivalent thick-
ness between 2.5 and 10 mm. The X-ray spectrum
changes with the filter thickness; the mean or effective
energy increases as the filter thickness is increased as
shown in Figure 3. In addition to a reduction in en-
trance exposure, highly filtered X-ray beams suffer less
from beam hardening (see Image quality section).

The discrete peaks appearing in an X-ray spectrum
are a result of characteristic X-rays, which occur when
the interaction of the electron beam with an anode atom
results in the ejection of an electron in an inner shell.
The vacant position is filled by an electron from an
outer shell, resulting in the release of photons with an
energy corresponding to the difference in energy be-
tween the shells’ energy states. Therefore, these photons
have specific energy quanta, characteristic of the anode
material.

Unlike the tube voltage, tube current (mA) and ex-
posure time are in direct proportion to the amount of
X-ray photons exiting the tube and, therefore, to the
radiation dose. The mA and exposure time are often
combined as a product (mAs), which is thus also line-
arly proportionate to the dose. Any change made to the
mAs does not affect the maximum or mean energy of
the X-ray beam.

Gantry
Most dental CBCT systems use a fixed C-arm (i.e. a set-
up in which X-ray tube and detector are connected

using a rotatable, C-shaped arm), which usually rotates
in the horizontal plane, allowing for seated and/or
standing patient positioning (Figure 4). To position the
FOV according to the region of interest (ROI), limited
translation of the C-arm is usually possible within this
plane as well as up–down movement, especially for
scanners with a small FOV. Some scanners use supine
patient positioning with a C-arm or fixed gantry, in

Figure 4 Different types of CBCT gantries. Left: seated patient position (3D Accuitomo® 170; J. Morita, Kyoto, Japan). Middle: standing patient
position (WhiteFox®; Acteon Group, Mérignac, France). Right: supine patient position (NewTom® 5G, QR srl, Verona, Italy).

Figure 5 Effect of focal spot (FS) size, source-to-object distance
(SOD) and object-to-detector distance (ODD) on penumbra (P). From
top to bottom: a smaller focal spot, larger SOD and smaller ODD all
decrease the penumbra width, which increases image sharpness.
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which the tube and detector are rotating in the vertical
plane (Figure 4).
Scanners allowing for standing patient positioning,

which are usually accommodated for (wheel) chairs as
well, occupy no more space than a panoramic radio-
graphy device. Scanners with a built-in chair or table
occupy a larger space.
Source-to-object distances (SODs) and object-to-

detector distances (ODDs) vary considerably be-
tween scanners. Together with the focal spot size, the
SOD and ODD are important factors determining the
sharpness of the projection images. The unsharpness
at edges in the image caused by these geometric factors is
referred to as “penumbra”, a Latin term that can be
loosely translated as “almost shadow” (Figure 5). Larger
SODs can lead to sharper images owing to reduction of
focal spot blur, but shorter SOD gives a higher geo-
metric magnification. There is therefore a trade-off be-
tween focal spot blur and geometric magnification that
can be optimized relative to other factors such as FOV,
X-ray scatter and entrance skin exposure. In addition,
shorter ODDs (as well as larger SODs) allow for the use
of smaller detector areas. On the other hand, shorter
ODDs increase the proportion of scattered radiation
reaching the detector. In practice, the ODD is typically

as short as possible in order to reduce focal spot blur
and increase the FOV.

Detector
X-ray detectors convert the incoming X-ray photons to
an electrical signal and are therefore a crucial compo-
nent of the imaging chain. The efficiency and speed at
which the conversion is carried out are essential char-
acteristics of X-ray detectors.

In dental CBCT imaging, different types of detectors
are used. In early generation CBCT systems, image
intensifiers were commonly used. Currently, different
types of flat panel detectors (FPDs) are used instead, as
these detectors are distortion free, have a higher dose
efficiency, a wider dynamic range and can be produced
with either a smaller or larger FOV. For a detailed
description of image intensifiers vs FPD technology,
see Baba et al11 and Vano et al,12 amongst others. Most
existing CBCT systems use indirect FPDs where a layer
of scintillator material, either gadolinium oxysulfide
(Gd2O2S:Tb) or caesium iodide (CsI:Tl), is used to
convert X-ray photons to light photons, which in turn
are converted into electrical signals. Modern CsI scin-
tillators have a higher image quality and dose efficiency
because their columnar structure reduces the light
spreading between the scintillators.

It is important to note that different components and
technologies can be used for signal read-out in FPDs,
and a distinction can be made between charge-coupled
device (CCD), thin-film transistor (TFT) and comple-
mentary metal-oxide-semiconductor (CMOS) FPDs.
These technologies differ in terms of detector size, pixel
size, noise level, sensitivity and read-out speed and have
varying cost efficiency depending on the total size of the
detector (i.e. the need to add multiple, tiled panels in
case of large detectors). CCDs are a mature technology
offering high-speed read-out at high resolution, but they
are limited to a fairly small FOV, and expanding the
FOV using, for example, lens coupling or a fibre-optic
taper, tends to reduce dose efficiency. FPDs based on
active matrix TFT read-out arose in the late 1990s as a
base technology for digital X-ray imaging and have also
been incorporated in many applications of CBCT.
More recently, CMOS detectors with a large FOV, fine
resolution, high-speed read-out and low electronic noise

Figure 6 To obtain projected images, the X-ray tube and detector
move concomitantly around the rotation axis. 2D, two dimensional.

Figure 7 Two-dimensional projections at different angles. At a constant tube current, a higher overall detector signal is received for lateral views
(0° and 180°) than for anterior/posterior views (90°).
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are becoming available and incorporated within CBCT
systems.

Image acquisition

Basic principles
During a CBCT scan, the X-ray tube and detector ro-
tate along a circular trajectory (Figure 6). Typical ro-
tation times range between 10 and 40 s, although faster
and slower scan protocols exist. During the rotation,
a cone- or pyramid-shaped X-ray beam results in several
hundred 2D X-ray projections (i.e. raw data) being ac-
quired by the detector (Figure 7). These projections can
then be reconstructed into a three-dimensional (3D)
representation of the scanned object (see the Image re-
construction section).

Acquisition parameters
While the basic acquisition principle is the same for
each CBCT device, important differences are apparent
when comparing acquisition methods and parameters.

The first distinction that can be made is between
pulsed and continuous exposure. Some X-ray tubes al-
low the exposure to be pulsed to ensure that there is no
exposure being made between projections. Several
CBCT devices use pulsed exposure, resulting in a large
discrepancy between scan time (i.e. the time between the

first and last projection) and exposure time (i.e. the
cumulative time during which an exposure is made).
For example, the total scan time may be 20 s, but each
pulse may be just 10 ms (giving a total exposure time of
2 s for a scan with 200 projections). Other X-ray tubes
allow only continuous exposure, for which the total
scan time and exposure time are equivalent. The dose is
proportional to the product of the exposure time and
tube current (i.e., to the mAs; see X-ray spectrum and
tube parameters section). Both pulse and continuous
exposure approaches are susceptible to effects of detector
lag, but pulsed X-ray systems may exhibit improved spa-
tial resolution owing to reduced motion effect, that is,
motion of the gantry during each exposure/read-out frame.

The second variable is the rotation arc. While most
CBCT scanners acquire projections along a 360° angle
(i.e. a full rotation of tube and detector), a rotation of
180° plus the beam angle (i.e. a half rotation) suffices
for reconstruction of a full FOV. For some scanners,
a partial rotation is used out of necessity, as a full ro-
tation is not possible owing to mechanical obstruction
of the C-arm. Other devices allow for the selection of
a half or full rotation.

There are also potential dosimetric and image quality
implications of a shorter scan arc. For some systems,
the shorter scan entails a lower total mAs, so the effect
of a partial rotation is similar to a reduction in mA or
exposure time. In such cases, the reduction in radiation

Figure 8 CBCT scan of a mandible at (a) 360° rotation, 70mAs and (b) 180° rotation, 36mAs showing little or no perceptible difference. Differences
will be more pronounced at lower mA levels. Reproduced from Lennon et al17 with permission from John Wiley and Sons.

Figure 9 Reconstructed axial CBCT images using filtered backprojection reconstruction.
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dose will be proportionate to the rotation arc, with 180°
rotations resulting in a dose reduction of approximately
50%. However, the starting angle of the partial rotation
has dosimetric consequences as well, owing to the
asymmetrical distribution of radiosensitive organs in the
head and neck. Several studies have shown the asym-
metric dose distribution associated with scans for which
the X-ray source traverses the posterior, lateral or an-
terior aspects of the head. The overall effect tends to be
small.13–16 Since several radiosensitive organs are found
anterior in the head, a scan in which the source traverses
the posterior has the obvious advantage (e.g. in dose to
the eye lens) of self-attenuation by the skull and bulk
volume of the head. For dental CBCT, however, since
the FOV is typically anterior in the head, several radio-
sensitive organs (e.g. salivary glands) are posterior to the
centre of the FOV, implying that they would receive
a lower dose if the tube would move along the anterior
side.
In terms of image quality, a partial rotation tends to

decrease overall image quality, this is mainly apparent
in the amount of noise associated with reduced mAs.
Depending on the mA, a 180° rotation protocol can
lead to a slight or more pronounced increase in noise
than in a 360° protocol (Figure 8). Reduced sampling

associated with a shorter scan can also result in a re-
duction in image quality for a shorter scan (even if the
total scan mAs is the same), evident as a slight increase
in view aliasing effects associated with a smaller number
of projections. The view aliasing effects tend to be sec-
ondary to the quantum noise effects, and a full char-
acterization of short scan vs 360° scans, as well as the
effect (or lack thereof) of the starting angle on image
quality has yet to be fully assessed.

The dose associated with each scan is affected by
a number of scan parameters selected by the user, either
manually or through pre-set exposure protocols. For
most CBCT systems, the kVp is fixed, and the tube
current (mA) and exposure time (s) can be varied
depending on the desired image quality and patient size.
In current dental CBCT practice, this is typically per-
formed either manually or through the selection of pre-set
exposure protocols. Using automatic exposure control,
which is commonly applied in medical CT, the exposure
is varied before or during the scan automatically by a
feedback circuit depending on patient size and attenu-
ation, assuring no under- or overexposure takes place.
Different types of automatic exposure control are being
used in CT. One simple implementation in dental CBCT
determines the mAs based on a 2D scout image. A lower

Figure 10 Image reconstructed using filtered backprojection with a different number of projections. When a low number of projections is used,
the object is undersampled, and images exhibit streaks along the direction of backprojected rays. An improved reconstruction is possible when the
number of projection angles is increased.

Figure 11 CBCT images showing the effect of different cut-off frequencies (expressed as a fraction of the Nyquist frequency) using cosine
reconstruction filters. A larger cut-off frequency increases both spatial resolution and noise.
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detector signal for the scout image results in a higher
mAs for the actual CBCT scan, and vice versa. This type
of exposure control could be extended by adjusting the
mA during the scan itself, varying the mA for each
view. Depending on the position of the tube, the size
and position of the FOV and the X-ray attenuation, the
mA can be adjusted to keep the detector signal constant.
This would lead to a lower mA in lateral views and
a higher mA in posterior/anterior views (Figure 7). This
can be performed in a pre-set method where the man-
ufacturer has determined the relative mA needed at each
angle. Ideally, the adjustment would be performed via
real-time feedback to be truly considered as a patient-
specific automatic exposure control method; at the time
of writing this is not yet introduced in dental CBCT.

Image reconstruction

Pre-processing of raw data
Before reconstruction, the 2D projection data or raw
data can undergo several pre-processing steps. These
steps may vary between manufacturers and are typically
performed to remove aberrations associated with var-
iations in detector dark current, gain and pixel defects.

Common pre-processing tools are offset and gain
corrections, which compensate for differences between
detectors and between pixels of a detector in terms of
sensitivity and correct for the “dark” signal (i.e. when
no X-rays are used). In addition, an afterglow correc-
tion can be performed to remove the latent image of the
previous projection, which is especially important when
a large number of projections per second are acquired.
Furthermore, blemishes due to faulty pixels or projection
lines can be recognized and removed. Several other pro-
cessing methods can be used; their efficiency is often
dependent on the preciseness of the knowledge of the
acquisition system (e.g. beam spectrum, scatter distri-
bution, source-detector distance, detector response etc.).

Reconstruction algorithms
Image reconstruction is a technique to reconstruct an
image from multiple projections. The reconstructed

image represents the relative X-ray attenuation (i.e. the
reduction of beam intensity owing to X-ray interactions)
of the different materials in the object. In CBCT, the
scanned object is reconstructed as a 3D matrix of voxels
(often—but not necessarily—with isotropic voxel size in
the x, y and z directions), with each voxel being assigned
a grey value depending on the attenuation of the ma-
terial(s) inside it (Figure 9). This stack can be shown in
3D or along different planes for visualization in 2D (see
Image visualization section). Standard triplanar views
include axial, sagittal and coronal slices as well as obli-
que slices through the reconstructed volume.

In general, image reconstruction can be grouped into
three categories: filtered back projection (FBP),18,19 al-
gebraic reconstruction techniques (ARTs)18,20 and sta-
tistical methods.21–24

The most widespread form of 3D FBP used in CBCT
uses the Feldkamp–Davis–Kress (FDK) algorithm,19

which is used in almost all CBCT machines owing to its
simplicity and fast reconstruction times. While pro-
jection data are a summation of linear attenuation
coefficients along a ray path that can be called forward
projection, FBP (and the FDK algorithm) is basically
the inverse or back projection process of the weighted
and filtered projections, in which the value for each
pixel in the projection image is assigned to every voxel
along the path of the X-ray (Figure 10). When this is
performed for every projection, an image of the scanned
object is reconstructed. The filter consists of two parts:
(1) a ramp filter to correct for blur that is intrinsic to the
projection/back projection process and (2) a smoothing
filter to reduce high-frequency noise that is amplified by
the ramp filter. Such smoothing filters are optional and
adjustable according to their cut-off frequency, which
can be expressed as a fraction of the Nyquist frequency
(i.e. the highest displayable frequency in an image).
Smoothing filters can significantly affect image quality
by reducing noise at the cost of spatial resolution.
Examples of reconstruction filters ranking from the
sharpest to smoothest include Ram-Lak (a pure ramp
filter), Shepp–Logan, Cosine, Hamming and Hann. The
cut-off frequency of such filters is freely adjustable: the
higher the cut-off frequency, the sharper but noisier the
reconstructed image (Figure 11). Some software may

Figure 12 Image stitching in CBCT. Left: large-diameter field of view
(FOV) covering the entire mandible. Right: stitching of three small-
diameter FOVs, covering the dentition of the mandible.

Figure 13 Grey values (left) and displayed image (right) of a 103 10
pixel image. Although the image in question is 8 bit (i.e. 256 possible
grey values), only 3 grey values are used in this case.
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allow a user to adjust reconstruction parameters as de-
sired for a particular imaging task.
ARTs involve an iterative process in which the image

reconstruction (i.e. the attenuation coefficient for each
voxel) is successively estimated through repeated com-
parison of the projection data and the current image
estimate. After an initial reconstruction is obtained (for
example, by FBP), the image is adjusted according to
what the projection data arising from the current re-
construction estimate would be. These are compared
with the actual projection data, after which a new, cor-
rected reconstruction is obtained. This process is re-
peated until a specified level of acceptability is reached—
according to a “stopping criterion” determined by either
diminishing change from one iteration to the next or

a maximum number of iterations. Owing to this iterative
process, ART requires much more computation time
than FDK. Although ART can produce better image
quality than FDK and allows for great versatility, neither
of these reconstruction techniques takes noise explicitly
into account, which is ubiquitous in real projection data.

Unlike ART, statistical image reconstruction is an
iterative technique that reconstructs an image based on
a statistical model of the projection data. Since noise is
intrinsic to the incident and detected number of X-rays
(e.g. according to a Poisson random distribution of
X-ray quanta), it is reasonable to model the physics
of data acquisition as Poisson noise, Gaussian noise or
a combination of both. At each iteration, the mea-
surement data are compared with the estimated mea-
surement from the corresponding model. Examples of
statistical image reconstruction include maximum-
likelihood estimates expectation–maximization,23 max-
imum-a-posterior,25 penalized likelihood21 and ordered
subset expectation–maximization.26–28 Although statis-
tical methods have proven benefits over FDK re-
construction, particularly under conditions of low dose
(high noise) and/or a lower number of projections, they
are not commonly implemented in dental CBCT sys-
tems owing to a large computation time.

Image stitching
In some cases, multiple consecutive scans are acquired,
which are then merged (i.e. stitched) into one image.
This can be carried out to combine two or more small-
diameter FOVs or two small-height FOVs (Figure 12).
Between the scans, the chair or C-arm moves along a
pre-set distance, leaving a small overlap between the
images. Stitching of the image could be carried out
through simple overlap (as the relative movement of the
patient between scans is known exactly) or through

Figure 14 CBCT image of test object (SEDENTEXCT QI; Leeds
Test Objects, Boroughbridge, UK) for analysis of geometric
distortion, using 2-mm diameter, 3-mm deep recesses in a grid pattern
with 10-mm spacing between adjacent recesses.

Figure 15 Illustration of artefacts arising from geometric calibration errors. (a, b) Images of head phantom with accurate geometric calibration.
(c) The same image as (b) reconstructed with a systematic error in calibration (viz., a five-pixel shift in the position of the piercing ray). (d) The same
image as (b) reconstructed with a random error in calibration (viz., a four-pixel standard deviation about the true position of the piercing ray).
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automatic matching of the images using image
registration.29

Grey value calibration
A reconstructed image in CT or CBCT has a grey value
assigned to each voxel. In general, grey values are ge-
neric, whole numbers, with lower numbers corre-
sponding with darker voxels (Figure 13). How light or
dark a voxel will appear on the screen depends on the
visualization software (see the Image visualization sec-
tion). The amount of possible grey values for a given
image (i.e. the grey value range) depends on the bit
depth of the image, with an image of n bit having 2n

possible grey values (e.g. 12 bit5 2125 4096 grey
values).

In CT imaging, grey values can be calibrated as
Hounsfield units (HU), which express the relative X-ray
absorption of a voxel in relation with the absorption of
air and water:

HU5 1000  3  
mvoxel 2   mwater

mwater

with mvoxel and mwater being the linear attenuation
coefficients for the voxel and water, respectively.
According to this scale, the HU of water is 0, the HU of
air is 21000 (mair5 0) and materials that absorb more
X-rays have a higher HU value. HU can serve various
purposes, such as the classification of trabecular bone
for implant placement and the differential diagnosis of
lesions.

The applicability of HU in CBCT is hampered owing
to several reasons, such as excessive scattered radiation
and errors from data truncation (i.e. mass outside the
FOV influencing grey values inside it). The resulting
uncertainty related to HU accuracy and consistency is
often too large for routine clinical application.30 Even
for CBCT images in which grey values are distributed

along a pseudo-HU scale (i.e. with a minimum value of
21000), the quantitative use of grey values should be
avoided in current dental CBCT systems. More in-
formation on this topic is given in the specific review on
this topic, which can be found in this issue.31

Geometric calibration
Accurate image reconstruction requires calibration of
the imaging system geometry.32 A geometric calibra-
tion, typically performed using manufacturer-specific
test objects containing high-contrast markers or objects
with known distances and shapes, defines the position of
the X-ray source and detector for each projection view.
Errors in geometric calibration may be evident as
streaks and/or distortion in image reconstructions.
FPDs are essentially distortionless, whereas X-ray im-
age intensifiers often require an additional distortion
correction to account for pincushion effects as illus-
trated in Figure 14. For each projection in the scan
orbit, the geometric calibration characterizes the pose of
both the X-ray source and detector, which is essential

Figure 16 Beam hardening in CBCT. Top: axial slice of a small-sized phantom containing an aluminium cylinder. Bottom: plot profiles showing
the variation of grey values along the diameter of the cylinder owing to beam hardening. A higher kVp reduces beam hardening; a change in mAs
affects noise but not beam hardening.

Table 1 Effect of imaging parameters on image quality and radiation
dose

Imaging
parameter

Spatial
resolution Contrast Noise Artefacts

Radiation
dose

FOV size ↑
a

– ↓ ↑ ↑ ↑

kV ↑ – ↓ ↓ –
b

↑

mAs ↑ – – ↓ – ↑

Voxel size ↑ ↓ – ↓ – –

↓, decrease; ↑, increase; FOV, field of view; kV, tube voltage; mAs,
tube current-exposure time product.
a

Minor image quality effects due to factors like beam divergence and
truncation of the FOV not being taken into account.
b

Beam hardening is somewhat reduced at higher tube potential values
(Figure 16).
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for accurate back projection in the reconstruction pro-
cess. It is not essential that the X-ray source and de-
tector follow a perfect circular orbit in the scan, but the
orbit must be reproducible and accurately described by
the calibration to avoid artefacts. Example artefacts
associated with geometric calibration errors are shown
in Figure 15, which illustrates CBCT images of a head
phantom in the region of the temporal bone with vari-
ous forms of possible geometric calibration errors. The
images were acquired from a full 360° rotation and, as
in Figure 15a,b, exhibit good visualization of bony
details. A geometric calibration artefact associated with
a systematic shift in the position of the centre of rotation
or position of the piercing ray is shown in Figure 15c,
creating a double image for the 360° acquisition (and

a crescent-moon artefact for shorter scan orbits). The
result of random errors in geometric calibration, for
example, a poor estimate of high-frequency vibration/
jitter in the system geometry, is shown in Figure 15d,
creating streaks that can be difficult to distinguish from
other sources of noise and streak artefacts. Daly et al33

showed the type of artefact associated with various
types of calibration errors and the sensitivity to each
degree of freedom in a CBCT scanner.

Image quality
The basic image quality characteristics of a medical im-
age can be described using four fundamental parameters:
spatial resolution, contrast, noise and artefacts. The ex-
act definition of these parameters and the way they are

Figure 17 Multiplanar reformation. A, C and S indicate intersection lines corresponding with axial, coronal and sagittal planes, respectively.

Figure 18 Oblique reformation. Lines in the axial plane (left) indicate the rotated sagittal (middle) and coronal (right) planes.
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estimated or quantified for a medical image may differ.
In addition, some of these parameters are inter-dependent,
for example, the classic interdependence and trade-off
between spatial resolution and noise, implying that all four
parameters should always be considered together when
judging the quality of image. Moreover, the quality of
an image should be assessed relative to the imaging
task, for example, detection of bone fracture or visu-
alization of a soft-tissue abnormality, and the objective
assessment of imaging performance should be un-
derstood relative to the task.

Spatial resolution, or sharpness, refers to the ability
to discriminate small structures in an image. In CBCT
imaging, spatial resolution is determined by many fac-
tors, such as focal spot size, detector element size,
smoothing filter and reconstructed voxel size. Although
CBCT is in general considered to have a high spatial
resolution compared with multidetector CT, stemming
from the use of smaller detector elements and thus,
smaller voxel sizes, large differences have been reported
between and within models.34 The spatial resolution of
the imaging system can be characterized in terms of the
modulation transfer function (MTF), which describes
the ability of the system to transfer signal of a given
spatial frequency. Systems with higher spatial resolution
have higher MTF, for example, they are better able to
transfer high-frequency image information. For further
information on spatial resolution, please refer to the
dedicated article on spatial resolution in this issue.35

The contrast of a radiographic image is defined by the
ability to distinguish tissues or materials of different
densities. It too depends on many factors, such as the
dynamic range (i.e. the detectable range of exposure
values) of the detector, the exposure factors and the bit
depth of the reconstructed image. In addition, the per-
ceived contrast depends on display settings such as
window/level (see the Image visualization section). In its
most basic form, contrast refers simply to the difference
in mean voxel value between two regions of an image,
for example, the mean difference in voxel value between
a region of fat and a region of adjacent muscle. Contrast
is a “large area” characteristic of the imaging system
and is appropriate in description of large, slowly vary-
ing characteristics of the image. For small features,
description of image quality in terms of contrast alone is
limited, since the ability to resolve details is closely tied
to the MTF. Again, more information on MTF can be
found in the above-mentioned article on spatial reso-
lution in this issue.35

Noise refers to the random variability in voxel values
in an image. There are different sources of noise in radio-

graphic images, mainly:

• quantum noise: caused by the inherent random
nature of the interactions happening during X-ray
production and attenuation

• electronic noise: caused by the conversion and
transmission of the detector signal.

Figure 19 Manipulating oblique reformation by rotating intersection lines (left) or rotating the image itself (right).

Figure 20 Synthetic panoramic images (right) along a curve drawn by the user in the axial plane (left).
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Noise and spatial resolution are often managed in
a trade-off, since many factors that improve one (e.g.
voxel size, reconstruction filter etc.) degrades the other.
Noise in CBCT is often higher than in conventional
diagnostic CT owing to a relatively high amount of
electronic noise in the detector and other factors.

Taken together, the contrast and noise (or contrast-to-
noise ratio) is a simple metric of imaging performance
with respect to large structures of varying attenuation (e.g.
discrimination of bony lesions).

Image artefacts can be defined as regions in the image
that are aberrant, that is, do not correspond to the real
object, and are deterministic (i.e. non-random) with
respect to the projection data. Various types and sources
of artefacts exist in CBCT. Among the major sources of
artefacts in CBCT is X-ray scatter, which can result in
shading and streaks similar in appearance to beam-
hardening effects (described below). X-ray scatter arte-
facts arise from data inconsistencies associated with
X-ray photons undergoing Compton interactions in the
patient (compare photoelectric absorption) and reach-
ing the detector. Such false increases in signal results in
an underestimate of attenuation values, for example,
a darkening of the image reconstruction. Antiscatter
grids can be employed to reduce X-ray scatter reaching
the detector, but may carry an increase in dose. Scatter
correction algorithms also exist in many forms, in-
cluding simple parametric estimates of the (constant or
low-order polynomial) background signal and more
sophisticated Monte Carlo estimation of the scatter
contribution in each projection.

Other common artefacts in dental CBCT are metal
artefacts, which are the result of high X-ray absorption
by high-density objects. Various effects contribute to
metal artefacts, and the manner in that they appear in
the image depends on the severity of these effects and
the way the reconstruction algorithm deals with them.36

Figure 21 Additional synthetic panoramic images along curves
slightly anterior or posterior to the one shown in Figure 20.

Figure 22 Synthetic panoramic images for upper (top) and lower (bottom) jaw.
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One particular contributing effect (which also occurs
without the presence of metal) is beam hardening. As
seen in the X-ray spectrum and tube parameters section,
an X-ray beam consists of a spectrum of energies with
a maximum energy determined by the kVp and a mean
energy at about 60% of the maximum. When passing
through a given material, low-energy X-rays have a
greater probability of being absorbed, and the mean
energy of the beam increases (i.e. the same effect as
in filtration). This increase of energy is what is called
“hardening”. Basic reconstruction algorithms commonly

assume a mono-energetic beam; therefore, regions ad-
jacent to, or surrounded by, structures that cause beam
hardening are falsely considered as radiolucent because
the beam passed through them with relative little ab-
sorption. Thus, these regions will appear darker. Beam
hardening can occur at any beam energy and for any
material and tends to be more pronounced for low-
energy beams and for denser materials (Figure 16).
Beam hardening can be (partially) corrected during
calibration and/or through the use of advanced iterative
reconstruction algorithms, which, during each iteration,
estimate the extent of beam hardening and correct for it.

It is important to note that a CBCT user has little
influence on metal artefacts, as increasing exposure
settings (e.g. mA and number of projections) do not
improve the appearance of metal artefacts substantially
enough to justify the increased radiation dose.37 Metal
artefacts can be reduced during reconstruction through
the application of various types of metal artefact re-
duction techniques.38 Metal artefact reduction technol-
ogy in dental CBCT is currently being applied by certain
manufacturers but is still somewhat underdeveloped and
should be used with caution.

Other types of artefacts exist in dental CBCT. Be-
cause the diameter of the FOV usually does not cover
the entire patient’s head, truncation artefacts may oc-
cur. Another source of artefacts is patient motion.
Depending on the amount of motion during image ac-
quisition, slight blurring or severe artefacts may occur.
Due to the relatively long scan times in CBCT, motion
is an important issue. For patients at risk for excessive
motion, a protocol with a short scan time can be
selected.

Optimization of exposure in CBCT

Optimization of protection, as defined by the International
Commission on Radiological Protection (ICRP), entails
that the “likelihood of incurring exposure, the number
of people exposed, and the magnitude of their in-
dividual doses should all be kept as low as reasonably
achievable, taking into account economic and societal

Figure 23 Synthetic ray sum images at different thicknesses.

Figure 24 Left: position of cross-sectional images, perpendicular to the panoramic curve, displayed on an axial slice. Right: cross-sectional images
at various positions along the curve.
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factors”.39 It is a fundamental principle with a wide
array of interpretations. In this section, a basic overview
will be given of the effect of different imaging parame-
ters on image quality and radiation dose, and how this
relates to optimization.
Table 1 shows the relation between imaging param-

eters (i.e. kV, mAs, FOV size and voxel size) and image
quality parameters (spatial resolution, contrast, noise
and artefacts) as well as radiation dose. In terms of opti-
mization, the most straightforward imaging parameter is
FOV size, as larger FOVs increase radiation dose to the
patient. In addition, larger FOVs increase the relative
amount of scattered radiation reaching the detector,
leading to an increase in noise and artefacts. On the
other hand, small-diameter FOVs increase the “local
tomography” or truncation effect due to the presence of
asymmetrical mass outside the FOV affecting the pro-
jection data (i.e. for those beam angles that pass through
the mass in question). As reconstruction algorithms
cannot fully compensate for this effect, it can lead to
various image aberrations such as shading (i.e. a gradi-
ent of darkening towards one side of the image) and
truncation artefacts. However, the local tomography
effect mainly affects the quantitative use of grey values,
which is often not a critical component of CBCT per-
formance anyway. Therefore, FOVs should always be
kept as small as possible, covering only the ROI.
Although kV and mAs have a similar overall effect,

there is an important difference between them. Both

factors, when increased, will primarily increase radia-
tion dose and decrease noise owing to the increase of the
total amount of emitted X-rays. Accordingly, the
contrast-to-noise ratio will increase. In terms of opti-
mization, the kV and mAs levels should be selected
according to the required image quality and patient size,
ensuring that image quality is adequate for a particular
imaging task at the lowest possible dose. However, the
effect of kV is more intricate, as it also affects the de-
tection efficiency of the detector and the relative con-
tribution of X-ray scatter, among others. Seeing that the
amount and nature of X-ray interactions (absorption
and scatter) varies with X-ray energy, both contrast and
dose are affected. At fixed dose levels, the optimal kV
settings in dental CBCT depends on the imaging task
(e.g., visualization of high-contrast details or low-contrast
soft tissues), although recent research on a certain CBCT
model indicated that, considering a range of 60–90 kV,
an increased kV results in a higher contrast-to-noise ratio
at identical dose levels.40

Strictly speaking, changing the voxel size does not
affect radiation dose, as this is a freely adjustable re-
construction parameter. Larger voxel sizes decrease
noise at the cost of image sharpness and vice versa. In
practice, some manufacturers implement pre-set “reso-
lution” protocols, for which smaller voxel sizes corre-
spond with higher mAs values in order to keep noise
relatively constant.

Image visualization

Multiplanar reformatting
A cone beam reconstruction process creates a 3D matrix
that can be viewed as a series of 2D cross-sectional
images—axial, sagittal and coronal views. Axial planes
are a series of slices from top to bottom in the volume.
Sagittal planes are a series of 2D slices from left to right,
and coronal planes are a series of 2D slices from ante-
rior to posterior. In a multiplanar reformation (MPR)
window, these three orthogonal planar views are related
through intersection lines or crosshairs, allowing for
straightforward orientation and navigation (Figure 17).

Figure 25 Surface rendering with different threshold adjustment. A
“threshold from x to y” implies that only grey values between x and y
are retained for visualization. Grey values on this CBCT scan are not
Hounsfield units.

Figure 26 Volume rendering using different oblique transfer func-
tions with varying threshold values.
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Oblique and curved reformatting
Once volumetric images are created, besides multi-
planar reformation, oblique reformation allows the user
to cut through the FOV at any angle (Figure 18). The
manipulation for oblique reformation can be performed
either by rotating the image itself or rotating the in-
tersection lines (as well as drawing new lines) as shown
in Figure 19. Since voxels in oblique planes are not
aligned either horizontally or vertically, oblique refor-
mation requires interpolation.

Furthermore, reformation can be performed along
a manually or automatically drawn curve. Most com-
monly, a panoramic curve is drawn along the dental
arch to generate a series of synthetic panoramic views of
the teeth and bone (Figures 20 and 21). Because of the
small thickness of these synthetic panoramic images, it
is often not possible to visualize the upper and lower
dental arch in one image. Therefore, it is usually needed
to draw separate curves for the upper and lower dental
arches (Figure 22). Alternatively, a ray sum of these
synthetic panoramic views can be calculated that resem-
bles an image acquired from a panoramic radiograph.
Figure 23 shows a ray sum panoramic image at different
thicknesses of synthetic panoramic stacks.

In addition to synthetic panoramic images, cross-
sectional images can be derived from lines perpendicu-
lar to the panoramic curve (Figure 24).

Other visualizations
Apart from displaying a series of 2D images at partic-
ular planes, 3D renderings can be created. A distinction
can be made between surface and volume rendering.
Surface rendering (also known as indirect volume ren-
dering) is a technique to transform the image data into
geometric primitives and render them; some loss of in-
formation may therefore occur. One classification of
surface rendering techniques is isosurfacing, such as the
marching cubes algorithm,41 which produces surfaces
having the same isosurface value, that is, it displays only
the surface of thresholded areas (Figure 25). For sim-
plicity, some viewer software has set pre-defined threshold
values for different anatomical structures. From Figure 25,

different threshold values result in different forms of 3D
surface rendering, thus one needs to keep in mind that
3D rendering is for visualization purposes only, not for
diagnosis and analysis. A variety of 3D image qualities
with varying render times can be provided by the visu-
alization software.

Unlike surface rendering, volume rendering (also
known as direct volume rendering) is a visualization
technique that renders every voxel in the 3D volume
data directly without intermediate geometry conversion,
hence it produces a higher quality of visualization than
does surface rendering. A popular volume rendering
technique is ray casting,42 where each ray is cast from
the view point to the volume data. Along the ray path,
the sampling points are computed using interpolation
and then their corresponding colours and opacities are
composited into a final pixel colour on the 2D viewing
plane. The colour and opacity transfer functions can be
modelled to distinct different materials. Figures 26 and 27
show examples of volume-rendering displays with dif-
ferent transfer functions.

Maximum intensity projection is a special case of
volume rendering. As the name implies, maximum

Figure 27 Volume rendering using transfer function adjustment with varying threshold values.

Figure 28 Maximum intensity projection volume rendering.
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intensity projection displays the maximum intensity or
the brightest pixel value at each line originating from
the viewpoint that passes through the object (Figure 28).
Although the quality of 3D surface rendering is in-

ferior to that of volume rendering, surface rendering is
very useful when one wants to generate a drilling or
surgical guide for implant placement by using a rapid
prototyping machine or to print out the real physical
model of the rendered object for treatment planning. To
do this, the 3D object can be exported in a stereo-
lithography file format. This benefit is unavailable for
volume rendering since it provides only a 2D viewpoint;
therefore, it cannot be exported as a 3D object for the
preparation of guided surgery. However, some pro-
prietary software might directly generate the final 3D
model or a surgical guide without the need of exporting
a stereolithography file as an intermediary step.

Image manipulation
After reconstruction, CBCT images can be manipulated
in different ways to optimize the visualization of ana-
tomical structures and lesions and to isolate (i.e. seg-
ment) certain parts of the image.
The most basic manipulation is the window/level

transformation. This transformation is performed to
optimize contrast in the image, by displaying only part
of the full grey value range. This amount is determined
by the window width (W). For example, a W of 1000
implies that 1000 grey values are considered for display,
with the lowest grey value (and all values below it) being
displayed as black and the highest (and all above it) as
white. The window level (L) determines the central grey
value within the window width. For example, a W/L of
1000/0 implies that grey values between 2500 and 1500
are considered for display, with all other values showing
as black (,2500) or white (.1500). That way, the full
contrast of the display monitor, and the human eye, is
applied to this particular grey value range. W/L oper-
ations can be used for different purposes; in dental
CBCT, it is mainly used to optimize contrast in the bone
density range, that is, by using L-values corresponding
to bone grey values (Figure 29).

Basic filtering can also be applied, both during and
after reconstruction, in order to smooth or sharpen the
image. Alternatively, the image can be smoothened by
increasing the slice thickness (Figure 30). By averaging
multiple consecutive slices, image noise can be reduced
at the cost of image sharpness (Figure 31). It can be
recommended that the slice thickness should not be
increased considerably when the visualization of small
details is needed. Slice thickness should not be confused
with slice interval (Figure 32), which changes the
number of slices but does not alter image quality within
a slice. The slice interval is often increased before
exporting CBCT images in order to limit the size of the
data. It should be performed with some care owing to
the loss of information between slices, although this can
be partly compensated by exporting coronal and sagittal
stacks in addition to axial images. Slice thickness and
slice interval are often selected concomitantly; it is im-
portant that the user understands the relevance of these
parameters and chooses appropriate values according to
the diagnostic task. For example, it can be recommended
that—during initial radiological evaluation—both slice

Figure 29 The effect of window/level. Left: large-width window covering the entire grey value range of the image, leading to poor image contrast.
Middle: medium-width window covering soft-tissue and bone grey values, leading to good overall contrast. Right: small-width window with a
high-level value, leading to high contrast for bone and teeth.

Figure 30 Increasing the slice thickness implies that a new image (e.g.
Slice 1*) is created, in which each slice is the average of multiple (in
this case, two) slices of the original image. The total number of slices
does not change.
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thickness and slice interval values should be as small as
possible (e.g., identical to the voxel size) when the visu-
alization of small details is needed.

Performing a zoom reconstruction is another op-
tion to highlight details in part of the image. The
principle of zoom reconstruction was introduced by
a few manufacturers after it became that large-FOV
CBCT scans could not be reconstructed at small voxel
sizes owing to the excessive increase in file size and
reconstruction time. Owing to these technological
limitations, large-FOV scans could not be displayed
at their inherent sharpness, with the voxel size serving
as a bottleneck.34 To cope with this, the user can se-
lect a small ROI in the image and reconstruct that
ROI at a smaller voxel size (Figure 33), increasing
sharpness at the cost of higher noise. This zoom re-
construction is performed using the original raw data,
avoiding the need for additional patient exposure

when a high-resolution view is needed in addition to
the large-FOV scan.

In order to visualize or quantify a certain structure,
the image can also be segmented, which is the division
of an image in distinct regions (i.e. segments). Seg-
mentation is widely used in all forms of medical imag-
ing, and a plethora of techniques are available to
accurately delineate the ROI. Although manual seg-
mentation can be used in some cases, it is prone to error
and can be time consuming when delineating a large
volume slice by slice. A common segmentation tech-
nique is thresholding, in which the image is divided
according to the grey values. All voxels with grey values
above a certain limit (i.e. threshold) are grouped to-
gether, and all voxels with a grey value below the
threshold are grouped. It is also possible to use double
or multiple threshold values. The most common appli-
cation of thresholding in dental CBCT is to discriminate
bone from other tissues (e.g. in 3D rendering, as de-
scribed above). It can also be used to measure the vol-
ume of the airways or sinus.43 It should be noted that,
owing to the absence of quantitative grey values in CBCT
(see Grey value calibration section), thresholding is of-
ten performed manually. Adaptive thresholding tech-
niques (i.e. automatic threshold determination based on
the distribution of grey values in the image histogram)
and other automatic thresholding criteria have been
developed but are not yet widely used in dental CBCT.44

Established advanced segmentation methods, based on
edge detection, region growing or other techniques are
largely absent in clinical CBCT imaging.

Display
Because of the use of window/level and zooming tools in
digital imaging, display monitor requirements for
CBCT images are relatively low. The main criteria are
related to the size and resolution of the monitor, as
images should be displayed at their native resolution
(i.e. a 1:1 ratio between the display pixel and the image
pixel) or better (i.e. having multiple display pixels for
every image pixel) for optimal image sharpness. Con-
trast ratio and luminance should also be at an accept-
able level, but are of secondary importance compared
with the monitor resolution. Similarly, monitor settings

Figure 31 Increasing the slice thickness reduces both sharpness and
noise. Voxel size of the image is 0.25 mm. All images are zoomed to
800% for the purpose of illustration.

Figure 32 Increasing the slice interval (SI) implies that a fraction of the slices (in this case, 50%) is discarded. The fraction of slices that remains is
equal to the voxel size divided by the SI (e.g. 0.25-mm voxel size, 0.5-mm slice interval: 50% of slices remain). The total number of slices decreases
with increasing SI, but the image quality within each slice does not change (e.g. Slice 1 is identical to Slice 1*).
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such as contrast and gamma are not essential and will
not be covered in this review.
To illustrate the importance of monitor size and res-

olution, imagine a 603 60-mm CBCT image with
a voxel size of 0.1 mm. Every slice in this image will be
6003 600 pixels. When visualizing this image using a
multiplanar reformatting, a monitor will require a min-
imum resolution of 12003 1200 pixels to show each
slice at a 1:1 ratio. In practice, owing to the graphic user
interface of the viewing software occupying part of the
screen, a monitor with a height of 1200 pixels would not
suffice in this case. Therefore, the use of large-size, high-

resolution monitors can be advocated, and users should
make full use of zooming tools and maximize windows
whenever applicable in order to ensure that the display
monitor does not serve as a bottleneck for image
sharpness (Figure 34).

Conclusions and future prospects

This review described the basic concepts of CBCT imag-
ing, covering each part of the imaging chain. Although it
can be expected that the basic principles behind this

Figure 33 Zoom reconstruction. (a) Large field-of-view scan showing region of interest of 43 43 4 cm (circles). (b) The original scan had a voxel
size of 0.25 mm. (c) The zoom reconstruction had a voxel size of 0.08 mm.

Figure 34 Display of a 1703 1703 120-mm CBCT scan with a 0.25-mm voxel size (6803 6803 480 voxels) on a 21.5-inch monitor with a
resolution of 19203 1080 pixels. In multiplanar reformation mode (left), approximately 0.4 monitor pixels are used for each image pixel, making
the monitor a limiting factor for image sharpness. When maximizing the axial slice (bottom), approximately 1.8 monitor pixels are used for each image
pixel. The graphic user interface of the software and part of the viewer window was cropped from the image. Left and right images are to scale.
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imaging modality will not change, several future devel-
opments may lead to important alterations regarding its
application. On one hand, various image quality aspects
may improve, which could broaden the application range
of CBCT. On the other hand, patient radiation dose for
existing applications may gradually reduce over time.

In terms of imaging hardware, innovations in de-
tector materials and technology could increase their
speed and efficiency. In addition, advanced X-ray tubes
could allow for smaller focal spots. Dual energy imag-
ing, in which a double set of projections is acquired
using two X-ray spectra with different energy, could
also be considered for CBCT although its application
for dental imaging is yet to be fully developed.

The clinical implementation of improved reconstruction
algorithms can be expected soon, which could lead to a
remarkable improvement of image quality (e.g. noise,
artefacts). This also implies that it will be able to ob-
tain good-quality images at increasingly lower radia-
tion doses.
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