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The traditional clinical examination has been shown
to have serious limitations in terms of its validity and
reliability. The OSCE provides some answers to these
limitations and has become very popular. Many vari-
ants on the original OSCE format now exist and
much research has been done on various aspects of
their use. Issues to be addressed relate to organiza-
tion matters and to the quality of the assessment. This
paper focuses particularly on the latter with respect to
ways of ensuring content validity and achieving
acceptable levels of reliability. A particular concern
has been the demonstrable need for long examina-
tions if high levels of reliability are to be achieved.
Strategies for reducing the practical difficulties this
raises are discussed. Standard setting methods for use
with OSCEs are described.
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BACKGROUND

The main purpose of this paper is to discuss the
development of an objective structured clinical
examination (OSCE) that meets acceptable standards
of validity and reliability. In addressing this issue it is
helpful to have an understanding of the background
to the rise in popularity of the OSCE as a major tool
in the assessment of clinical competence.

The traditional method of assessing knowledge until
the 1950s and 1960s was the essay. Concerns about the
inconsistency of marking, and the inadequate sample
of knowledge tested within a given period of time, led
to the rapid implementation of objective written tests
(e.g. multiple-choice tests), which today have almost
entirely replaced essays as the preferred method of
assessing the recall and application of knowledge in
medical examinations. This trend has been partic-
ularly evident in high stakes testing situations where
reliability and content validity are essential ingredients
in making the results of such assessments defensible to
both students and external agencies. In North Amer-
ica, the same concerns were raised about the tradi-
tional clinical and oral examinations used for assessing
clinical competence in the 1960s. The National Board
of Medical Examiners, after discovering low correla-
tions between examiners, discontinued their clinical
oral examination on the basis of unacceptable reliab-
ility.1 Such decisions took longer to reach in other
parts of the world, partly perhaps as a result of the lack
of an alternative approach to the assessment of clinical
competence. The advent of the OSCE in the 1970s
promised the equivalent advantages in clinical testing
to that of objective written examinations in knowledge
testing.2 In other words, the use of checklist based
marking would enhance interrater consistency and the
testing of students’ performance on multiple stations
would increase the number and range of competencies
that could be sampled. The OSCE has subsequently
been subject to a considerable amount of research into
its strengths and limitations, the outcomes of which
form the basis of generalizations to be made in this
paper.3

In attempting to make such generalizations about
OSCE’s it is important to keep in mind various
points. The first is that an OSCE is not a test method
in the same way as an essay or a multiple-choice
question. It is basically an organization framework
consisting of multiple stations around which students
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rotate and at which students perform and are
assessed on specific tasks. The conventional view of
an OSCE is of a series of 5–10 minute stations where a
standardized clinical task is performed under the
observation of one or two examiners who score the
performance on a structured marking sheet. How-
ever, many variants exist. For example, stations may
be much longer and examiners may not be present,
with the marking being undertaken by the simulated
patients on whom the task was performed.4 In other
OSCE’s there may be stations at which multiple-
choice questions are asked or at which other forms of
written responses are required. This makes a discus-
sion about OSCEs difficult if the format is not fully
described. In this paper I will refer to the conven-
tional short station format as this is the approach
being used in most medical schools and by many
licensing bodies such as the General Medical Coun-
cil5 and the Medical Council of Canada.6

Broadly speaking, the issues to be addressed in regard
to the OSCE revolve around those to do with
organization and those to do with the quality of the
assessment. This paper focuses on the latter, though
organizational issues, such as the numbers of exam-
inees, location and resources, may have a major
impact on the technical quality that can be achieved.

TECHNICAL ISSUES

The first article in this series addressed the funda-
mental principles of designing a good assessment.7 It
draws on a set of guidelines for assessing clinical
competence which emphasizes the fundamental
importance of being clear about the purpose; about
defining what is to be tested and using a blueprint to
guide the selection of content; about selecting the
most appropriate test method and format which
should be driven by fidelity to the clinical situation
and the task to be posed to the candidate; about
issues relating to administration and scoring; and
about standard setting procedures.8

Purpose

The OSCE provides a test format particularly suitable
for assessing many, but certainly not all, components
of clinical competence.9 For example, attitudinal and
behavioural aspects are probably better tackled by the
use of multiple ratings collected over a period of time
during clinical attachments and clerkships. At the
other end of the scale, the testing of relevant
knowledge required to be competent, including
aspects of diagnosis, investigation and management,
can be more efficiently and more cheaply tested with
written formats. Overall, the OSCE is best suited to
testing clinical, technical and practical skills and can
do so across a very broad range, often with a high
degree of fidelity. These include many skills that were
never tested in the traditional clinical examination.

Defining and selecting the content to establish
validity

There are different ways of defining the content of a
clinical competence examination. Doing so is the
basis for establishing the content validity of the test,
the most fundamental requirement in ensuring the
quality of a competency test.7

The guidelines referred to previously outline three
steps to be taken. The first two are required to
define the range of competencies which reflect the
�outcome objectives� for the course or period of
training that candidates are to be certified as having
achieved. Step one is to identify the problems or
conditions that the candidate needs to be compet-
ent in dealing with. These may be generated from
the opinion of expert groups or by more formal
studies based on observation and analysis of what
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Key learning points

Traditional clinical examinations have serious
limitations in terms of validity and reliability.

Objective structured clinical examinations
(OSCEs) have the capacity to improve the
validity and reliability of assessments of many
aspects of clinical competence.

To achieve high levels of reliability OSCEs
have to be longer than is often practicable.

OSCEs can be combined with other methods
of assessment to enhance reliability.

Easy to apply standard setting procedures are
now available.

A considerable body of evidence on OSCEs
exists to guide decisions and further develop-
ments.
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the student or doctors will have to undertake. Step
two is to define the tasks within the problems or
conditions in which the candidate is expected to be
competent. For example, if the problem was �Chest
Pain� tasks might include taking a history from a
patient with angina, performing and interpreting an
ECG, demonstrating competence in cardiopulmon-
ary resuscitation and educating a patient about the
use of antiangina medication or a diet. While
defining the task may be relatively simple, ensuring
this is tested at the correct level can be more
difficult.

The construction of a blueprint or grid is the third
step. This is an extremely valuable strategy for
enhancing and defending the validity of an exam-
ination. It is a way of defining the sample of items
to be included in the test. In its simplest form it will
consist of a two-dimensional matrix with one axis
representing the generic competencies to be tested
(e.g. history taking, communication skills, physical
examination, investigations, management). The
other axis represents the problems or conditions on
which the competencies will be demonstrated. An
example is provided by the blueprint for the OSCE
run by the Professional and Linguistics Assessment
Board of the General Medical Council.5 Research
has shown that performance on one problem is a
very poor predictor of performance on another,
even similar, problem, so wide sampling across
problems is required if an adequate level of content
validity and reliability (see later) is to be achieved.10

Determining and establishing reliability

Other articles in this series and elsewhere deal in
detail with the research that has provided us with
clear guidance on what we must do if we are to
ensure defensible levels of reliability for an OSCE
examination.4 When the OSCE was first devised it
was assumed that the main problem undermining
reliability in clinical examinations related to the
biases introduced by examiners, some of which were
personal and some related to the lack of standard-
ization of the tasks and scoring criteria. The
�objective� part of the OSCE referred to the
standardization of both the task and the scoring
(based on checklist type rating forms).2 While this
did indeed improve interrater reliability, research
using generalizability theory showed that the prob-
lem of rater consistency paled into insignificance
relative to the issue of case specificity.11,12 The
bottom line of such studies was that OSCE exam-
inations, and indeed many other test formats used

to assess aspects of clinical competence, needed to
incorporate measures across a large number of
cases or problems. The undeniable fact that
emerged was that OSCEs, used alone, would need
to be much longer (of the order of 4–8 h) than
those in common use and that this potentially made
them impractical.12

Various strategies have subsequently been adopted
to minimize the practical difficulties raised by case
specificity. The simplest is to combine the OSCE
with other test formats that provide more efficient
sampling of content.13–16 As long as all test compo-
nents are based on the same blueprint, this is a
justifiable approach. One example is provided by
our own experience with an undergraduate final
examination where the combination of a 90-minute
OSCE with an unacceptable reliability of around 0.6
was combined with a 90-minute free-response item
written test (reliability 0.8) to produce an overall
and acceptable reliability for the clinical compet-
ence examination of 0.8.14

One issue which has been given some prominence in
recent years is that of the approach to rating. The
original description of OSCE’s anticipated that the
use of checklists would enhance interrater reliability
and would solve the problem created by global
ratings used in traditional examinations. One prob-
lem that emerged from the checklist approach was
the phenomenon of trivialization.8 Unfortunately, it
is easy to fall into the trap of developing detailed
checklists that produce reliable scores but which do
not truly reflect the examinee’s performance of the
task. Only criteria that are easy to define may be
included on the marking sheet at the expense of
equally or more important criteria that are more
difficult to define and measure. Trivialization of the
scoring may also be apparent if appropriate weigh-
tings within the marking schedule are not made. A
related problem is possible unintended effects on
student learning. If checklists are made available to
students, they will inevitably use them to guide their
learning. If they are not well constructed this may
lead students to practise the wrong approach simply
to enhance their chances in the OSCE.17

More recently, the issue of global vs. checklist ratings
has been investigated in more depth. It is becoming
apparent that global ratings, within the framework of
structured tasks and used by informed or trained
assessors, may be as reliable or even more reliable
than checklists.18 However, a balanced approach is
probably best. There are OSCE stations where
checklists may be more appropriate (e.g. some
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practical and technical skills stations) and others
where global ratings may be more appropriate (e.g.
communication skills stations and some diagnostic
task stations where there may be alternative routes to
the same outcome). Our own preference is to use a
combination of both, with checklists used to identify
specific elements of content or skill that must be
demonstrated and global ratings used for providing a
measure of process aspects (e.g. patient education
skills, general approach to a task). In the end the
most important thing to evaluate is whether the final
score truly reflects the level of competence of the
examinees on the task they were asked to perform.

Standard setting

Another major issue which has achieved recent
prominence in the literature is standard setting. This
is dealt with in greater depth in another article in this
series.19,20 In general, the standard setting procedure
uses either a relative (or norm-referenced) approach
or an absolute (or criterion-referenced) approach. In
testing for competence an absolute method is usually
going to be the most appropriate. One broad
approach is to use expert judges prospectively to
estimate the probability that a borderline candidate
will succeed on each item in the test. An example of
such a method is the Angoff procedure.21 The
alternative but simpler approach is the borderline
group method, which provides similar results to the
Angoff method.22 This is becoming more popular
both for large scale OSCEs conducted by national
licensing bodies, such as the Medical Council for
Canada, and for small-scale OSCEs conducted by
medical schools.23,24 Such methods involve examin-
ers giving a global rating of each student’s overall
performance independent of the mark they award as
a result of completing the station scoring sheet. In
our own experience we have used the categories
pass ⁄borderline ⁄ fail. The mean of all borderline
scores becomes the pass mark for the station and the
pass mark for the whole OSCE is calculated by adding
the mean borderline scores of all stations. Examiners
find this process easier than the Angoff procedure, it
is less time consuming and has the added credibility
associated with being based on direct observation
rather than on a hypothetical student’s performance.
There are other variants on the borderline approach
that are beyond the scope of this article.

One other issue that is sometimes debated is whether
final decision-making should be based on the overall
score across all stations ) a fully compensatory
model ) or on passing a defined proportion of

stations. Some organizations use a combination of
both. There is no right or wrong answer as to which is
the more valid approach. As a result, our preference
is to use the simplest, which is the overall mark, to
which additional statistical indices can then be
applied such as the standard error of measurement,
the educational measurement equivalent of a con-
fidence interval.25

OTHER ISSUES

There are many other issues that could have been
addressed in this article but space precludes
dealing with them in any detail. For instance, a
considerable amount of work has been done on
the use of simulated and standarized patients.
Generally speaking, it has been demonstrated that,
when well trained, they cannot be distinguished
from real patients, are stable over time, and can
provide accurate feedback and assessments.26,27

Other examples include station length and effects
of the order in which students take the stations. A
recent review provides a useful starting point for
those interested in such issues.4
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