
Behavior Research Methods. Instruments. & Computers

2000. 32 (2). 22 I -229

PRESIDENTIAL ADDRESS

Tell me, what did you see?

The stimulus on computers

JOHN H. KRANTZ
Hanover CoUege, Hanover, Indiana

Most psychology experiments start with a stimulus, and, for an increasing number of studies, the
stimulus is presented on a computer monitor. Usually, that monitor is a CRT, although other technolo
gies are becoming available. The monitor is a sampling device; the sampling occurs in four dimensions:
spatial, temporal, luminance, and chromatic. This paper reviews some of the important issues in each
of these sampling dimensions and gives some recommendations for how to use the monitor effectively
to present the stimulus. In general, the position is taken that to understand what the stimulus actually
is requires a clear specification of the physical properties of the stimulus, since the actual experience
of the stimulus is determined both by the physical variables and by the psychophysical variables of how
the stimulus is handled by our sensory systems.
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Psychological research most often begins by presenting

a stimulus to a subject, even though stimulus-response

theories are not in vogue these days. The stimulus is that

part of an experiment that the psychological researcher

can most carefully and completely manipulate. Thus, the

manipulation of the stimulus provides the most powerful

set of independent variables that we have. However, the

stimulus is not independent of the device used to present

the stimulus. To take a crude example, a photograph pre

sented on film does not appear the same when scanned

and viewed on a monitor or when printed with a color

printer. The impact of the display technology on the stim

ulus is no less true today than it was with older technolo

gies of stimulus presentation, but it seems that we often

take computer technology for granted; often, we are not

aware of the impact the monitor has on the stimulus. The

small variations in how the stimulus is generated, coupled

with our own sensory mechanisms, can often obliterate de

sired differences between stimuli or magnify differences

between stimuli that are not desired. This paper reviews

several of the issues regarding presenting a stimulus on a

computer and its attendant monitor in order to help re

searchers use this technology more effectively. The ease

of developing experiments on computer by people not

aware of the way that computers and their attendant hard

ware work, the growing number ofcomputer programs for

laboratory use, and the growing number of experiments
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being done over the Web suggest that this topic is timely

for review.

It is important to understand that all monitors sample

the image. The sampling of the image by the monitor oc

curs in four domains: space, time, luminance, and color.

The fact that monitors sample means that a simple copy

of the image is not created. In other words, information

from the image is lost. It should also be noted that the mon

itor does not perform anything approximating a proba

bility sample. The stimulus, as presented on the screen,

can differ in distinct ways from the desired nonsampled

image. Some stimuli are more faithfully reproduced than

others, and it is important to understand the impact of

sampling in order to maximize the correspondence be

tween the desired image and the obtained image. The idea

that images can be sampled is not new. Printers also sam

ple, but only spatially and at a much higher resolution. In

addition, the eye has sometimes been considered a sam

pling device. In this conception, it is important to match

the sampling characteristics of the stimulus generation

device to the sampling characteristics of the eye (Silver

stein, Krantz, Gomer, Yeh, & Monty, 1990).

Most of this review will focus on the venerable CRT,

which is still the dominant display technology attached to

the computer. LCDs are common on laptops, and plasma

displays may appear on our desks in the future, but I doubt

if I will see one soon. Where appropriate and possible,

comparisons with other technologies will be made. For

example, the fact that monitors sample does not depend

on the technology, although the nature of the sampling

may differ depending on the technology.

Each ofthe four sampling domains will be considered

in tum. However, in the background, it is important to note

that monitors are electronic devices that are not completely

stable. One of the recommendations at the end of this

Copyright 2000 Psychonomic Society, Inc.
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paper will be for us, as researchers, to do more about cali

brating our monitors. Since they do not stay at a fixed

value, these calibrations need to be done before each study.

SPATIAL SAMPLING

The Pixel

The spatial sampling element of the display is called

a pixel, which stands for picture element. The pixel is the

smallest addressable full-color element on the monitor

surface. The pixel needs to be distinguished from the pat

tern of color dots on the surface of the monitor (Silver

stein et al., 1990). These color dots represent the primaries

that are used to generate the range ofcolors produced by

the monitor (Silverstein & Merrifield, 1985). (See the

Chromatic Sampling section below for further informa

tion on color reproduction on the monitor.)

However, each dot can only produce the color for that

primary; therefore, the dots are not full-color elements.

Thus, they cannot reproduce any part ofan image unless

that image is monochromatic for that primary color. To

produce a sampled element ofthe image, at least one dot

of each primary needs to be used; these primaries need

to be close together so that they fall within the spatial

summation of the eye to produce a full-color element of

the original image. This fact is hidden on the CRT and on

most LCDs because the screen matrix is not addressed

directly. Thus, on your desktop or laptop computer mon

itor, if the resolution is 800 X 600 pixels, then you have

800 X 600 full-color pixels. In general, most monitors

today meet this requirement of the visual system.

One ofthe basic assumptions ofa good sampling tech

nique is that each element in a sample is independent of

every other element of the sample. That is largely but not

completely true on the monitor. On the CRT, the vertical

addressing is independent as the electron guns sweep

horizontally across the screen. Thus, for 2 pixels that are

positioned adjacent vertically relative to each other, what

is commanded on the upper ofthe 2 pixels will in no way

affect what the monitor displays on the lower of the

2 pixels. The same cannot be said for a pair ofpixels that

are adjacent horizontally.On the CRT,the ability to address

a horizontal pair of pixels independently depends on the

bandwidth of the drive voltage for the electron guns that

activate the phosphors on the screen surface (Pelli, 1997).

Translated, that means the independence of two horizon

tally adjacent pixels depends on how fast the voltage can

swing from very high to very low voltages. Recall that the

CRT is an analog system; therefore, in order to have a

white pixel next to a black pixel, all the intermediate volt

age values representing all of the intermediate lumi

nance levels have to be shifted through. The greater the

change in desired luminance value between the horizon

tally adjacent pixels, the greater the chance the lumi

nance change between the two pixels will fall short of

the desired value. As Pelli (1997) has indicated, you can

measure how severe this problem is on your monitor by

putting a very fine grating on the screen. The grating

should be composed of lines I pixel wide, with lines of

the minimum luminance alternating with lines of the max

imum luminance. This grating is very fine and merges into

an intermediate gray from any moderate viewing dis

tance. Make two versions ofthis grating, one with the lines

going horizontally and one going vertically. The gratings

should be the same average intensity, since they are made

of 50% white and 50% black. However, for many moni

tors, the luminance or brightness is far greater for the hor

izontal lines than for the vertical lines. I If you do not

have a photometer handy (a luminance measuring device),

you can get a powerful impression of the problem by us

ing an animated GIF that switches between the horizon

tal and vertical versions of the grating at the rate ofabout

4 Hz (Pelli, 1997). The flicker caused by the luminance

change between the two gratings is very noticeable. Fig

ure I is a graph ofluminance ratios for the vertical grating

divided by the mean luminance for the horizontal grating

using the static versions of the two gratings. The percent

age for the ratio should be 100 since the luminance should

be the same for the two gratings. As is clear from Figure I,

the ratio can vary widely and be dramatically short of the

optimal value. It is important to note that several of these

monitors are exactly the same brand and model and all

are recent, high-quality/high-resolution CRTs. Each dis

play used for research needs to be measured independently.

Notice, in Figure 1, that the LCD gives about the best re

sponse. Since, on the LCD and most other display tech

nologies, pixel addressing is truly digital and, thus, the

pixels are addressed far more independently, LCDs have

less of a problem with pixel interactions. For displays

that have problems with pixel interactions, use stimuli that

do not vary greatly in luminance from the background

and that are not real fine. It might be worth building a pair

ofgratings of the desired width and flipping between ver

tical and horizontal versions to see whether that width no

longer causes the display to flicker.

Spatial Inhomogeneity
Spatial inhomogeneity refers to the fact that the same

commanded luminance or brightness value at different

screen locations could lead to different luminance output.

For example, if the screen is covered with a plain white,

the brightness of that white is supposed to be the same all

across the screen. If your luminance is not constant, then

you might have variations in contrast that could add a

confound to such dependent measures as reaction time

and accuracy of detection (Krantz & Silverstein, 1990;

Sanders & McCormick, 1987). As Figure 2 shows, the lu

minance is not the same across the screen surface. The

data plotted in Figure 2 are from measurements taken

from one representative CRT, a standard high-resolution

17-in. monitor. The measurements are for white and the

three primaries, all at full intensity in a solid figure cov-
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Figure I. Ratio of luminance for a I-pixel-wide grating when oriented vertically versus when oriented horizontally. The
ratio is converted to percentages. The measurements were taken on seven CRTs (labeled 1-7) and on one LCD. The ratio
should be near 100% ifthere are no interactions between adjacent pixels.

ering over 90% of the screen surface. These data are plot

ted as a percentage change in the luminance from the dim

mest part of the screen. As you can see, the center of the

screen is the brightest region ofthe screen, with the edges

less bright (the blue gun is a bit more erratic). This pattern

is not uncommon on the CRT.The differences on this dis

play were up to 20% over the dimmest region ofthe screen.

While the LCD showed itself superior in terms of avoid

ing pixel interactions, this technology does not seem to

have better performance in terms ofspatial inhomogene

ity. I took the same measurements on a laptop screen,

which is a 12-in. 800 X 600 diagonal active matrix LCD.

On this screen, the luminance varied by over 40% across

the screen surface. In general, on this display, the brightest

regions were near the edges and the dimmest in the center.

Since LCDs are newer technology, these measures can

not be considered as standard, but certainly luminance

homogeneity cannot be assumed for LCD displays.

There are two ways to minimize the problems of spa

tial inhomogeneity: limit your stimuli to the center ofthe

display or use the corrections methods, such as those by

Cook, Sample, and Weinreb (1993) and Hu and Klein

(1994), to smooth out the spatial inhomogeneities. The

spatial inhomogeneities wilI change with different set

tings of contrast and brightness on the monitor, so these

settings need to be fixed during an experiment.

Aliasing
One of the most obvious differences between most

computer graphics and hand-drawn lines is the presence

ofsmall shifts in position in the computer line. Since the

pixels are on a square mosaic, when the line is not hori

zontal, vertical, or at 45°, it will have smalI "jaggies" where

it moves its position by a I-pixel step to make up for the

mismatch between the desired line and the computers abil

ity to draw that line. Because screen resolution has gone

up as displays have gotten better, the steps in the lines

have become smaller, but they have not disappeared. This

imperfection in the graphic image is called aliasing.
Aliasing arises when the desired image is beyond the sam

pling ability ofthe pixel mosaic. TechnicalIy, aliasing re

sults from putting an image on the screen that has spatial

frequencies that exceed the capability of the display.

Spatial frequency is a concept that relates roughly to the

size of the feature of an object or image. Features such

as sharp edges or fine details are made up of high spatial

frequencies. Features such as smooth gradients or large

general shapes are made up of low spatial frequencies.
The aliased spatial frequencies-those in an image

beyond the display's ability to reproduce accurately

wrap around and appear in the displayed image as lower

spatial frequencies, which are easily visible (Silverstein

et aI., 1990). Here is a nice interaction between display
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Figure 2. Relative luminance across the surface of one CRT for white (W) and the three primaries (RG B). The
luminance is expressed as a percentage of change from the dimmest region of the screen.

sampling and visual system sampling that works to the

detriment of the image quality of the stimulus. The jag

gies make sharp edges, and sharp edges are very notice

able by our eyes. Through lateral inhibition, edges such

as those in the jaggies are enhanced and stand out (Schiff

man, 1996). Take the classic Mach Bands as an example

(see Krantz, 1999, for several examples of this basic phe

nomenon). Perceptually, a great deal of aliasing appears

as effects ofthe individual pixels. Take the jaggies ofthe

diagonal line. The jaggies are 1 pixel in dimension, and

these discrete steps make the pixel structure visible. Con

trast this situation with viewing a photograph ofa natural

scene on a computer screen. Most natural scenes do not

contain aliases, since there are usually not really high

spatial frequencies in natural images to cause aliases. In

this case, the pixels are not visible at all, and the edges

ofobjects appear smooth and continuous, even when off

axis (Infante, 1985).

The best way to avoid jaggies is to bandlimit or anti

alias the image. In practical terms, that means to blur the

image a little bit. Using the technical terminology from

above, the range of spatial frequencies is limited to a

range that the display can produce. An antialiased line

has the same pixel steps in the line, but they are rendered

imperceptible because the edges of the line are dimmed

and the image does not have real sharp transitions. As a re

sult, the viewer is not made aware of the pixels when

looking at the line. The technique dims the sharp edges

below where they are noticeable (see the minimal con
tours demonstration by Krantz, 1999). Often, a gaussian

filter is used to bandlimit the image. The electron beam

on the CRT already does some bandlimiting ofthe image,

and it is approximately gaussian in shape (Lyons & Far

rell, 1989). Since computers and LCDs are capable of

only discrete luminance levels, the minimum number of

gray levels necessary to do good bandlimiting edges of

graphic images such as lines and alphanumeric charac

ters has been determined. Depending on the resolution of

the screen, a good rule of thumb is to use 3 bits or 8 lev

els between the line color or brightness and the back

ground (Krantz & Silverstein, 1989, 1990; Rogowitz,

1988).

TEMPORAL SAMPLING

There are three issues related to temporal sampling of

an image: rendering apparent motion, eliminating flicker,

and timing of a stimulus. Rendering apparent motion is

possible only because of the fact that our visual system

will respond to a quick sequence of static images in the

same way as for real motion (Schiffman, 1996). All that

is required is that the update ofthe still images meets the

needs of the visual system. Rendering apparent motion is

not a significant issue on modern displays. Theater films

update at 24 Hz and NTSC video at 30 Hz, and both give

very good apparent motion. The computer monitor's

frame rate of60 Hz or better is more than enough for get

ting good apparent motion. So no further discussion will

be given on this issue.

Flicker

The light levels of most artificial luminance sources

are not continuous but instead flicker on and off or at

least fluctuate between higher and lower levels of lumi

nance. Generally, this rate of flicker exceeds the capa

bility of our visual systems to detect it. This visual thresh

old is called the critical flicker frequency or critical fusion

frequency (CFF; Brown, 1965). The perception of flicker



is different from the update needed for apparent motion

showing that these are indeed separate perceptual func

tions. As noted above, update for movies is 24 Hz, but

the standard rate for the CFF is usually cited to be 60 Hz

(Brown, 1965). As is true ofmost artificial light sources,

the computer monitor is not on continuously but is on

briefly and offmost of the time between frames. The typ

ical duration of a phosphor in a CRT is 4 msec of the

16.7 msec between frames of a 60-Hz monitor (Bridge

man, 1998). So the monitor flicker rate should be fast

enough to eliminate the perception of flicker; however,

this standard threshold value does not take into account

many variables that affect our perception of flicker, such

as image size or image location. Generally, as the size of

the flickering stimulus increases in size, so does our sen

sitivity to flicker increase. Thus, as computer monitors

get larger, they will need to flicker faster than 60 Hz, which

has been the standard for so many years. It is recom

mended that the flicker rate ofa computer monitor be be

tween 66 and 120 Hz (Bridgeman, 1998).

Timing a Stimulus

It is often important to be able to state precisely how

long a stimulus has been displayed and when it appears

and is removed. The first timing issue results from the

fact cited in the last section that pixels are not on con

tinuously during a frame. In part, this blank period be

tween frames is necessary for the perception of clean

motion so that we do not integrate or average too much

of the two successive frames. If you watch motion on a

slow LCD or recall the scrolling oftext on the slow green

monochrome monitors of not many years ago, you can

appreciate how having a pixel on too long disrupts the

perception of motion.

However, researchers often do not take this blank pe

riod into account when reporting stimulus timing. Stim

ulus duration is usually calculated as d = nif(Bridgeman,

1998), where d is the stimulus duration, n is the number

offrames the stimulus is on, and f is the frame rate. How

ever, this equation does not take into account the decay

of the screen phosphor or the blanking between frames

on other display technologies. This equation assumes

that the stimulus is on the entire frame. A more accurate

determination ofstimulus duration is given by d = [(n-I)/

f) + P (Bridgeman, 1998), where d, n, and f are all the
same as above, and p is the persistence of the phosphor

(Bridgeman, 1998). Using 4 msec as the persistence and

a 60-Hz monitor, a couple ofexamples will show the po

tential magnitude of the errors involved. If the stimulus

lasts four frames, the traditional equation gives a result

ofd = nif= 4/.060 = 67 msec, and the corrected equa

tion gives a timing of d = (n-I)if + p = 3/.060 + 4 =
54 msec, which is a ratio of 1.24 or a 24% error in the

timing. In a tachistoscopic presentation ofone frame, the

proportional error is much larger. The traditional equa

tion gives a stimulus duration of 16.7 msec, but the ac

tual stimulus duration is 4 msec. The error is over 400%.

For long stimuli, the traditional calculation gives suffi-
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ciently accurate results, but many psychological experi

ments use a briefpresentation ofstimuli in which the du

ration of the pixel needs to be used in determining the

duration of the stimulus.

Some researchers might argue that, with very short

stimuli, the duration is not meaningful to measure. They

would argue that, for stimuli shorter than a certain dura

tion, only the total amount oflight energy in the stimulus

is relevant. They are referring to what is known as Bloch s
law or the Bunsen-Roscoe law (Barlow & Mollon, 1982).

This limit is about 30 msec for cones and about 100 msec

for the rods, according to many sources. The interpreta

tion ofthis finding is that all temporal information below

this level is lost as a result of the temporal summation by

an early level of the sensory system. However, Zacks

(1970) shows that this strict interpretation ofBloch's law

may not necessarily be the case. He was testing in the

dark, when the rods are active. Under these conditions,

he found that threshold stimuli of4 and 81 msec ofequal

energy were discriminable. In other words, the two stim

uli were of equal energy and below the limit for Bloch's

law. According to the strict interpretation of this law,

they should look identical, and yet they could be distin

guished from each other. This finding should not be too

surprising in that flicker is perceptible at a frequency be

low that predicted by Bloch's law, even when the cones

are considered. Thus, it seems that there may be many

different perceptual functions, each with its own time

constants. If this is the case, providing detailed temporal

information seems advisable at this point in time, as ad

vised by Bridgeman (1998).

The other potential source of error in timing a stimu

lus is a result ofthe multitasking environment of the mod

em computer (Diehl, 1995). Windows and the Macintosh

operating system do not give exclusive time to any job

but share time and resources ofthe central processing unit

across several tasks, many ofwhich are background tasks.

Normally, in an experiment where it is important to care

fully time a stimulus or measure reaction time, the pro

gram determines on which frame the stimulus is presented

and then begins the timing function with the next com

mand. However, since computer instructions are done se

quentially, the timing is not begun exactly at the same

time as when the stimulus is presented; however, if the

experiment is the only task being done by the computer,

this error ofa fraction ofa millionth ofa second is safely

ignored. In the multitasking environment, it is possible

for adjacent commands in one program to be separated

by a much larger period of time, and the frame during

which a stimulus is presented and the timing begun can

be separated by a much larger interval of time. Figure 3

reports some selected results from Myors (1999). In this

task, the computer program simply timed the counting of

35 frame refreshes on a 70-Hz monitor. In other words,

this timing task should last 500 msec. Each value repre

sents the mean of 1,000 trials on that system, and the

error bars are 2 standard deviations around the mean.

The same computer was used but with different operat-
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routine running in a DOS window set to the full screen but booted in the Windows 95 operating sys
tem, and Win NT 4.0 is the Windows NT 4.0 operating system. In all cases, the same computer was used.
The figure is developed from data in "Timing Accuracy of PC Programs Running Under DOS and
Windows," by B. Myors, 1999, Behavior Research Methods, Instruments, & Computers, 31, pp, 326-328.
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ing systems installed. As can be seen, when this task is

run on DOS or Windows 3.0 BASIC mode (Win 3.1 std)

or Windows 95 in DOS mode [Win 95 (DOS mode)], the

timing is accurate enough not to cause worry. The mean

errors are about 1-2 msec, and the width of the 2 stan

dard deviations about these means fall inside ofthe sym

bol (they actually are plotted). These operating system

modes are not multitasking, so the job of the counting is

the only task being performed by the computer. In these

cases, the accuracy ofknowing when the stimulus might

be presented can be very accurate. However,the true multi

tasking operating systems of Windows 3.1 enhanced

(Win 3.1 enh), Windows 95 [Win 95 (Full Screen)], and

Windows NT 4.0 (Win NT 4.0) all show large constant

and variable errors. All three operating systems mis

timed the interval on average and had large standard de

viations showing great trial-to-trial variability. Of the

two, the wide standard deviations are most disturbing,

making individual trial's measurement quite suspect.

Myors's (1999) study did not manipulate the priority of

the jobs, which could vary these results. However, these

data show a serious stimulus timing issue. As a result, it

is recommended that DOS mode be used when accurate

time is necessary. In addition, those experimental pack

ages built for Windows and Mac systems need to report

both method and results, showing their ability to time

stimuli in their manuals. The same should be required of

method sections of studies run on multitasking comput

ers. It should be noted that these timing errors are only

for the presentation of a stimulus. These errors will be

compounded by other possible errors in measuring reac

tion time as well (Myors, 1999).

LUMINANCE SAMPLING

On the computer monitor, discrete values are used to

determine luminance values. Values usually ranging from

oto 255 (8 bits) are used to indicate the luminance desired

on the screen. There are a separate 8 bits for each of the

primaries on most high-end monitors and occasionally

even more bits per primary. It would make life much eas

ier if these 256 values were constant luminance steps. It

would be easy to determine the luminance and contrast

ofyour stimulus, and, as mentioned above, these are im

portant values to know since they affect many behavioral

responses. However, the values of0-255 do not relate di

rectly to luminance. The first several values above 0 usu

ally do not generate much luminance and are essentially

lost. After that point, an exponential function is often

used to model the relationship between the computer val-



ues and the luminance for that color primary. The rela

tionship between the bit value and luminance for a pri

mary is often described by the function L = LO+a(V 

Vo)g, where V is the computer bit value, and VO is the base

line computer output. Vo is usually larger than 0 to ac

count for the fact that the first several bit values do not

contribute to the luminance on the display. The value of

a is a constant used for unit conversion, and g is referred

to as the gamma for that primary (g is typically near 2.3).

However, it is important to note that all ofthese constants

are affected by the settings of brightness and contrast on

the display and on the video card. In addition, these values

will be different for each of the primaries, so each pri

mary needs to be calibrated independently (see Olds,

Cowan, & Jolicoeur, 1999, for a procedure for determining

the gamma ofa system). These values are not fixed until

the display has warmed up, usually about 20-30 min (Me

tha, Vingrys, & Badcock, 1993).

CHROMATIC SAMPLING

The production and reproduction ofcolor on the CRT

is based on the trichromatic theory of color. This model
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Figure 4. The color gamut for a CRT shown on the CIE 1931
system. The large triangle is the color gamut for a CRT in the
dark. This represents the range of colors that the CRT can re
produce with no other light sources around. The middle triangle
is the gamut in a moderately lit lab with no external windows. The
small triangle is the gamut for the monitor with the same light
ing but when each color gun is at 30% intensity. Notice how in a
lab with lighting, the primaries are no longer constant.

COMPUTER PRESENTATION OF STIMULI 227

works as it matches the trichromatic front end of the vi

sual system, the three cone classes. The trichromatic the

ory of color is modeled in a set of equations developed

by the CIE, an international commission that sets stan

dards for lighting and illumination. The first set ofequa

tions was derived in 1931 with updates in 1960 and 1976

(Silverstein & Merrifield, 1985; Wyszecki & Stiles, 1967).

These equations are the basis ofmost systems ofcolor re

production and not just CRTs.

Part of the sampling of color on the CRT is the result

ofthe luminance sampling along the luminance range for

each primary. Since the luminance of each primary is a

set of discrete values, the range of colors that can be re

produced is a discrete set as well.

However, a more serious limitation of the color sam

pling comes from the choice of color primaries for the

system. Figure 4 shows color space as represented by the

1931 CIE system. The outer curve represents all possible

colors that are visible to the normal human visual sys

tem. Each color is indicated by a set ofx,y coordinates.

The corners of the large triangle presented a fairly stan

dard set ofprimaries found on CRTs (Silverstein & Merri

field, 1985). Color matching on the CIE system is much

like the old color wheel, often taught to children, in which

mixes fall between the colors being mixed. Thus, the tri

angle represents the range ofcolors that this color device

can reproduce. This triangle is called the color gamut for

this device. Notice that many colors are not possible to

reproduce on the color CRT represented in Figure 4. This

gamut is fairly representative of most CRTs.

The problem with this rather standard presentation of

the color reproduction capability of the CRT that I am

making in this paper is that these measurements are

taken in the dark, and we rarely view the monitor in the

dark. A portion of the light that falls on the display sur

face is reflected back to the viewer (Krantz, Silverstein,

& Yeh, 1992). This reflected light blends with the CRT's

light to change the color of the intended pixel in the same

way any other mixture works. Since most overhead lights

are generally a type ofwhite, this screen reflection serves

to wash out the color of the desired image. The middle

triangle represents what happens to the color gamut for

the central regions of a monitor in a moderately well lit

lab without any outside windows. The sun can be far

brighter than artificial illumination, so windows are poten

tially a greater threat to the color image on the screen

than overhead lighting can be. Even in this lab, the gamut

is measurably reduced toward desaturation. Now look at

the inner triangle, where the problem even gets worse.

Here is the color gamut in the same lighting conditions,

but the primaries are only on at 30% of their full inten

sity. There is the same lighting in the room, but it has

now made the color gamut unstable. The primaries do not

have the same coordinates for each intensity of the pri

mary as they do in the dark. Thus, the color I get for any

mixture is no longer easily predictable or stable.

If precision is needed in the color of the stimulus,

these changes could significantly affect the results. More

over, recall that, on CRTs, the center of the display is nor-
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mally the brightest region of the display. The gamut will

be constricted even more around the edges, and stimuli

thought to be the same color will have a different color

appearance at the edge of the display than at the center.

If possible, it is important to conduct studies using the

CRT in the dark (Neri, 1990).This conclusion is reinforced

by the results Agostini and Bruno (1996), who found that

the accuracy of the perceived stimulus is affected by the

illuminance or the amount oflight falling on the surface

of the display.

CONCLUSIONS AND RECOMMENDATIONS

In conclusion, the display is a sampling device that

samples in four dimensions: spatial, temporal, luminance,

and color. Each of these domains can alter the image and

interact with the way our own visual system samples the

image. In addition, the sampling does not approximate, in

analogy, the optimum ofthe probability sample that is de

sired in research for generalizing from sample to popula

tion. These deviations may become magnified perceptu

ally in the way the visual system acts. Problems in spatial

sampling result from the nature ofpixel addressing, band

width limits, spatial imhomogeneity, and aliasing. LCDs

will have fewer problems on some of these dimensions,

especially since their pixels are more independent ofeach

other. The major impact of temporal sampling is on tim

ing ofstimuli, which is due to the persistence of the pixel

between frames and the errors produced by the multitask

ing environment of the modern computer. The major

issue with luminance sampling is the need for researchers

to determine the gamma for each primary. The limits of

color reproduction due to the primaries used and glare are

the major factors to take into account regarding the chro

matic dimension of the stimulus.

Thus, the most basic recommendation is to calibrate

displays that are to be used for psychological research. If

the data are published, these calibration routines should

be better reported in the method sections. Metha et al.

(1993) and Olds et al. (1999) give some examples for

display calibration techniques. Brainard (1997) has a

nice bibliography on psychophysics that lists many arti

cles related to monitor calibration. The degree of cali

bration needed depends, to some extent, on the stimulus

requirements of the study. However, display calibration

needs to be much better reported in the method sections

of psychological research than is often the case. More

over, calibrations need to be done periodically, since

monitors change over time and settings such as bright

ness can be changed. In addition to calibration, monitors

should be warmed up for 30 min before the experiment.

The display is not stable until the warm-up period is com

plete (Metha et aI., 1993). Experiments should be run in

the dark because of the reflectivity of the CRT's surface.

LCDs do not respond to glare as much but, as a result, can

appear dim in a bright environment, and so they should

also be run in dark rooms.

Where calibration is not possible, such as on the Web,

use relatively high contrast images and avoid stimuli that

have very high spatial frequencies. Youdo not want images

that are real small or fine. A contrast ratio of the stimulus

to the background above about 3:1 does not alter many

behavioral responses such as accuracy and reaction time

(Krantz et aI., 1992). Thus, using very high contrast im

ages will meet this criterion on most, ifnot all, monitors.

It is also probably a good idea to use only simple varia

tions of color and luminance: The simpler the images,

the more faithfully a noncalibrated monitor can repro

duce the images. These recommendations will be espe

cially relevant for Web-based research where calibration

is impossible (e.g., Krantz, Ballard, & Scher, 1997).
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