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Abstract—Synchronization is a pre-requisite for many sensor
network applications. However, it remains challenging in sensor
networks due to both the limited resources and the dynamic
environments. In this paper, we propose a new two-phase
clock synchronization scheme. The first one is the external
clock synchronization phase, during which nodes update their
clock by exchanging timestamp messages with the reference
clock. Different from the conventional solutions, we propose to
directly remove the clock skew during the external synchroniza-
tion to achieve a higher synchronization accuracy and lower
computational complexity. The second one is the clock self-
calibration phase, as the accumulated clock skew will make the
synchronized clock drift away again, we need to compensate
the clock skew to maintain the clock synchronization accuracy.
However, the compensation is non-trivial as the clock skew may
not be constant due to the changing environment. Thus we
propose the temperature-assisted clock self-calibration (TACSC)
to dynamically compensate the clock skew according to the
working temperature. Extensive simulation demonstrates that
the proposed synchronization scheme can achieve a much lower
root mean square error in the external synchronization phase.
Furthermore, during the clock self-calibration phase, the TACSC
scheme can improve the synchronization accuracy by more than
one order of magnitude, which is verified by both simulation and
testbed experimentation.

Index Terms—Time synchronization, clock skew, wireless sen-
sor networks.

I. INTRODUCTION

H
AVING a synchronized clock, i.e., all nodes having a
common notion of time, is one of the most fundamen-

tal requirements in wireless sensor networks [1]–[3]. Clock
synchronization is critical for data transmission, localization,
sleep scheduling and information fusion, etc. However, due to
the imperfect crystal cutting and clock circuit, the output value
of a node’s local clock, namely the local time, is often different
from others’ local time, leading to the clock offset. An
unregulated clock offset will degrade the network performance
and even endanger the proper network functioning.

Clock synchronization, the process of removing the clock
offset w.r.t. the reference clock, still remains a challeng-
ing issue [4]–[8]. First, sensor nodes usually have limited
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computational capacity and power supply and thus the syn-
chronization algorithms for sensor networks should be with
moderate computational complexity and communication over-
head. Besides the limited resources, in many sensor network
applications such as environment monitoring, wild animal
tracking, surveillance systems, etc., the environments sur-
rounding sensor nodes are usually highly dynamic and/or even
hostile. Thus the environment information must be considered
to improve the synchronization of sensor nodes.

In modern electronic systems, a crystal oscillator is usually
used to generate the clock ticks, which are periodical signals
with certain frequency. However, the output frequency of the
clock tick is not always the same as the nominal frequency
changes according to the working temperature. The deviation
of the output frequency results in different clock tick durations
and thus the clock skew, which is the instantaneous clock drift
rate between two or more clocks. It is the inherent reason for
clock de-synchronization [9]. The output value of a clock is
the counting number of its ticks and therefore the effect of
clock skew will be accumulated and lead to an unbounded
clock offset. Thus the clock needs to be re-synchronized to
maintain the clock synchronization accuracy. It is obvious
that if we can estimate and compensate the clock skew, we
can improve the clock synchronization accuracy and therefore
prolong the clock re-synchronization period [10]. However, the
estimation on the clock skew is non-trivial because the output
frequency of a crystal is affected by the working temperature
of sensor nodes, which may not be stable [11]. Furthermore,
the reference clock may also be temporarily unavailable due
to the movement of sensor nodes.

We propose a two-phase clock synchronization scheme in
this paper. The first phase is the temperature-assisted external

clock synchronization, during which the local node exchanges
timestamps to eliminate the clock offset. Different from the
previous solutions which try to estimate both clock offset and
clock skew simultaneously, such as using the maximum likeli-
hood estimators [9], [12], we propose to leverage the relation-
ship between the clock skew and the temperature to estimate
the current clock skew, which allows us to directly remove
the clock skew and thus improves the clock offset estimation
accuracy and reduces the computational complexity. During
the second phase, there is no timestamp exchanged and the
time is updated by the local clock only. Therefore, we propose
the temperature-assisted clock self-calibration (TACSC), with
which the clock skew is dynamically compensated according
to the current working temperature.
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The main contributions of this paper are threefold. First,
we propose to directly remove the clock skew during a clock
synchronization process by exploring the relationship between
the crystal frequency and the working temperature. It can
not only improve the estimation accuracy but also reduce the
computational complexity. Second, during the period when the
local clock cannot obtain the timestamps from the reference
clock, we propose the TACSC scheme to dynamically compen-
sate the clock skew. Thus we can maintain the synchronization
of the local clock and therefore significantly prolong the
period between two synchronization processes under certain
synchronization error tolerance. The proposed TACSC scheme
relies on local information only and does not require any
timestamp exchange, and thus the communication overhead in
clock synchronization is reduced. Third, extensive simulation
and testbed verification are conducted to demonstrate the
efficacy of the proposed scheme. For the synchronization
phase, the proposed scheme can reduce the mean square
error (MSE) of clock offset estimation by more than 50%. For
the duration when there is no timestamp message exchanged,
the proposed TACSC scheme can reduce the synchronization
error by more than one order of magnitude.

The rest of the paper is organized as follows. Section II
introduces the related work. The important notations and
system model are summarized in Section III. The clock skew
estimation and the temperature-assisted clock synchronization
schemes are presented in Section IV. Performance evaluations
by simulation and experiment are given in Section V, fol-
lowed by concluding remarks and further research issues in
Section VI.

II. RELATED WORK

In the previous research work, many clock synchronization
approaches have been proposed for different scenarios. For
example, the Network Time Protocol (NTP) [13] has been
widely used in the Internet, which allows computers to extract
the timestamp information from NTP packets to update their
local clocks. However, it is not well suited for sensor networks
due to the complexity. The Timing-sync Protocol for Sensor
Networks (TPSN) was proposed for sensor networks instead
in [14] to correct the clock offset. However, this scheme
requires frequent re-synchronizations because it does not com-
pensate clock skew, which makes the clock drift away quickly.
The Flooding Time Synchronization Protocol (FTSP) [10] has
been proposed for multi-hop wireless networks. It calculates
the clock skew in a moving window and uses linear-regression
algorithms to mitigate both clock offset and clock skew in a
hierarchical way. FTSP takes the clock skew into account.
Therefore, it can achieve a relatively high synchronization
accuracy. In [15], an interesting scheme called FLIGHT was
proposed, which can explore the light intensity changes with
a stable period that equals half of the alternating current to
perform clock synchronization in the indoor environment.

With the estimation of clock skew, it can be removed and/or
compensated to improve the synchronization accuracy and/or
prolong the re-synchronization period. A linear optimization
problem was formulated and solved to estimate clock skew
in [16]. A convex hull algorithm for both offline and online
clock skew estimation was proposed in [17], and it was also

used for clock skew mitigation. In [12], the joint estimation
of clock offset and clock skew with unknown synchronization
delay was addressed. In [18], a direct clock skew removal
technique was proposed. However, the relationship between
clock skew and working environment has not been considered
in their work, and the skew estimation using a moving window
might not be able to track the change of clock skew accu-
rately. In [11], the authors proposed an interesting on-demand
synchronization scheme that can give an uncertainty analysis
of the clock skew estimation and compensation. According
to this uncertainty analysis, the synchronization error can
be statistically estimated and therefore the resynchronization
can be triggered wisely. However, since this scheme ignored
the impact of temperature, the analytical model can only
work well in a stable environment. As demonstrated in [19],
[20], clock skew changes dramatically when the working
temperature changes.

In general, crystal oscillators are sensitive to the temper-
ature and the changing temperature will deviate their output
frequency. Although the temperature compensated crystal os-
cillator (TCXO) can compensate the temperature effect, e.g.,
MAXIM DS32KHz, the cost is still too high ($2.81 each
at the volume of 1K [21]) for the low-cost sensor nodes.
Besides, the TCXO also increases the circuit complexity,
energy consumption and footprint of wireless devices. In
addition, the TCXO cannot totally eliminate the clock skew
instability w.r.t. temperature (e.g., up to ±7.5ppm [21]). Thus,
we are motivated to devise low-cost, flexible software-based
solutions.

In [22], a temperature-compensated time synchronization
algorithm was proposed to compensate the clock skew ac-
cording to the environment temperature. Since it dynamically
compensates the clock skew, it can achieve a longer re-
synchronization period. The limitation of that work is that
the adopted clock skew estimation algorithm treats the clock
skew as a stationary random process, which may not be true
in dynamic environments.

Different from the previous approaches, in this work, we
first explore the relationship between clock skew and dynamic
temperature, and propose to estimate the clock skew with
the assistance of temperature information. According to the
estimation of clock skew, we directly remove it in the external
clock synchronization phase, which results in both higher
synchronization accuracy and lower computational complexity
for clock offset estimation. In the clock self-calibration phase,
we use the correlation between temperature and clock skew to
compensate the instantaneous clock skew, so it can maintain
the clock synchronization level for a much longer duration
without exchanging timestamp messages. The proposed so-
lution can be easily extended to any other wireless devices
equipped with temperature sensors.

III. TEMPERATURE-ASSISTED CLOCK SKEW ESTIMATION

A. Notations

For presentation clarity, we first define the important terms
used in this paper, which are consistent with our previous
work [19].

Clock is the device to measure time. It consists of a periodic
component that ticks at a given frequency and a counter that
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counts the number of ticks from a starting time instant. Denote
by CA(t) the output value of clock A at a given reference time
instant t.

Clock frequency is the frequency of clock signal generated
by the clock circuit, which is usually determined by the
crystal and the corresponding peripheral circuit components.
Let f(T ) denote the actual output frequency of clock circuit
at temperature T . It may not be the same as the nominal
frequency fn with perfect crystal and peripheral circuit at the
targeted temperature. The difference of f(T ) and fn results
in the clock skew, which will be discussed soon.

Clock offset is the difference between the reported time of
two or more clocks. If the time reported by clock A and clock
B are CA(t) and CB(t), respectively, the offset of clock A
w.r.t. clock B can be written as

θAB(t) = CA(t)− CB(t). (1)

Clock skew is the differential coefficient of the clock offset.
The clock skew reflects the difference of tick durations of two
or more clocks, and is denoted by

αA
B(t) =

dθAB(t)

dt
≈

θAB(t+ τ(t)) − θAB(t)

τ(t)
, (2)

where τ(t) is the sampling interval.
Using a uniform sampling where τ(t) = τ , the clock offset

and clock skew can be discretized as

θAB[n] = CA[n]− CB[n], (3)

and

αA
B[n] =

θAB [n+ 1]− θAB[n]

τ
. (4)

B. Crystal Oscillator

With its low cost, relatively good stability and accuracy,
crystal oscillator is widely used in modern electronic sys-
tems, especially in embedded systems, e.g., the Mica2 sensor
nodes [23] are equipped with the 32KHz crystal SE2412CT-
ND [24], a tuning fork crystal unit. The output frequency
of the clock circuit depends on the crystal, i.e., the shape
or the cut of the crystal, and the peripheral devices, such
as the capacitor [20]. However, due to the imperfect cutting
techniques and the load capacitance of the peripheral circuits,
the actual output frequency f(T ) may not be the same as
the nominal frequency fn even at the targeted temperatur
T [20] (typically between 20°C∼ 25°C [24]).

Besides, the output frequency is also highly related to the
working temperature and is usually modeled as a parabolic
function w.r.t. temperature as

f(T ) = f(T0)(1 − β(T − T0)
2), (5)

where β is the parabolic coefficient (or temperature coeffi-
cient) and T0 is usually called the turn-over temperature (might
be different from the targeted temperature). This model has
been verified by measurement results and is widely used
in both academia and industry [20], [24]–[30]. A common
parabolic coefficient for a regular 32KHz tuning fork crystal
is around 0.035±0.01ppm/°C [24], [25]. It indicates that the
crystal will resonate close to f(T0) when the temperature is
close to T0, and it will slow down when either the temperature
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Fig. 1. Frequency vs. temperature quadratic curve fitting.

increases or decreases from the turn-over temperature. As
f(T ) over T is a quadratic function, it is sensitive to the
operating temperature, e.g., if T − T0 = 10°C, the frequency
drift can be up to 4ppm (around 4µs per second). Specifically,
our empirical measurement results indicate the values of β for
our testbed sensors fall in the range of 0.034±0.001ppm/°C,
as shown in Fig. 1.

In the measurement, we let the Mica2 sensor node, which
is connected to a laptop (DELL Latitude E5400) via a serial
cable, send the timestamp message along with the temperature
measurement (from the temperature sensor) to the laptop
periodically, e.g., every 10 seconds. The time duration is
measured by the sensor node and is represented by tsensor . At
the laptop side, whenever it receives the timestamp, a system
level interrupt will be triggered and the time will be recorded.
The duration between the two timestamp messages, which is
measured by the laptop and is represented as tlaptop, may not
be the same as tsensor due to the clock skew between the
sensor node and the laptop. Let ∆d represent the difference
between tsensor and tlaptop, which are measured by the laptop
and the sensor node, respectively. Hence, we can obtain the
clock skew measurements by dividing ∆d by tlaptop.

The clock output is the count of clock ticks, and the duration
of a clock tick is determined by the frequency of the crystal
oscillator. Therefore, the difference between f(T ) and fn
results in a clock skew of

α(T ) = fn/f(T )− 1. (6)

Given the fact that the temperature sensor becomes the
standard element of many sensor boards [31], we can substi-
tute the measured temperature (may contain noise) into (5)
to estimate the current clock frequency and to obtain the
corresponding clock skew by (6). Since the measurement of
temperature is noisy, it will result in the estimation noise in the
frequency and clock skew estimation, which will be discussed
in Section III-C.
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C. Clock Skew Estimation

As mentioned in Section III-B, we can estimate the crystal
output frequency based on (5) and the current working tem-
perature. Then the clock skew can be estimated by (6). Since
the temperature information from the temperature sensor also
contains noise, it will introduce errors in the crystal frequency
estimation and thus the clock skew estimation. Similar to the
majority of existing research efforts [32], [33], we assume that
the temperature measurement noise δT is 0 mean with the
variance of σ2

T . We analyze the estimation error performance
first and demonstrate that the estimation accuracy is related to
the current working temperature.

As presented in Section III-B, the output frequency of
a crystal can be captured by a quadratic function w.r.t.
temperature. Therefore, an intuitive solution is to substitute
the measured temperature into (5) to obtain the frequency
estimation. However, this estimation is biased.

Lemma 1: The frequency estimation f̂(T ) obtained by sub-
stituting the measured temperature into (5) is not an unbiased
estimation of the actual frequency f(T ) at temperature T .

Proof: The measured temperature T̃ is expressed as

T̃ = T + δT , (7)

where T denotes the actual temperature and δT is the mea-
surement noise as mentioned before. Therefore, the estimation
of frequency directly from (5) is

f̃(T ) = f0(1− β(T̃ − T0)
2). (8)

Then, we obtain the mean value of the frequency estimation
at temperature T as

E[f̃(T )] = E[f0(1− β(T̃ − T0)
2)]

= f0 − f0βE[((T + δT − T0)
2)]

= f0 − f0βE[(T − T0)
2 + δ2T + 2δT (T − t0)]

= f0(1− β(T − T0)
2)− f0βσ

2
T .

(9)

As we know, the actual crystal output frequency at T should
be f0(1−β(T −T0)

2) [20], [24], [25], which is different from
E[f̃(T )] as we calculated above. This finishes the proof.

From the proof of Lemma 1, we can see that the difference
between E[f̃(T )] and f(T ) is −f0βσ

2
T , which can be cali-

brated prior to the deployment stage. Therefore, we can take
it into consideration and obtain the unbiased crystal output
frequency estimation.

Theorem 1: The unbiased estimation of crystal output fre-
quency based on the temperature measurement is

f̃ = f0(1− β(T̃ − T0)
2) + f0βσ

2
T , (10)

and the mean value of the estimated frequency is E[f̃(T )] =
f(T ).

The proof of Theorem 1 is similar to that of Lemma 1 and
therefore is omitted here due to the space limit.

The estimation error of the crystal output frequency at
certain temperature is also a random variable and we can
calculate the corresponding variance as

σ2
f(T ) = E[(f̃ − f̄)2]

= E[(f0(1− β(T̃ − T0)
2)− f0(1 − β(T − T0)

2))2]

= f2
0β

2(3σ4
T + 4(T − T0)

2σ2
T ).

(11)
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Fig. 2. Variance of clock skew estimation error.

From (11), the variance of the frequency estimation error is
also related to temperature, and the further away from the
turn-over temperature T0, the larger the variance is.

From (6), we can obtain the current clock skew based on
the estimation of the crystal output frequency

α(T ) =
fn

f̃(T )
− 1. (12)

Unfortunately, we cannot obtain the closed-form expression
of the mean value and variance of the estimation error of the
clock skew. The clock skew estimation obtained from (12)
can be biased. However, from the numerical results, the mean
value of the clock skew estimation error is below 10−10

level (below 10−9 from experiments), which is negligible.
For the variance of the clock skew estimation error, we find
that it can be well captured by a quadratic function w.r.t.
temperature by numerical results and experiments, as shown
in Fig. 2 and Fig. 3, respectively. It has the same trend as
the frequency estimation error, i.e., the further away from
the turn-over temperature T0, the larger the estimation error
variance. This is because the parabolic parameter errors and
the temperature measurement noise have larger impact on
the frequency estimation and therefore on the clock skew
estimation. We will evaluate its impact on the synchronization
performance through simulation in Section V.

Discussions: The clock skew changes in dynamic environ-
ments. To address this challenge, we advocate to estimate
clock skew in advance based on the relationship between
crystal output frequency and the temperature. Besides the
temperature measurement error, the errors contained in the
parabolic parameter β, the actual turn-over temperature T0 and
the corresponding crystal output frequency f(T0) also affect
the clock skew estimation performance. These parameters can
be obtained by pre-deployment system profiling [20] or by
the curve fitting from the online clock skew estimation [19].
We will evaluate the impact of the imperfect parameters in
Section V.
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IV. TWO-PHASE TEMPERATURE-ASSISTED

SYNCHRONIZATION AND SELF-CALIBRATION

In this section, we present the design of the two-
phase temperature-assisted clock synchronization and self-
calibration algorithm. We first estimate the clock skew accord-
ing to the relationship between the crystal output frequency
and the working temperature, as presented in Section III-B.
Then it can be directly removed in the external synchroniza-
tion phase and also dynamically compensated thereafter till
the following re-synchronization. Different from the previous
work [11], [12], [20], [22], we take the environment informa-
tion into account.

A. External Clock Synchronization Phase

Clock synchronization is the process to mitigate the clock
offset among two or multiple clocks based on the timestamps.
During this phase, local nodes exchange timestamp messages
with the reference clock as presented in Section IV-A1 and
the procedure is shown in Fig. 4.

1) Two-way Timestamp Exchange: The two-way timestamp
exchange mechanism between the local node and the reference
node is usually adopted to estimate the clock offset [12], [34],
as shown in Fig. 4. Several timestamps might be exchanged
to achieve a higher clock offset estimation accuracy, in order
to eliminate the measurement noise caused by delay, clock
jitters, and so on.

In Fig. 4, θ0 is the initial clock offset to be estimated. The
absolute value of clock offset might change as time elapses
due to the clock skew, i.e.,

θ(∆t) = θ0 + α(T )∆t, (13)

where the clock skew α(T ) can be assumed as a constant
during the timestamp exchanges, since the timestamp message
exchange can be finished within a very short time. In the
ith round of timestamp exchange, node A first sends the
timestamp t

(i)
A,1 at t(i)A,1 + dp,A, where dp,A is the processing

and queuing delays at node A. The message arrives at node B
at t(i)B,1 − dp,B and node B records the time t

(i)
B,1, where dp,B

Fig. 4. Two-way timestamp exchange.

is the processing and queuing delays at node B. The reply
message contains timestamp t

(i)
B,2 and is sent at t(i)B,2 + dp,B

along with the previous recorded timestamp tiB,1. Then node
A records the reception time of the reply message as tiA,2.

Denote D1[i] as the difference between the timestamps tiA,1

and tiB,1, i.e., D1[i] = tiB,1−tiA,1. However, we cannot simply
use D1[i] as the estimation or measurement of clock offset
θ[i], since there are several delays introduced in different
stages during the message transmission, which make it deviate
from the actual clock offset. Instead, the clock offset can be
expressed as

D1[i] = θ1[i] + (1 + α(T ))(tc[i] + tt[i] + tp[i]), (14)

where θ1(i) = θ0 + α(T )(tiA,1 − t0A,1) denotes the current
clock offset; tc[i] and tp[i] are the message construction delay
at the sender side and the processing delay at the receiver side,
respectively; tt[i] is the propagation delay. tc[i] and tp[i] may
be different from system to system due to the CPU capacity
and the system load. Their variations are usually at µs level
or even smaller, by setting the corresponding processes at a
high priority. Hence, we can approximate them as constants
and their variations can be included in the system observation
noise. tt[i] can also be approximated as a constant if the
channel is stable, and thus its variance can be included in the
system observation noise as well. Therefore, we can attribute
all these delays as a constant delay d1 plus a zero-mean
random variable and rewrite D1[i] as

D1[i] = θ1[i] + (1 + α(T ))(d1 + ωd,1[i]), (15)

where ωd,1[i] is the delay jitter during the transmission from
node A to node B. Similary, let D2[i] denote the difference
between timestamps tiB,2 and tiA,2, i.e., D2[i] = tiB,2 − tiA,2,
and it can be written as

D2[i] = θ2[i]− (1 + α(T ))(d2 + ωd,2[i]), (16)

where ωd,2[i] is the delay jitter during the transmission from
node B to node A. Since the aforementioned process happens
within a short period, we assume that the delay is symmetric,
i.e., d1 = d2 = d as in [9], [12]. Therefore, we can model this
two-way timestamp exchange as

D1[i] = t
i
B,1 − t

i
A,1

= θ0 + α(T )(tiA,1 − t
1

A,1 + (1 + α(T ))(d+ ωd,1[i]),

D2[i] = t
i
B,2 − t

i
A,2

= θ0 + α(T )(tiA,2 − t
1

A,1)− (1 + α(T ))(d+ ωd,2[i]),

(17)
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where ωd,1[i] and ωd,2[i] are assumed to be zero mean
independent Gaussian distributed random variables with vari-
ance σ2

d , which has been experimentally verified in [35].
If the two-way timestamp exchange is conducted for N
rounds, we can obtain a sequence of recorded timestamps
as {t1A,i, t

1
B,i, t

2
A,i, t

2
B,i}

N
i=1. Then, the clock offset θ0 can be

estimated based on these N equation sets similar to (17) by
different algorithms [9], [12].

2) Temperature-assisted Clock Synchronization: Based on
the two-way timestamp exchange, we can obtain a sequence
of equation sets as (17). Because the timestamp exchange
can be accomplished within a short period, similar to existing
research efforts [9], [12], we simplify the investigation by as-
suming the two-way transmission between the local node and
the reference node undergoes the same delay with independent
delay jitters. We can rewrite the two-way timestamp exchange
model (17) by adding the two equations together, and the new
model is

D1[i] +D2[i] = 2θ0 + α(T )(tiA,1 + tiA,2 − 2t1A,1)

+(1 + α(T ))(ωd,1[i]− ωd,2[i]). (18)

Different from the previous work which tries to estimate both
clock offset θ0 and clock skew α simultaneously, such as using
maximum likelihood estimators [9], [12], we leverage the
temperature information to estimate clock skew, as presented
in Section III-C. Then we directly remove the clock skew
accordingly to improve the clock offset estimation accuracy.
On the other hand, since we only need to estimate clock
offset instead of two unknown variables, we can reduce the
computational complexity of the estimator. Let α̃(T ) denote
the estimated clock skew, we can obtain the ith clock offset
estimation θ̃0[i] from (18) as

θ̃0[i] =
1

2
[D1[i] +D2[i]− α̃(T )(tiA,1 + tiA,2 − 2t1A,1)]. (19)

As we mentioned before, the two-way timestamp exchange is
conducted multiple times sequentially to smooth the noise out.
Therefore, the estimation of clock offset θ0 is

θ̃0 =
1

2N

N∑

i=1

θ̃0[i], (20)

where N is the number of the two-way timestamp. This
estimator only involves scalar operations. From (18) and (20),
we can see that there are 9N add operations and N multiply
operations involved, which is much simpler than the previous
work [9], [12], where there are at least 14N add operations
and 7N multiply operations.

B. Clock Self-calibration Phase

As the timestamp messages may not be always available due
to the communication overhead or when the reference clock
is temporarily unreachable, especially for WSN applications.
Therefore, the sensor node needs to maintain the synchroniza-
tion by its local clock. Unfortunately, as we discussed before,
the uncompensated, time-varying clock skew will make the
clock offset drift away quickly and unbounded.

An effective compensation of clock skew can improve
the clock synchronization accuracy and prolong the clock

re-synchronization period and thus less-frequent timestamp
exchange is needed, which is particularly desirable for
WSNs where communication cost is high and frequent
re-synchronization may not be feasible due to mobility,
sleep scheduling, etc. However, as demonstrated in previous
work [19], [20], [22] and in the crystal datasheet [24], [25],
the clock skew is not constant and varies with the surrounding
environment. Therefore, the compensation of clock skew for
WSNs is non-trivial, so we propose the temperatur-assisted
clock self-calibration (TACSC) scheme which takes the tem-
perature information into account to dynamically compensate
clock skew.

During the self-calibration phase, a local variable θ̃[n] is
used to indicate the estimated clock offset in the n-th time slot,
which is the accumulated clock skew since the last external
synchronization phase. Due to the thermal inertia, temperature
usually does not change quickly in a small time period, such
as a few seconds. We assume that clock skew does not
change during one sampling period. Thus, the instantaneous
temperature measurement can represent the temperature for
the whole sampling period. We can use the current temperature
to obtain the instantaneous clock skew α̃(Tn). Then we can
update the estimated clock offset as

θ̃[n] = θ̃[n− 1] + τα̃(Tn) = θ̃0 + τ

n∑

i=1

α̃(Ti), (21)

where Ti is the temperature measurement in the ith slot and τ
is the temperature (clock skew) sampling duration. As proved
in [11], (21) is an unbiased estimation of clock offset θi[n].
We are also interested in its error uncertainty.

Theorem 2: The variance of the clock offset estimation
by (21) at N th slot is

σ2
θ[N ] = σ2

θ0
+ τ2

N∑

i=1

σ2
α(Ti)

, (22)

where σ2
θ0

is the variance of clock offset estimation in the
external synchronization phase.

Proof: The true value of clock offset at the N th time slot
is

θ[N ] = θ0 + τ

N∑

i=1

α(Ti). (23)

Therefore, from (21) and (23), the clock offset estimation error
is

δθ[N ] = θ̃[N ]− θ[N ] = δθ0 + τ

N∑

i=1

δα(Ti), (24)

where δθ0 is the estimation error in the external clock synchro-
nization phase and δα(Ti) is the clock skew estimation error.
Therefore, from (24), we have the error variance as

σ2
θ[N ] = σ2

θ0
+ τ2

N∑

i=1

σ2
α(Ti)

.

This finishes the proof.
From Theorem 2, given the elapsed time of TACSC (∆t =

Nτ ), we can see that a smaller sampling period τ leads
to a smaller error variance at the cost of a higher energy
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consumption. Without loss of generality, we set the sampling
period τ as 1s for simplicity in simulation.

Given the estimation of clock offset θ̃[n], we can compen-
sate it to the local clock as follows:

Ci[n] = Ci[n]− θ̃[n]. (25)

Given the unavoidable clock offset and clock skew estimation
errors, the clock will eventually drift away but at a much
slower pace, as we will show in Section V.

V. PERFORMANCE STUDY

In this section, we first present the numerical results of the
clock offset estimation, i.e., the results of the external clock
synchronization phase. We then evaluate the performance of
the proposed TACSC scheme by simulation and by experi-
ments using our sensor testbed.

A. Performance of the External Clock Synchronization Phase

The external clock synchronization is based on the two-way
timestamp exchange shown in Fig. 4. The transmission delay
D and the standard deviation of delay jitter σD are set as
100ms and 10µs, respectively. The temperature measurement
noise is zero mean Gaussian distributed with the variance
σ2
T = 0.1. Considering the tuning folk crystal oscillator used

in Mica2 nodes [23], the nominal frequency is 32,768Hz
and the parabolic parameter β is set to 0.04ppm. The turn-
over temperature and the corresponding output frequency are
25°C and 32, 768.5Hz, respectively.

The root mean square errors (RMSE) of the clock offset
estimation based on the two-way timestamp exchange are
shown in Fig. 5. We compare the proposed temperature-
assisted external clock synchronization scheme with the ex-
isting solution [12], which tries to estimate the clock offset
and clock skew simultaneously. We also evaluate the Cramer-
Rao Lower Bound (CRLB), assuming that there is no clock
skew, as a benchmark [9]. As presented in Section III-B,
the estimation variance of clock skew is also related to the
temperature, which will affect the synchronization accuracy.
Therefore, we evaluate the synchronization performance under
different temperatures (0°C and 10°C).

From Fig. 5, without the parabolic parameter error, the pro-
posed temperature-assisted synchronization can significantly
outperform the existing algorithm and reduce the RMSE by
more than 90% and close to the performance bound. This is
because the previous solutions estimate the clock offset and
clock skew simultaneously, while we only need to estimate
the clock offset and therefore the information contained in the
measurements is dedicated to one unknown variable. Besides,
the computational complexity is reduced. We just show the
results at T = 0°C and omit the results at T = 10°C, which
largely overlap with the performance bound.

In reality, in order to obtain the parameters that define the
parabolic function of crystal output frequency v.s. temperature,
i.e., f0, T0 and β, we need clock skew values w.r.t. differ-
ent temperature values as the training data. We can obtain
the parabolic parameters with at least three clock skew v.s.
temperature estimation pairs, and the estimation accuracy will
be improved with more training data. Then we can use the
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Fig. 5. Clock offset estimation, without parabolic parameter error.
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Fig. 6. Clock offset estimation, with parabolic parameter error.

minimum mean square error (MMSE) algorithm to estimate
these parabolic parameters. However, such estimation also
contains errors, which will affect the synchronization perfor-
mance. The standard deviation of the clock skew estimation
error can be as low as 10−2µs [11], [19]. Assuming that
the standard deviation of the clock skew estimation error
is 0.1µs and that of the temperature is 0.1°C, we used 8
clock skew v.s. temperature pairs as the training data set
to estimate the parabolic parameters and then use them to
dynamically estimate the crystal output frequency and thus the
corresponding clock skew. From the results shown in Fig. 6,
we can see that the RMSE is lower at T = 10°C than that at
T = 0°C. This is because that the parabolic parameter errors
have a larger impact at the temperature further away from
the turn-over temperature (25°C). Besides, the variance of the
clock skew estimation error is also larger at T = 0°C than
that at 10°C. Nevertheless, even with the estimation errors in
parabolic parameters, the proposed scheme can still signifi-
cantly outperform the existing algorithm.
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Fig. 7. Simulation data for TACSC.
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Fig. 8. Temperature-assisted clock self-calibration, without parabolic param-
eter error.

B. Performance of the Clock Self-calibration Phase

To evaluate the performance of the TACSC scheme and
compare it with the constant skew compensation solution, we
generated simulation data as shown in Fig. 7, which simulate
the temperature changing from the sunset to midnight (summer
time, Victoria, BC) and the corresponding clock skew. We
set the sampling period T to be 1 s. We set the parabolic
parameter of the sensor node, where β is 0.03469ppm, f0 is
32, 767.41Hz and T0 is 26.4°C. The variance of the tempera-
ture measurement is set as σ2

T is 0.01.
The results of TACSC and the constant clock skew com-

pensation are compared in Fig. 8. As shown in the figure,
the constant clock skew compensation only works for certain
circumstances and the performance degrades severely once
the working environment changes because it cannot adaptively
compensate the changing clock skew. On the other hand, we
can see that the clock offset is well compensated using the
proposed TACSC and the clock synchronization error is more
than two orders of magnitude lower than that by the constant
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Fig. 9. Temperature-assisted clock self-calibration, with parabolic parameter
error.
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Fig. 10. Training trace.

compensation algorithm.
Different from the external synchronization phase, the

TACSC scheme is more sensitive to the errors of parabolic
parameters. As demonstrated in Fig. 9, the mean synchroniza-
tion error of TACSC is up to 160µs, which is much higher than
that in Fig. 8 (less than 15µs). This is because the clock skew
estimation error caused by the imperfect parabolic parameters
will be accumulated over a much longer calibration phase.
However, the synchronization error of the proposed TACSC
scheme is still much lower than that of the constant clock
skew compensation scheme, which is up to 0.115s, and the
improvement is about three orders of magnitude.

We also conducted experiments using the Mica2 testbed to
demonstrate the applicability and feasibility of the proposed
scheme in a real world. The experiment setup is the same as
that presented in Section III-B. We used the temperature and
clock skew measurements shown in Fig. 10 as the training
dataset to obtain the clock skew v.s. temperature and estimate
the parabolic parameters by curve fitting. Then, several months
later, we used the same sensor and the laptop (DELL Latitude
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Fig. 11. Verification trace.
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Fig. 12. Verification results.

E5400) to conduct the same measurement, where the sensor
was working in the outdoor environment in Victoria, BC,
and the traces of temperature and clock skew are shown
in Fig. 11. According to the parabolic parameters estimated
by the training data, we can estimate the crystal output
frequency (clock skew) and then dynamically compensate the
clock skew of the sensor node.

The compensation results are shown in Fig. 12. From the
figure, the clock offset by TACSC is much lower than those
without compensation or with a constant skew compensation.
The clock offset by TACSC is always below 8.5ms over the
88, 593s (more than 24h) test duration, which is an order of
magnitude improvement to the constant skew compensation,
where the clock offset is up to 95ms.

On the other hand, it is not surprising that the experiment
results are worse than those of simulations due to the following
reasons. First, the temperature measurement noise may not
always be Gaussian in practical systems, which will degrade
the estimation accuracy. More importantly, we used a laptop
in a lab environment as the reference node, as the clock of
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Fig. 13. Clock offset estimation in the multi-hop network.

the laptop is much more stable than that of the sensor node.
However, the laptop clock circuit also suffers from thermal
noise and other uncertain factors, and the lab room temperature
is not constant as our lab has no temperature control, which
also introduces errors. Furthermore, the estimation error of
parabolic parameters will be accumulated. These imperfect
practical conditions degrade the performance of the clock skew
estimation in the real test. Even with these impairments, the
test results show that TACSC can meet our design objective,
i.e., reduce the clock offset and prolong the re-synchronization
period by an order of magnitude, and its performance is
reliable over several months (and probably longer).

C. Performance in Multi-hop Networks

We have demonstrated the effectiveness of the two-phase
clock synchronization for pair-wise synchronization. As the
WSN applications usually involve a large number of sensor
nodes which may not be all reached by one-hop communica-
tions and thus the multi-hop communication is adopted to let
the reference clock information propagate to the entire net-
work [34], [36]. However, the clock synchronization accuracy
will degrade as the number of hops increases. Therefore, the
scalability issue is a grand challenge in WSN synchronization.
To evaluate the performance of the proposed scheme, we
conduct a simulation study with a multi-hop network. The
simulation setting is the same as that in Sec. V-A except that
we consider a multi-hop network with 10 hops. There are
1, 000 nodes in the network. Without loss of generality, we
assume each hop contains 100 nodes. We use the MAC layer-
time stamp [14], [37] to minimize the delay uncertainties.

The RMSEs of the external clock synchronization in the
multi-hop network are shown in Fig. 13. We can see that
the RMSEs of both the conventional synchronization and pro-
posed synchronization schemes increase, which indicate the
deterioration of the synchronization accuracy, as the number
of hops increases because more uncertainties such as delay,
clock jitter, etc. are introduced. However, as we can see from
this figure, the RMSE of the proposed scheme is not only still
much lower than that of the conventional scheme, which is
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Fig. 14. Clock self-calibration in the multi-hop network.

reduced by around 50% at the 10th hop, but also increases
in a slower pace. It means that the proposed scheme can still
significantly outperform the existing algorithm in multi-hop
networks.

The results of TACSC in multi-hop networks are compared
in Fig. 14. We show the results of the 1st hop and the
10th hop and the results from 2nd to 9th hops are omitted
because they are not very distinguishable. We can see that
the performance only degrades a little bit (less than 10−5s)
at the 10th hop compared with that of the first hop, which is
not even noticeable. This is because the TACSC is based on
the local information and the synchronization error introduced
by the clock-self calibration phase is topology independent.
Therefore, TACSC is very suitable for large-scale multi-hop
WSNs. The performance loss is mainly due to the synchro-
nization error in the external clock synchronization phase,
which is not distributed. Even with the performance loss at
the 10th hop, synchronization accuracy can still outperform the
constant compensation by more than one order of magnitude.

From the above discussion, we can conclude that although
the proposed scheme is designed for pair-wise clock synchro-
nization, it is suitable for clock synchronization in large-scale
networks and can achieve a decent performance in multi-hop
networks.

VI. CONCLUSIONS

In this paper, we have investigated the temperature-assisted
clock synchronization and clock self-calibration synchroniza-
tion for wireless sensor networks, which are usually working
in the dynamic working environments. The crystal output
frequency has been modeled as a quadratic function w.r.t.
temperature, so we can estimate it according to the current
working temperature and thus the clock skew. We have then
proposed to directly remove the clock skew during the external
clock synchronization process to improve the synchronization
accuracy with a much lower computational cost. For the
interval between synchronization actions, we have proposed
a TACSC scheme to conduct the real-time dynamic clock
skew compensation. Simulation and experiment results have

demonstrated the effectiveness and efficiency of the proposed
TACSC scheme.

How to further improve the accuracy of the parabolic
parameter estimation especially with an online estimation
remains an open issue. Meanwhile, more research work about
the uncertainty analysis of TACSC scheme under imperfect
parabolic parameter estimation is beckoned since it can give
the error bound of TACSC and thus the re-synchronization
can be triggered appropriately according to the synchroniza-
tion requirement. Besides the temperature, further research is
needed to investigate the impact of other environment factors
(such as the power supply voltage, humidity, electromagnetic
interference, and vibration) on clock skew, which are treated
as noise in this work as their influence is typically less than
that of the temperature.
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