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Since 1730 when Reaumut introduced the concept of heat units, many methods of calculating thermal physiological time heat
have been used to simulate the phenology of poikilothermic organisms in biological and agricultural sciences. Most of these
models are grounded on the concept of the “law of total effective temperatures”, which abstracts the temperature responses of
a particular species, in which a specific amount of thermal units should be accumulated above a temperature threshold, to
complete a certain developmental event. However, the above temperature summation rule is valid within the species-specific
temperature range of development and therefore several empirical linear and nonlinear regression models, including the derivation
of the biophysical models as well, have been proposed to define these critical temperatures for development. Additionally, several
statistical measures based on ordinary least squares instead of likelihoods, have been also proposed for parameter estimation
and model comparison. Given the importance of predicting distribution of insects, for insect ecology and pest management, this
article reviews representative temperature-driven models, heat accumulation systems and statistical model evaluation criteria,
in an attempt to describe continuous and progressive improvement of the physiological time concept in current entomological

science and to infer the ecological consequences for insect spatiotemporal arrangements.

1. Introduction

Climate has a profound effect on the distribution and abun-
dance of invertebrates such as insects, and the mathematical
description of the climatic influence on insect development
has been of considerable interest among entomologists.
Additionally, as temperature exerts great influence among
the climate variables, by directly affecting insect phenology
and distribution, most of the models that describe insect
development are temperature driven [1-5].

This first effort for a formal description of the relation
between temperature and developmental rate was taken
by botanists, to model the effect of temperature on plant
growth and development [6-10]. However, similar modeling
procedures extended to most of the poikilothermic organ-
isms, including insects as well [1-3]. To date, the earliest
experiment that related the velocity of insect development
and heat, was made by Bonnet (1779) [11] on the study of

the reproduction rate of Aphis evonymi, F. [12], while the
major assumption and principles that have been brought
out by these earlier works, constituted the basis for all
future research. Nevertheless, since then, several theoretical
and experimental works have been carried out and current
progress in entomology, mathematics and computation
offers new means in describing the relation of temperature
to insect development [13-20].

Thus, although simple predictive models have been
developed during the last century, the development and
broader availability of personal computers in the 70s and 80s
resulted in the rapid development of computer-based models
to predict responses of insects in relation to climate [21, 22].

Insects are adapted to particular temperature ranges and
temperature is often the most detrimental environmental
factor influencing their populations and distribution. In
general, within optimum ranges of development and as envi-
ronmental temperature decreases, their rates of development



slow and cease at the lowest (base) temperature, while as
temperature rises, developmental rates increase up to an
optimum temperature, above which they again decrease and
eventually cease at their temperature maximum [4, 5, 15, 23,
24].

It is proposed that this effect of temperature on poik-
ilothermic organism functioning is related to the effect
on enzymatic activities. For instance, the conformation of
enzymes is the essential step in the enzymatic reaction and
this conformation depends on temperature [22, 25, 26].

One common approach to model temperature effects
on insect development is to convert the duration of devel-
opment to their reciprocals. This simple transformation is
used to reveal the relationship type, as it will be shown later
close to linear, between temperature and rate of development
and permits the determination of two vital parameters of
development namely, the thermal constant (K) and the base
or lower temperature of development (Tpin). The thermal
constant is expressed as the number of degree-days (in °C)
and provides an alternative measure of the physiological time
required for the completion of a process or a particular
developmental event [4, 5, 21, 27].

Attempts to quantify the influence of temperature on
insect development rates, growth, and fecundity have been
carried out by several studies for species of economic signifi-
cance [16, 27-32]. Entomologists have strong interest on this
kind of relationships, since they are prerequisite to predicting
timing and phenology of insect life cycle events and to
initiating management actions [33-35], while application of
temperature driven models are also essential in epidemiology
modeling, development of effective vector control pro-
grammes [36] and prediction of biological invasions [37, 38].
From an agronomical standpoint, empirical models are often
used to predict specific population events and provide means
for precisely applied control methods, reducing costs as well
as insecticide use [39, 40]. Furthermore, the determination of
insect-specific vital thermal requirements provides evidence
to infer on observed geographical distributions and predict
future dynamics (8, 41].

The current review highlights the importance of the
relationship between insect development and its vital ther-
mal requirements and outlines important constraint and
challenges regarded to model selection and applicability
in pest management and insect ecology. Within our aims,
building on preview reviews, was to provide a simple account
for applied entomologists and field ecologists by avoiding
complex and technical details. Furthermore, efforts are also
made to present a short example of the linear model and to
propose a simple three parameter non-linear equation for
modeling temperature effects on insect developmental rates.

The rest of this article is structured as follows. The first
section describes and explains the concept of the law of
total effective temperatures and how it is related to the linear
models of insect development. A paradigm of the x-intercept
method is presented in defining lower developmental thresh-
old for Grapholitha molesta (Lepidoptera: Gelechiidae). This
threshold is vital in applying phenology models in field, and
to our knowledge estimated for first time in a laboratory
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trial. The next section summarises the most common non-
linear regression models, including the derivation of the
biophysical ones, which have been proposed by researchers
in order to estimate cardinal temperatures of insect devel-
opment. Additionally, among the given functions, a new 3-
parameter equation is proposed and its general shape is also
presented. Section 3 lists principal statistics that are used
for parameter estimation in regression analysis and criteria
for model selection among candidate equations. Section 4
briefly outlines the major heat accumulation systems for
estimating species-specific heat energy in field during the
growth season. Finally, there is extensive discussion regarding
constraints and challenges of the models for pest man-
agement while efforts have been made to discuss how the
estimated insects vital thermal requirement are related to the
species environmental adaptation and field distribution.

2. Mathematical Models and
Insect Development

Mathematical models represent a language for formalizing
the knowledge on live systems obtained after experimental
observation and hypothesis testing. An empirical model, if
successful, determines result and cause and can be further
used to describe the behavior of the system under different
conditions [39, 40, 42].

Since temperature is considered as the most critical factor
affecting insect development, numerous efforts have been
made by researchers to propose models to describe such
relations either in laboratory or field [6, 16, 22, 28, 29, 39,
40, 43-45]. Moreover, several of these models have been
constructed in the view to be applicable for pest management
(1,21, 23, 27, 39, 42, 43, 46-48].

The term model emphasises some qualitative and quan-
titative characteristics of the process, which are actually
abstracted, idealized, and described mathematically rather
than the system itself.

Most of these approaches are based on the empirical
detection of relationships and the construction of relative
models that in brief capture all information about the
response variable in relation to temperature. It should be
noted that the presented temperature relationships can be
judged as deterministic or empirical, by the sense that they
consist of descriptions in which processes are not known,
but where relations are established. However, all regression
procedures that are followed, for parameter estimation, are
purely probabilistic.

In applied entomology, empirical approaches are often
used in the construction of developmental models. In
general, the procedures include the delimitation of all the
factors that affect development to the most limiting one,
which is further chosen (i.e., temperature), in order to reveal
empirical dependence of the developmental variable upon
the limiting factor. A function which describes the data with
higher accuracy is plugged to this relation, and its prediction
power is further evaluated by using new datasets.

2.1. The Law of Total Effective Temperatures and the Linear
Model. All poikilothermic organisms are related to a species-
specific thermal constant that corresponds to time units that
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must be accumulated to complete a particular developmental
event. The above principle forms the basis for all modeling
approaches that have been developed since the first intro-
duction of the heat units concept by Reaumut on 1730 and
the following initiation of the temperature summation rule
(20, 49]. This rule, which was first proposed by Candolle
[6] and characterized the development of all poikilothermic
species, is referred to as the law of total effective temperatures
and consists of the first effort in modeling temperature-
dependent developmental rates instead of developmental
times [7, 31, 50].

The model is characterized by universality, since devel-
opment of all species is addressed by a thermal constant
which corresponds to the accumulated degree-days that are
needed to complete a particular developmental stage. This
principle is further related to most other cumulative degree-
day approaches.

According to the law of total effective temperatures,
it is possible to estimate the emergence and number of
generations for a given duration, of the organism of interest,
according to the following fundamental equation:

K =D(T - Ty), (1)

where K is the species (or stage-specific) thermal constant
of the poikilothermic organism, T temperature, and Tp
developmental zero temperature. This thermal constant
provides a measure of the physiological time required for the
completion of a developmental process and is measured in
degree-days (DD).

One popular method of estimating the above parameters
is to use a linearizing transformation of the above function
by calculating the rate of development y = 1/D for the day
variable resulting to the following equation [44]:

1 To 1
D=1 KT. (2)

Equation (2) is often referred to as the linear degree-day
model or as the x-intercept method [24, 51], which is simply
derived after growth rate fitting to a simple linear equation
and then extrapolated to zero:

y=a+0bT. (3)

The lower theoretical temperature threshold (i.e., base
temperature) is derived from the linear function as T, =
—a/b whereas 1/slope is again the average duration in degree
days or thermal constant K.

Equation (3) simply means that the thermal constant is
a product of time and the degrees of temperature above the
threshold temperature.

2.2. Lower Developmental Threshold for Grapholitha Molesta
(Lepidoptera: Gelechiidae). Figure 1, for instance, describes a
typical temperature effect on the developmental time of the
pupae of G. molesta as well as the respective linear relation-
ship between temperature and developmental rate according
to (3). To reveal the above relations, larvae were reared in
the laboratory at the Aristotle University of Thessaloniki
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FiGure 1: Typical response and temperature effect on the devel-
opmental time (y = 115.5 — 6.9x + 0.1134x?) of an insect (i.e.,
pupal stage of G. molesta) and respective linear relationship between

temperature and developmental rate according to the linear model
(y = 0.041x — 0.0412, Tyyin = 10°C).

and respective pupae were incubated at different constant
temperatures at constant laboratory conditions (15, 20, 25,
and 30°C, and 65 = 5% R.H., 16:8 h L: D).

The need for inverse regression, as also displayed in
the above paradigm, arises most often when the observed
variable (developmental time) is the result of the major
factorial cause variable (temperature) which is not subjected
to error. Thus, in order to measure the predicted variable
with negligible error and avoid bias, such kind of “physical
problems” should be treated as inverse even if causality is not
known or not considered [21, 27, 39, 52, 53].

However, if the dependent variable is measured with
negligible error (relative to error in the measurement of
the factorial variable), or is much smaller than that of
the response variable, the direct prediction will involve
bias, unless the two variables are perfectly correlated [53].
Therefore, regressions in which both variables are subjected
to error have been also proposed [12] and are applied
to insect temperature-dependent development to improve
prediction precision [21, 27]:

DT =K + T},D, (4)

where D is development time (days) and T is temperature.

One of the major advantages of this equation, as in the
case of the x-intercept method, is simplicity and the existence
of biological interpretation over the estimated parameters:
thermal constant and lower temperature threshold. Its
added value, however, is increased precision in parameter
estimation and the detection of outliers that reside on the
non linear response curve and should be eliminated by the
regression [44].

2.3. Nonlinear Regression Models. Although in practice the
linear models are quite adequate over a range of favourable
temperatures, they proved unsecure in predicting devel-
opment in extreme conditions and temperatures in which
the relationship becomes non linear [21, 27, 48, 55, 57].
Hence, ideally one should know the response of the organism
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FIGURE 2: Typical relationships between temperature and insect developmental rates according to several representative non-linear models.
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TABLE 1: Some representative regression models that have been created for the description of temperature-dependent development of insects

and related arthropods.

Non-linear model Equation Description

Reference

1/D = ¢/(1+ e(a+h-T))) if T < Topt (1)

1/D = ¢/(1 + el@b-CTop=D1) - §f T > Ty

/D=y [1/(1+k-ePT) e (Tmux=TV/A)] (2) “Logan 10”
1/D=a-T>+b-T*+c-T+d (3)

1/D = ef'T — P Tmax=(Tmax=T/0)) ) (4)

UD=a-T-(T - Tumin) - (Trmax — T) (5)
UD=a T (T=Tain)* Tmax = )™ (6)

“Stinner” (non-linear)

“3rd-order polynomial” (non-linear)
“Lactin” (non-linear)
“Briere 1” (non-linear)

“Briere 2” (non-linear)

Stinner et al. 1974 [54]

Logan et al. 1976 [55]
Harcourt and Yee 1982 [56]
Lactin et al. 1995 [57]
Briere et al. 1999 [29]
Briere et al. 1999 [29]

/D =p - (a - T/10) - (1/10)° (7) “Simplified beta type” (non-linear) ][)2217r]nos and Savopoulou-Soultani 2008
1/D=a/(1+bT+cT?) (8) “Inverse second-order polynomial 1” This study

over the entire range of temperatures to compute accurately
developmental rates over all temperature range.

Several non linear models have been proposed to describe
developmental rate response curves over the full range of
temperatures, aimed either to build general insect phenology
models, or to be used as forecasting tools for pest manage-
ment [4, 5, 20, 21, 27, 29, 31, 34, 45, 50, 57-60]. Although
the procedure can be easily generated using several different
softwares, one important limitation is that the optimization
procedure is performed only for the dependent variable and
assumes that the residual errors of the independent variable
are negligible.

Table 1 presents some of the most common non-linear
models that have been developed to describe insect devel-
opment rates over the whole range of temperature. Figure 2
depicts typical temperature response curves according to
some common non-linear equations that are presented in
Table 1. The models have been abstracted by the respective
references and are additionally generated for representative
selected empirical data.

Typically, and according to all models, there is no growth
below the lower temperature threshold, while developmental
rate increases and reaches a maximum at optimal temper-
ature and declines rapidly approaching zero at the higher
temperature threshold that is often considered as lethal
temperature.

2.4. Biophysical Models. Biophysical models predict the
behavior of insect developmental rate in physical terms. Since
“temperature rate biophysical models” are representations
of temperature-depended development and based on the
primitive rules of temperature dependence of reaction rates
narrowed by biophysics, they are differentiated to all the
other non-linear models.

The conformation of enzymes is the essential step in
the enzymatic reaction and this conformation depends on
temperature. Because poikilothermic development can be
considered as a macroscopic revelation of enzyme reactions,
in which temperature exerts a catalytic effect at a molec-
ular level, these equations have been applied in model-
ing microorganism growth and in describing temperature-
dependent development of arthropods.

Traditionally, such kinds of relations are based on the
empirical equations of Van’t Hoff’s law [7], Arrhenius [46],
and Eyring [50, 60-62]; and these relationships provided the
principal foundation of later works.

Van't Hoff, based upon the experimental results of the
botanist and pharmacist Pfeffer (who first measured osmotic
pressure in 1877), concluded that the osmotic pressure 7 of
a sugar solution in relation to its volume is constant and
directly related to the absolute temperature T:

m=kT, (5)

where k is a constant of analogy. Furthermore, by applying
the ideal gas state equation to describe the osmotic pressure,
as in the case of ideal gas, results in

7 =RTZc, (6)

where R is the universal gas constant, T' is the absolute
temperature, and ¢; is the molar concentration of solute i.
Interpretation of (5) and (6) simple states that the rate of
chemical reactions increases between two- and threefold for
each 10°C rise in temperature. This conclusion, according to
Van’t Hoff’s law, that an increase in temperature will cause an
increase in the rate of an endothermic reaction had a huge
impact in chemistry, biochemistry, and physiology.

The Arrhenius equation relates the chemical reaction rate
constant to temperature T (in Kelvins or degrees Rankin)
and the activation energy of the reaction E, as follows:

k = koe B/RT, (7)

where Kj is the rate coefficient, E, the activation energy, R the
universal gas constant, and T absolute temperature. Accord-
ing to the Eyring function [61] any biochemical reaction rate
(without prior enzyme activation) increases exponentially
while in the equation parameterized by Schoolfield et al. [60]
the reaction rate r(T') is given as a modification of a reference
reaction rate to a respective reference temperature:

T
V(T) _ Pﬂe[Ha/R (1/Trcf*1/T)]. (8)

In (8), p is considered as 1/time (reference rate) and
H, corresponds to the temperature sensitivity coefficient



(or activation enthalpy in J/mol) and R is the universal
gas constant (8.314 ] K~ mol™!). The above equation can be
applied to any intended temperature sensitive rates including
developmental rates as well.

However, when dealing with biological rates, exponential
increase is observable on a limited range and not throughout
all temperature regimes. Sharp and DeMichele [63] consid-
ered activation process of the two extreme temperatures as
independent and proposed a modification of the Arrhenius
equation. This result to an equation having two components
in the denominator, each for the description of the reversible
inactivation of the rate-controlling enzyme considering both
low and high temperatures and including “linearity” at
middle temperatures:

T - exp [(CD - AHA#/T)/R]
T expl(AS, ~ AHL/ TR +expl(AS — AH/TVR|
)

where 7(T) is the mean developmental rate at temperature
T (1/time), T is the temperature in K, R is the universal gas
constant (1.987 cal deg™! mol~!), while the other parameters
are associated with the rate-controlling enzyme reaction:
AH, is the activation enthalpy of the enzyme reaction
while AHp is the change in enthalpy associated with high-
temperature inactivation of the enzyme (calmol™!), AS;
is the change in entropy associated with low-temperature
inactivation of the enzyme (caldeg™' mol~!), and @ is a
conversion factor having no thermodynamic meaning.

Figure 3 gives the biophysical model (9) for representa-
tive datasets as well as the respective Arrhenius plot. The
biological interpretation of the above function has analogies
to those of the Arrhenius function in which the dominator
represents the fraction of rate-controlling enzyme that is
in the active state. Derivation of the above mathematical
function as well as the basic assumptions and modifications
of the original formula are covered in details in [60, 63].

3. Statistics for Parameter Estimation and
Model Comparison

3.1. Parameter Estimation. Numerous procedures have been
developed for parameter estimation and inference in regres-
sion analysis.

Campbell et al., 1974 [43, 64], provide statistics for the
Standard error (SE) of the lower developmental threshold
(Tmin) and the thermal constant K for the linear model based
on “principal-manually” derived statistics:

T s? SEy 2
Ep. = . 2t 1
S Tmm b N?2 |: b :| ( 0)

where s? is the residual mean square of r, 7 is the sample
mean, and N is the sample. Additionally, the size of the SEx
for the thermal constant K for the linear model having slope
b is, respectively [64],

SE,

SEx = R (11)
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FIGURE 3: Curve shape of the biophysical model of sharp and
DeMichelle [63] as modified by Schoolfield et al. [20] (a) and the
respective Arrhenius plot (b).

However, several other procedures are also proposed for
parameter estimation and relative statistics. The most com-
mon are the maximum likelihood (ML) and the ordinary
least square (OLS) estimation, and they are used for both
linear and non linear models [65].

Point and interval estimation using ML relies on distri-
butional assumptions (here a specific probability function
for error dispersion must be specified), in contrast to OLS
point estimates, which generally do not require hidebound
distributional assumptions, are unbiased, and have mini-
mum variance.

The OLS minimise the sum of square residuals of the
regression function of interest. Additionally, most statis-
tical packages of parameter estimation are based on the
Levenberg-Marquardt algorithm (LMA) which provides a
numerical-iterative solution of curve fitting over a space of
parameters of the function.

The Marquardt algorithm [66] is a least squares method
based on successive iterations for parameter optimization.
Thus, if (x;, y;) is the given set of n empirical observation
pairs of the independent (temperature) and dependent
(developmental times) variables, the algorithm optimizes the
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parameters p of the model curve f(x, p) so that the sum of
the squares of the deviations is minimum:

[yi = f (xi p) ]’ (12)

M=

g(p) =

1

The method is that the analyst has to provide an initial
starting guess for final parameter estimation. This is an
important constrain of the method and especially in curves
with multiple minima the initial guess must already to be
closed to the final solution. Furthermore, problems can arise
in the case of observational data (i.e., time series) in which
covariates can exist between observed and response variables.

The methods described above for calculating standard
error and confidence intervals for a parameter relay on the
assumption that the statistic of interest is assumed to be
normal distributed. Thus, there is no need whatsoever for
bootstrapping in regression analysis if the OLS assumptions
are met. However, in the case of estimating population values
in the absence of any information (i.e., variables in which
sampling distributions and variances are unknown due to
limited data), or in the case in which the variable is the
final result of several observations (as in the case of life table
statistics), parameter estimation and standard errors can be
based on resampling methods such as the Bootstrap and/or
the Jackknife method, or even based on Bayesian inference
estimation.

For more details on resampling the reader should
consider the references cited [67, 68].

3.2. Model Comparison. Since several regression models are
available it is convenient to provide criteria or goodness
of fit tests for model comparison. For instance, a common
question that applied entomologists are facing is how to
compare two different models for a given species and/or how
to compare two different species with a given model.

Generally, several criteria have been proposed to eval-
uate model performance including the root mean square
error (RMSE), the Pearson x2, the deviance (G?) statistics,
regular and adjusted to the parameter numbers regression
coefficients, and information criteria such as the Akaikes and
Bayes-Schwarz information criteria [21, 27, 39, 69].

The idea behind most of these criteria is to measure the
“range” of which the predicted values of a given model match
the observed and can be applied in evaluating prediction
capability for a particular dataset (i.e., one species-several
models). Some of them are described in brief.

The Pearson x? statistic is based on observed (O)
and expected fitted or predicted (e) observations and has
similarities to the Root Mean Square Error [27, 65]:

2 i(o—e)2 _ i(y,- — nm;)’
i-1

e i:1717/1\'i(1 —f\li)

(13)

Where y; is the observed value of Y, 7; is the predicted
or fitted value of x; and n is the number of observations.
Additionally, based on the same concept a “prediction
capability” index d can be addressed to be used to compare

candidate models and rank them according to the degree to
which the predictions are error-free:

. [Z(Pi - Oi)z] "
U s(ral) (oo

where O; is the average of the observed values [27, 70].
For a comparison of only two models, an efficacy ratio
can be calculated as follows [27, 70]:

Eip = (15)
Where the respective to the models efficacy ratio E is based
on the mean square errors (MSE) and can be used as
evaluation index [70]. Values close to 1 indicating very
low differences between the selected models in predicting a
particular dataset [21, 27].

Considering that there are cases in which different
datasets (i.e., two different species) are described with a
particular model and cases in which there is model selection
among equations that differ on the number of parameters,
model performance comparisons can be made according to
the adjusted coefficient of determination (Adj-r?) and on the
Akaike’s information criteria [71].

The Adj - r? is a modification of r? that adjust for the
number of explanatory terms in a model. Unlike 72, Adj - r?
increases only if an additional new term improves the model
more than would be expected by change [21, 39]. The Adj - r2
is defined as

CRSS/(n—(9+1))

'- 2:
Adj-r=1 SS/(n—1)

(16)
Akaike’s information criterion (AIC) developed and
proposed by Akaike in 1974 [39] is

AIC=n-[In(RSS)] - [n—2-(0+1)] —n-In(n) (17)

and the Bayesian-Schwartz information criterion (BIC or
SIC) was proposed on 1978 and is [39]

BIC =#n- [In(RSS)]+ (60 +1) -In(n) —n-In(n), (18)

where RSS is the residual sum of squares and SS total sum of
squares, § number of parameters and n observation number.
These criteria permit to infer on how the different number
of parameters add to the explanatory power of the candidate
model.

4. Physiological Time and Heat Unit’s
Accumulation Systems

Considering the above models in defining cardinal tem-
peratures of development in the laboratory, as well as the
respective for each stage and species thermal constants, the
interest is to apply this knowledge in order to make field
predictions of temperature effects on insect phenology in
time and space, according to the physiological time and
related heat accumulation systems [50, 72-75].



Often referred to also as thermal time, the progress of the
development of an organism is viewed as a biological clock
that measures time units. Thus, although physiological time
accelerates or slows according to prevailing temperatures, the
time units to complete a particular developmental event in
field should be the same as defined in the laboratory and
equals the species specific thermal constant.

Thus, since the law of effective temperatures suggest that
the completion of a given stage in development requires an
accumulation of a definite amount of heat energy, similar
approaches can be followed in which effective accumulated
temperatures are estimated by the respective heat energy in
field during the growth season.

According to this approach the amount of age or
development accumulated from time 0 to ¢, and for discrete
time intervals is

Aa=> f [T(H]AL,  [T(1)] >0. (19)

According to this function the species integrate tem-
perature effects according to some function, f, peculiar to
their species. This function, f[T(¢)], can be either linear
or non-linear. If f[T(¢)] is assumed to be linear, then
the developmental rate is proportional to temperatures
above threshold (as defined according to the x-intercept
method and apart from the linearity check of the rate-
temperature curve), on the other hand, several non linear
relations exist such as the logistic curve. However, in order
to be effective, heat summation takes into account only
the active temperatures within the species-specific range of
development [24, 51].

Several methods have been proposed in calculating
degree days accumulated in field, as well as related software.
However, for the sake of brevity, in this review, the following
three widely applied methods the average method, the
modified average method, and the modified sine wave
method, are briefly discussed.

4.1. Average Method. According to the average method
developed by Baskerville and Emin [14], which is the
simplest one, the number of daily degree-days is calculated
by subtracting the base temperature from the average daily
temperature as follows:

min T + max T

DD =
5

|- Toun (20)

Among the disadvantages of the above approach is
that it does not take into account those daily minimum
temperatures that can fall below the species lower temper-
ature thresholds. This situation is very common in spring
and results in bias and underestimation of degree-days
accumulated by the insect since not all hourly temperatures
during a day are above the threshold level. Thus, during this
short period, development proceeds but is not taken into
account by the proposed heat accumulation system.

4.2. Modified Average Method. In order to avoid the above-
mentioned disadvantage it is convenient to modify the first

Psyche

component of (20) by substituting minimum temperature
with lower temperature threshold, thereby approximating
closer reality by calculating the daily temperature accumu-
lation that corresponds to the interval between maximum
temperature and that which is higher than the lower
threshold of the species, or

M] — Tonin- (21)

This approach will result in a higher number of degree-
days by taking into account development during the short
periods in which temperature is slightly above the lower
developmental threshold.

DD:[

4.3. Modified Sine Wave Method. In principle mathematical
relationships for this technique were given by Baskerville
and Emin [14], Allen, and Watanabe [2]. Arnold [24, 51,
76] showed that the area under the temperature curve,
the amplitude of which has been adjusted to the daily
maximum and minimum temperatures for a given day, can
be approximated according to sine curve.

Thus, according to the modified sine wave method,
proposed by Allen [51], a trigonometric sine function
is being used to describe this kind of daily temperature
fluctuations. Based on the same principle as previously
stated, heat accumulations during a day correspond to the
area above the species lower temperature threshold. It is also
noteworthy to state that this method leads to similar results
as the modified average method in the case where minimum
temperature is higher than the base temperature.

All these methods that are briefly described are based on
the principle that the specimen is accumulating climate tem-
peratures that are limited within its thresholds. Heat units
are expressed as accumulated degree-days that correspond to
a 24-hours daily interval that is limited between minimum
and maximum temperature range and the predetermined
species-specific thresholds.

5. Discussion

Among the scopes of this article was the description of
representative models that have been proposed to model
insect temperature dependent development either in the
laboratory or field. However, a tremendous amount of prior
work has been done in the field of insect temperature
modelling since the first defined principles and the reader
should consider the work of Ludwig [18], Uvarov [49],
Powsner [19], Wigglesworth [26], Laudien [25] and Wagner
et al. 1984 [20] for additional information.

Nevertheless, among the purposes of this review was
to popularise prior studies. Several statistical criteria for
model comparison are also gathered in order to integrate and
familiarise most current approaches and tools for modelling
the effect of temperature on insect development. This is
an essential step to be made in order to draw inference
upon the species ecology, spatiotemporal arrangement, and
abundance.

According to selected linear and non linear models,
that are presented in brief, developmental responses can
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be summarized in terms of the three critical, or cardinal,
temperatures of development. In addition, since calculation
of physiological time by temperature-driven field models
is related to the area summated by the chosen heat-
accumulation system, the definition of these temperatures
is a prerequisite for accurate phenology prediction. Thus,
apart from the ecological concerns, the importance of finding
a mathematical/statistical model which describes and then
simulates the phenology of individuals under field conditions
is a prior constraint for further successful timing of pest
management practices in field.

Depending on their parameters, the presented models
can be judged more or less complex and several algorithms
for least squares estimation have been proposed for nonlinear
parameters [66, 77]. By incorporating several more factors-
parameters on the equations, the authors search to gain
higher accuracy on data description. However, complexity
does not assure more accuracy in all cases. Prior comparative
approaches should be followed to choose among most
appropriate models that are available. To put forward, since
most model shapes are quite similar, comparative differences
of model performances can be only indicated by detailed
statistical measures [39].

Hence, not all models display the same fit behaviour
when carefully observed while very few provide a detailed
biological interpretation of the estimated parameters. For
instance, the advantage of the models proposed by Logan
and Lactin over the other equations is due to the fact that
they incorporate parameters that have direct biological inter-
pretation and this is a major asset. In addition, the models
proposed by Sharpe and DeMichele [63] and Schoolfield
et al. [60], based on enzyme kinetic reactions, display a
radical departure from those based on empirical fits to
data. Nevertheless, it is common that temperature affects
not only the rate of chemical reactions, but also induces
conformational changes in biological systems [49].

Moreover, one disadvantage of complexity in models
is that it strongly influences parameters estimation [39].
For example, although most of the polynomial models do
not have any biological interpretation, probably the most
important advantage they have is that parameter estimation
can be easily done [56].

One other characteristic, among the presented models,
is that not all of them are able to make predictions that
are matched over, the experimentally derived, observed
values. Unfortunately, there are instances in which optimum
and upper threshold temperature predictions are quite
overestimated when compared to real data [21, 27]. For
instance the lower temperature threshold for G. molesta, as
estimated in the current laboratory trial, slightly deviates
from that estimated by prior field studies [47]. Nevertheless,
differences in respect to insect stage can also exist so it is
important to model all development of G. molesta for safer
interpretations. Thus, a good fit for a respective model has
no utility if it predicts temperature thresholds that have no
biological meaning. Such false predictions can result in bias
on the estimation of cardinal temperatures. In most cases
overestimation of optimum and maximum temperature
thresholds is the result of skewed curve, although coefficients

of determination are quite high but can be the result of a
good data fit on the intermediate temperature range. In other
words, a good fit is not always a guarantee for biologically
significant model performance and a reliable and accurate
data description over all temperature range [21, 27, 44].

On the other hand, not all models can predict lower
temperature thresholds, since there is no intersection with
the temperature axis, when rate of development is zero
[27], while in some cases cardinal temperatures are derived
graphically and not numerically. In addition, the assumption
of a base temperature close to 0°C, in the cases in which
the curve approximates origin may seem unreasonable,
considering that it is well accepted that lower temperature
thresholds for most arthropods are well above 0°C, usually
around 6-10°C, or higher. This is also displayed for the
dataset used to model G. molesta in the current study. Thus,
the most currently used non-linear temperature models
describe only part of the whole picture of insect temperature-
dependent development. The equation of Logan et al. [55],
as modified by Lactin et al. [57], due to the constant factor
that intersects with the temperature axis, as well as the
equation proposed by Hilbert and Logan [16], proposes a
lower threshold as well, although proved rigid in describing
particular datasets [27].

The above reasons, as well as the species and stage-
specific plasticity on temperature responses, give important
reasons that should be taken into account to choose among
several available formulas. These trends have been pointed
out by several researchers and are probably the major cause
that resulted to the development of plethora of non-linear
models in the literature [27, 31, 55-57, 78, 79].

Another important constraint is that most of these
models are directly related to temperature and do not
take into account other climatic variables. For insects in
particular, temperature is probably the most critical abiotic
factor that influences their developmental rates and their life
cycles, although other factors such as photoperiod, humidity,
and nutrition should not be excluded, as well as crowding or
density and competition [13, 40, 44].

Furthermore, in most cases it is virtually impossible
to measure the temperature that an insect experiences in
its original microenvironment. For example, most plant-
feeding insects display a species-specific behavior in relation
to their host (i.e., crawling inside of shoots or barks at
the larval stage) while others exert some control over their
body temperature through their behavior (i.e., they rest at
shadowed and cool places when temperature is high) [21,
40].

Considering that the existence of alternating tempera-
tures is more probable in reality [80], there are cases in which
models displayed considerable inaccuracy in predicting
insect development and phenology under field conditions
(21, 39, 42, 44, 58, 81, 82, 82, 83].

Hence there is no perfect model, but we rely on the
available ones that best describe our datasets, under certain
conditions, and even though most models are oversimplifi-
cations, they are acceptable for empirical predictions in some
defined ranges and instances.
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Thus, if the model is proved reliable after seedily exper-
imental evaluation, heat accumulations of a phenological
event that occurs in field should reflect that which have been
estimated by the model and thereby provide means of accu-
rate timing of pesticides and initiation of pest management
tactics. Therefore, it is not risky to claim that temperature
has a prominent role in insect biology and by understanding
the temperature effects on insect development we are able to
describe and predict the distribution and abundance of insect
species in any locality [83-85].

From an ecological standpoint, insect vital thermal
requirements, as described in this article (i.e., thermal
constant and temperature thresholds) provide ecologically
and practically useful information [34, 66, 86]. For instance,
as the thermal constant differs among genera, species or
even stages, their study reveals various aspects of temperature
adaptation and in particular the adaptation of each to its
environment. On the other hand, species specific thermal
requirements can also be used as indicators of the distribu-
tion and abundance of insect populations [32].

The effect of a climatic factor, such as temperature for
instance, sets the tolerance limits for a species, and this
has been acknowledged by earlier studies (i.e., Shelfold,
1913: The Law of Tolerance). Later studies [13, 87, 87,
88, 88] discuss how the species-specific “environmental
boundaries” are determined by the ultimate tolerance factor
(i.e., temperature) which may further restrict geographic
distribution [8, 37, 41, 89].

Moreover, is it though for species whose geographical
distributions ultimately are determined by temperature,
global warming should result in spatial range shift [33].
Thus, the speculations on the effects of climatic change on
the spatial dynamics of insect species have been quite general
and populations are expected to extend their ranges to higher
latitudes and elevations [37, 38, 90-94].

However, contrasting results concerning future project-
ing of species distribution have been also reported [90, 95],
and one cannot exclude a progressive temperature selection
of individuals that are adapted to the new temperature
environment and especially for species with high reproduc-
tive potential [96-98] and host alternatives. Furthermore,
the rate of temperature change affects species acclimation
potential which further results in different conclusions
regarding the responses of the species to acclimation [38,
99] and that thermal tolerances of many organisms to be
proportional to the magnitude of temperature variation they
experience.

Since genetic variation and potential response to selec-
tion should be positively correlated with population size,
species with restricted ranges, or smaller populations, are
predicted to have reduced capacity to adapt to environmental
change [96, 97, 100]. On the other hand, it is more
likely that temperature alteration can affect the reproductive
potential of a species (i.e., abundance) and its life cycle, since
additional generations or/and outbreaks are possible during
the growth season [101] when not limited by photoperiod
[48].

For a particular species, there is an inverse relation
between the thermal constant and the lower developmental
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threshold and it is suggested that this trade modifies the
fitness of the species and finally influences the outcome of
competition between related species and their distributions
(85, 88, 102-104]. Moreover, tropical species and warm-
adapted species tend to have higher values on their lower
temperature thresholds when compared to cold-adapted
species that had greater DD requirements and much lower
temperature ranges [85, 88, 102, 104].

Based on such linear relationships, between thermal
constants and lower temperature thresholds, for several
cold-blood species, it is suggested that there is an inverse
relationship between lower temperature thresholds and the
thermal constant associated with latitude and/or habitat that
adapts each species to its thermal environment [85, 103].
Thermal constant and respective DD requirements are also
based on the particular morphology and size of the species.
For example, size at maturity is a function of the rate
and duration of growth, and large size at maturity implies
a long generation time and a correspondingly large DD
requirements [17, 102, 105].

Hence, insect thermal requirements have a strong phys-
iological and ecological interpretation since they modify
species-specific ecological strategy which is adapted to a
particular thermal environment [26, 49, 74, 84, 104, 106].

Thus, any model which provides biologically important
parameters is useful in modeling population dynamics
under several temperature regime alterations. In addition, by
incorporating more factors in the equations, climate-driven
models have the potential to describe the general ecological
behaviour, abundance, distribution, and outbreaks of insects
on a regional or even global scale, with important practical
applications.

Finally, future research must be carried out in the
direction of insect thermal adaptation in order to assess
the species reproduction potential and related evolutionary
properties as they respond to short- and long-term tem-
perature alterations. The development of more sophisticated
models, such as demographic system models and ecological
niche models, that incorporate species-specific vital thermal
requirements as well, is also an urgent necessity to improve
and complete all current models. Thus models that are based
on weather and other factors can more realistically estimate
the spatiotemporal population evolution and invasive poten-
tial of native and nonindigenous species in new areas.
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