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ABSTRACT. To study near-surface heat flow on the Antarctic ice sheet. snow temper-
atures were measured at South Pole Station to a depth of 3 m at 15 min intervals during
most of 1992. Solar heating and water-vapor transport were negligible during the 6 month
winter, as was inter-grain net thermal radiation, leaving conduction as the dominant
heat-transport mechanism. The rate of temperature change at depth over 15 min intervals
was smaller than that at the surface, by one order of magnitude at 20 em depth and two
orders of magnitude at I m depth. A finite-difference model, with conduction as the only
heat-transfer mechanism and measured temperatures as the upper and lower boundary
conditions, was applied to four sets of three thermistors each. The thermal conductivity
was estimated as that which minimized the difference between modeled and measured
15 min changes in temperatures at the center thermistor. The thermal conductivity
obtained at shallow depths (above 40 em) was lower than that given by existing parame-
terizations based on density, probably because the snow grains were freshly deposited, cold
and poorly bonded. A model using only vertical conduction explains on average 87% of
the observed 15 min temperature changes at less than 60 em depth and 92% below 60 cm.
The difference between modeled and measured temperature changes decreased with
depth. The discrepancies between model and observation correlated more strongly with
the air-snow temperature difference than with the product of that dilference with the
square of the wind speed, suggesting that the residual errors are due more o non-vertical
conduction and 1o sub-grid-scale variability of the conductivity than to windpumping,
The residual heating rate not explained by the model of vertical conduction exceeds
02Wm “only in the top 60 cm of the near-surface snow.

INTRODUCTION

dimensional model of heat transfer by conduction only, we
seek to determine how well simple vertical conduction can

5 ; . " ’ . explain observed short-term temperature changes. We then
Within an ice sheet, thermal energy is transferred primarily ; - ;
: = : ; examine the departures of the model as a function of depth
by conduction but other heat-transfer mechanisms can also : g : . w3
U : : . 1n an attempt to detect evidence for an effect of windpump-
contribute to varying d('gr(‘n‘s. Non-conductive processes can v o ¥ .
; 3 S e . : Ing on temperature profiles in snow on the Antarctic Pla-
mclude wind-generated ventilation of the snowpack (wind- ; e ;
e : ) : teau. During the entire 6months between the March
pumping). latent-heat transfer by water-vapor migration, . ¢ g = y
: R ‘ & equinox and the September equinox, solar radiative heating
convection ol air in the pore spaces and solar radiative heat- . ; Ty :
3 3 . ; o ol the snow is negligible at the South Pole and temperatures
ing. These non-conductive mechanisms are limited to the i : il
; . . . ; are so low (<—40"C!) that latent-heat transport is also insig-
uppermost few meters of the snow where there is permeabil- e : ; f N
; ? ; . nificant. Heat transfer by inter-grain thermal radiative ex-
ity to air and water vapor, and penetration of solar rad- ; 2 : : :
Gy : ; . 5 change is also small, as shown below, By comparing periods
jation. Advection of heat with the movement of ice and : . v ; i
; ; . . y : : of strong and weak wind, we can therefore hope to identify
generation of heat (rom basal sliding and ice deformation : :

. g g the contributions of windpumping and conduction without
can also occur (Colbeck, 1993). Although the bulk of an ice pumping

the complications of radiative heating and waler-vapor

sheet experiences only conductive-heat transfer. the possibi- i .
| migration.

lity has been raised that non-conductive processes near the
surface could cause shifts in ice-sheet temperatures (Clarke

and others, 1987; Calbeck, 1993) and vertical mixing of air
within the snowpack (Colbeck, 1989; Clarke and Wadding-
ton, 1991; Albert, 1993), as well as movement and deposition
of atmospheric acrosols within the snowpack (Cunningham
and Waddington, 1993; Harder and others, 1996). These
effects could alter both ice-sheet temperatures and the geo-
chemical record in ice cores, complicating reconstructions
of paleoclimate (Waddington and Morse, 1994: Cultey and
others, 1995).

By comparing snow-temperature measurements taken
over a period of 10 months at South Pole Station to a one-
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SNOW TEMPERATURES AND RELATED
MEASUREMENTS

Temperatures were measured at a site in the “Clean Air Sec-
tor” upwind from the South Pole Station buildings, about
200m from the nearest building (Clean Air Facility) and
300 m [rom the Dome (Station Center). lemperatures were
recorded every 15 min from January to November 1992 at
ten levels from the surface down to 3 m. Type YSI 44033
thermistors were spaced at 20 em intervals to Il m, then at 2
and 3m. They were installed horizontally approximately
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90 ¢m into the corner of a 2m pit. This was done by firstin-
serting a 3 mm tube with an attached level into the pit wall
and removing a small core, then inserting a thermistor with
leads stiffened by white heatshrink tubing until the thermis-

tor was pressed into the end of the hole. A small amount of

snow was then tamped in from the pit to secure the leads. We
estimate an accuracy of £ 6 mm for the burial depth of each
thermistor, with errors caused by the insertion procedure
and by the slight compaction during the 10 month obser-
vation period. The 3m thermistor was buried into the
bottom of the pit using the same method. Excavated snow
was then finely chopped and the pit was back-filled with
special care taken not to leave voids or to overcompress the
snow. This back-filling procedure could have disrupted the
snow texture near the thermistors and did cause some of the
non-vertical heat fluxes that were detected near the surface
during the first 2 months after installation, as shown below.
Two thermistors were attached to a dowel 10 em and 20 em
above the snow surface and switched on when they became
buried by snowfall during the winter. An Omnidata Poly-
corder datalogger was used to provide a constant voltage
source and to record the voltage drop across the thermistors
in a voltage-divider circuit with reference resistors of 100 k€2
chosen to minimize self-heating. The datalogger was housed
in a small insulated box buried in the snow about 7 m [rom
the thermistor string. It was maintained at operating temp-
erature by electrical heating with a power cord from an un-

derground seismic vault about 30 m away in the direction of

the station. Temperature disturbances caused by the ther-
mistor installation were allowed to dissipate for 2 months
before the temperature data were used to calculate average
thermal conductivity as described below.

The thermistors were “interchangeable precision” ther-
mistors, [actory-calibrated at absolute temperature to 0.1 K.
We improved this calibration to + 003K by applying an
offset correction during tests at 0°C in an ice-slush bath
and at —77.55°C in a bath of €Oy ice and ethanol. Selective
radiative heating of thermistors during sunlit times was re-
duced to 0.2 K using aluminized mylar covers as described
by Brandt and others (1991).

The datalogger was retrieved every 9d for downloading
the raw data. At this time, the snow accumulation and sur-
face characteristics were documented. The downloading
procedure introduced 31 data gaps of approximately 1.5 h
each. Three longer data gaps of 61, 126 and 247 h occurred
due to failure of the datalogger’s battery or the heater during
the months of June, August and November, respectively.

The six thermistors spaced at 20 cm intervals became
more deeply buried as snow accumulated during the winter,

as shown in Figure 1. Because of windpacking, the density of

new snow is close to that of year-old snow. Thercfore, the
change in depth of burial was simply set equal to the accu-
mulation. Error due to snow settlement is included in the
error analysis below and is shown to be small compared (o
other errors. Nearly all the accumulation during the
10 month study period occurred during the polar night
(April September).
due to further windpacking, metamorphism and compac-

As the snow ages, it slowly densifies

tion under pressure. Density profiles of the top 1 m of snow
measured in January 1992 and the top 2 m in December 1992
are plotted in Figure 2. For both profiles, the density was
measured twice at each depth in 5em increments using a
Taylor-LaChapelle snow-density kit. The scatter due to the
sampling of different layers in the snow at the same depth
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Fig. 1. Depth below the snow surface, as a function of time, for
the six thermistors wsed in the conductivity analysis. Thermis-
tor T1was initially above the snow surface in January; it was
swwitched on when it became buried in late June. This figure
assumes no differential compaction of the upper meter of snoww
over the 10 month experimental period.
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Fig. 2. Snow densily at the thermistor site on 30 January and
30 December 1992 as a_function of depth below the December
surface. Linear regression is calculated assuming that all the
seatter is due to density varialion; that there is no error n
depth measurement.

(because layers exhibit variable thickness on horizontal
scales of less than 1 m) greatly exceeds the systematic densi-
[ication with time over the 10 months (estimated to be 3% ).
For our model, we therefore use the linear fit to all the
observed densities as a function of depth as shown in Figure
2, varying in depth from the December surface but not vary-
ing in time. For the same reason, relative thermistor position
is assumed not to vary with time and the error in thermistor
position due to snow settling is combined with the error in
initial thermistor placement for the error analysis below.
Wind speed at 10 m and air temperature at 2 m were re-
corded hourly by the South Pole Weather Office; they were
measured on a mast 250m [rom our snow-temperature
experiment. Figure 3 shows the time series of air temper-
ature, wind speed and surlace pressure taken at South Pole
Station and used in our analysis below. The lowest air temp-
eratures oceur throughout the 6 month night (April-Sep-
radiative

tember) when the snow surface approaches
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Fig. 3. Time series of hourly values of 2m air temperature. 10 m wind speed and surface air pressure during 1992 at South Pole
Station. Wind speed has been smoothed for display by a_ five-point running-mean filler.

equilibrium with the sky. This “coreless winter” is normal at
South Pole (Wexler, 1958; Schwerdtleger, 1977). The warm
3) are usually times of
strong wind and extensive cloud cover. The strong wind

intervals during these 6 months (Fig

mixes warm air down from the top of the inversion layer
(Schwerdtfeger, 1970) and the clouds emit longwave rad-
iation downward more intensely than does the clear atmo-
sphere. The strong winds that occur during the polar night
are responsible for the growth of longitudinal snow dunes
(sastrugi) during that season (Gow. 1965). Wind speeds in
excess of about 7ms | are required [or significant drilting
leading to the formation of sastrugi. Sastrugi of 10 cm height

; Jan , Feb  Mar Apr ¥ May  dun Jul | Aug i Sep ; Oct | Nov | Dec

sometimes migrated past the observation site where they
probably caused significant non-vertical heat conduction in
the top 20 em, which will be discussed below.

Time series of temperatures measured by the six ther-
mistors used in this study are plotted in Figure 4. Thermis-
tor 'I'l was mounted on the dowel and became buried at the
end of June. Thermistor T6 was switched on briefly in April
and then permanently in mid-May when another thermis-
tor (not used in this analysis) was switched off. The other
four thermistors were operative for the entire sampling
period except for the three data gaps that affected all (her-
mistors. The filtering of high frequencies as thermistor T2
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Fig. 4. Time series of sub-surface temperature measured by the six thermistors used in the conduetivity analysis.
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became more deeply buried in March can be seen in Figure
4. Also, the temperature spike toward the end of’ April pro-
vides a good example of the attenuation and phase lag that
occurs as an event moves deeper into the snowpack. Com-
pared to thermistor T2 at 10 em depth, T6 at 90 cm exhibits
a peak only one-sixth as large and lagged by 80 h. The at-
tenuation with depth of surface-temperature changes is
further apparent in Figure 5 where monthly average temp-
erature profiles are shown. Figure 5 shows that at 3 m depth
an annual cycle of amplitude 4 K remains, with a phase lag
such that the summer maximum is reached in March and
the winter minimum in October.
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Fig. 5. Monthly average snow-temperature profiles for Feb-
ruary through November 1992. The annual average 2m air
temperature is —49.3°C (Schwerdifeger, 1977); the snow
lemperature at 10 m depth is —50.9°C ( Dalrymple, 1960).

12 September 1992

A 2d segment of the Im temperature is shown as the
points in Figure 6. This is the deepest of the thermistors used
in the conductivity analysis below. Note that the recorded
temperature varies by only 004 K over this 2d period. 1o
smooth the digital steps in the data seen in Figure 6, we have
chosen to filter all our temperature records using a five-
point running mean as shown by the continuous line in Fig-
ure 6, This filter was chosen [or two reasons. First, the span
of five points represents 1l this matches the spacing of the
meteorological observations which we correlate Lo our
model output. Secondly, the ability of our model to predict
temperature changes in the deepest levels was improved by
increases of the averaging time up to 1 h but averaging over
times longer than 1h did not cause further improvement.
Although the absolute accuracy of a temperature measure-
ment is +£0.03 K, Figure 6 suggests that the changes of
temperature with time at a single thermistor are accurate
to about +0.002 K. The five-point averaging reduces this
error by the square-root of five, to about £0.001 K.

During cach 9 d period between downloads of the data-
logger, about 860 temperatures were recorded at each ther-
mistor, at 15min intervals. Aflter the 1h smoothing, the
change in temperature AT was computed for each thernis-
tor for each 15 min interval. For each 9d period, the largest
of the 860 values of AT, as well as the average AT, is plotted
in Figure 7. Although the air temperature can change by
more than 1 K in 15 min, below a depth of 20 em the maxi-
mum 15 min temperature change throughout 1992 was only
0.1 K, and at 1 m depth 0.007 K. Aliasing (temperatures fluc-
tuating on time-scales less than our 15 min sample rate) can
occur for thermistors within 3 mm of the surface, but temp-
eratures change more slowly at a depth of 20 em, and the
smoothness of thermistor T3 (initial depth 20 cm) in Figure
4 suggests that aliasing is not a problem at our 15min
sampling interval except when the topmost thermistor is

just below the surface. As will be shown below in Figure

13 September 1992
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Fig. 6. Time series of lemperature recorded at 1.2 m depth by thermistor T6 overa 2d period in September. The vertical axis spans a

temperature range of 0.04 K. The points are individual measurements at 15 min intervals. A five-point running mean is shown as

the continuous line.
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Fig. 7. Average 15min temperature change AT, and maxi-
mum 13 min temperature change, for each thermistor for eacl
9d data-collection period, plotted at the depth where the ther-
mistor was located during that particular 9 d period. About
860 values of AT ( after the Ih smoothing ) contribute to each
point plotted here. The lemperature change is converted o a
heating rale (upper horizontal axis) using the density of
snowe and heal capacity of ice. The points above the snow sur-
Sace are avr temperatures measured by one of the thermistors before
il was buried: only the temperatuwre scale (not the heating-rate
scale ) applies to these poinis.

8a, an air-temperature oscillation with a period of 30 min is
attenuated by a factor of about 10" at 20 cm depth. Figure 7
shows that, at depths of 2 m and 3 m. the 15 min temperature
changes are mostly below the estimated noise level. In the
conductivity analysis below, we therefore do not use the data
from those deepest thermistors,

EFFECTIVE THERMAL CONDUCTIVITY OF SNOW

The effective thermal conductivity of snow e is defined by
Equation (1):
. dT
F = —kyr— (1)
dz

where Fis the vertical heat flux (Wm *) and dT/dz is the
vertical temperature gradient. The conductivity kyp has
been measured both in the laboratory and in situ in a wide
range of experiments reviewed by Mellor (1977), Yen (1981)
and most comprehensively by Sturm and others (in press).
As Mellor pointed out, effective thermal conduction in snow
includes heat transfer through the ice network, across air
spaces or pores and by vapor diffusion through voids. It is
important to note that windpumping, convection and
rachiative heating cannot be included in an effective thermal
conductivity ol snow, because these processes do not follow
the Fourier heat-flow law and occur at different time-scales.
Several attempls to parameterize heat conduction have ex-
pressed the effective conductivity as a function only of snow
density. However, the variation among the experiments
used to establish the parameterizations at a particular den-
sity exceeds a [actor of 2, with greater scatter at lower densi-
ties, indicating that conduction of heat in snow depends not
only on density but also on snow texture (Mellor, 1977).
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Fig. & (a) Theoretical e~folding depih of a periodic sinusoid-
al temperature vartalion imposed on a snow surface as a func-
tion of forcing period, for Gwo snow densities, with
conductivities from Anderson’s (1976) parameterization. The
e-folding depth d is defined such that ATy = ATy /e, where
AT, is the temperature amplitude at the surface and ATy is
the amplitude at depthd. (b) Theoretical phase lag in days as
a function of depth and period of surface-temperature forcing
Jor homageneous snow with a density of 350 kg m ~ and a con-
ductivity of 0.3Wm "K'

Adams and Sato (1993) developed a model for the ther-
mal conductivity of dry snow idealized as spherical grains
and used it to examine the effects of intergranular bonding
and snow micro-structure. They concluded that, although
the thermal conductivity of snow does depend strongly on
density, it also depends on the intergranular bonding of
snow grains which they quantified as the ratio of grain-con-
tact radius (o grain radius (r./r,). They also found that the
temperature-dependence of snow conductivity depends on
re/Ts. Well-bonded snow with r./rs = 0.2 behaves like pure
ice in that it shows a decrease in conductivity with increas-
ing temperature, indicating that the principal heat-transfer
mechanism is through the ice network. However, the con-
ductivity of poorly bonded snow, with r./r, = 0.0, increases
30°C. This is

because the primary heat transfer in this case is by means

with temperature above approximately

ol conduction in ice grains and in vapor-filled pores in series,
and at these temperatures the latent-heat transfer by water
vapor is significant and increases with temperature.

Several recent field measurements have demonstrated
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the influence of texture on snow conductivity. On the Filch-
ner Ice Shelf, Lange (1983) found conductivity to vary by a
[actor of 5 for different snow samples at the same density,
which he attributed to variation in grain structure. And for
low-density depth hoar in Alaska, Sturm and Johnson (1992)
found that differences in texture at constant density caused
up to a seven-fold difference in conductivity. Our experi-
ment, however, was not designed to measure the conductiv-
ity on a grain scale but rather on an engineering scale,
because our thermistors were spaced 20 cm apart.

ESTIMATING EFFECTIVE THERMAL CONDUCTIV-
ITY FROM CHANGES IN SNOW TEMPERATURE

Several methods have heen developed to estimate the ther-

mal-conductivity profile of an ice sheet from time series of

temperature. An approach using harmonic analysis of snow

temperatures to determine the attenuation and time lag of

cither the diurnal or annual temperature cycle was [irst used
by Hjeltstrim (1889) and Abels (1892). For the case of snow
on the Antarctic Plateau, this same method was pursued by
Dalrymple and others (1966) and Weller and Schwerdtfeger
(1977). However, this method does not account for snow ac-
cumulation and also assumes that non-conductive processes
~an be added to the effective thermal conductivity. The lat-
ter assumption fails in the case of windpumping where the
conductive and advective terms in the heat-llow equation
cannot be combined.

Lettau (1967) used snow-temperature measurements
taken at South Pole Station over several individual 2 d peri-
ods to estimate the terms in the diffusion equation and to
derive the thermal conductivity in the top 25 em of the
snowpack. He found values of conductivity (0.05-0.25W
m 'K Y that were lower than expected for the snow density
that was likely encountered (300400 kgm %, Bintanja and
van den Brocke (1993) estimated the effective conductivity
in snow 290 km inland from the coast of Antarctica near
75°8, 12° W by analyzing the change in phase and ampli-
tude as the diurnal temperature cycle propagated down-
ward, They obtained a conductivity of 0.25 W m 'K 'fora
density of 400 kg m  which is lower than the average given
by the parameterizations reviewed by Mellor (1977) and Yen
(1981). As described below, we obtain results similar to
Lettau (1967) and Bintanja and van den Broeke (1995) in
the uppermost snow and will attempt an explanation.

Heat flow in horizontally homogencous snow and ice
can be approximated using a one-dimensional finite-differ-
ence model to explain measured temperatures (Brandt and
Warren, 1993). This type of model is necessary il non-linear
heat fluxes are to be included, such as volumetric heating by
solar radiation. Trowbridge (1993) used a finite-difference
model in an attempt to quantify the thermal effects of wind-
pumping in the near-surface firn at Taylor Dome, Antarctica.
His approach was to estimate the thermal diffusivity of the
snow by analyzing the phase shift and amplitude attenua-
tion of the diurnal cycle and also by using the parameteriza-
tions of Yen (1981) and Anderson (1976). He estimated the
spectral radiative heating by the method of Brandt and
Warren (1993) and compared his computed temperatures
to measured temperatures to determine residual heating
rates that might be associated with windpumping.

Our model follows the approach of Trowbridge (1993),
by using a Crank-Nicholson finite-difference scheme to

¢
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model conductive-heat flow. We then examine differences
between modeled and measured temperature changes to
estimate the contribution of non-conductive thermal fluxes.
Our data set has the added benelit of 6 months without solar
radiation and at temperatures below 40" C where the con-
tributions to the eflfective conductivity by latent-heat trans-
fer and infrared-radiative transfer are both unimportant, as
shown next.

HEAT TRANSFER BY WATER VAPOR AND
THERMAL RADIATION

Yen (1981, equation (47)) estimated a thermal conductivity
of 0094 Wm 'K ' caused by vapor diffusion in snow at
0°C. Although this could be significant for low-density
snow, the same calculation gives only 0.003 W m 'K at
—40°C and 00002 W m 'K 'at -60°C. because of the low
saturation vapor pressure and correspondingly low gradient
of vapor pressure, at low temperatures (saturation vapor
pressure is 6.1 mbar at 0°C but only 0.l mbar at —40°C and
0.0l mbar at
during our experiment were usually below —40°C, so

60°Cl). The snow temperatures measured

latent-heat transport by vapor dilfusion accounts for at most
1% of the heat flux.

We can also show that heat transfer by thermal radiation
within the snowpack is small by the following argument. We
model the snow grains as black bodies because the e-folding
distance for absorption of thermal infrared radiation in ice
is only 2-70 um (Schaal and Williams, 1973; Warren, 1984),
whereas the snow-grain diameters are typically a few hun-
dred pm.

Using the Stefan—Boltzmann law, the thermal radiation
cnergy [lux exchanged between two neighboring black-
body snow grains a and b is

F‘I‘m[ = —-'lrrT”('j[; - ﬂl) (2)

where o is the Stefan—Boltzmann constant and (T, — T},),
the inter-grain temperature difference, is

(Tﬂ —Tp) = ((111/(15) Az (3)

gap“—~

with Az the inter-grain spacing and (dT/dz)an
erature gradient across the gap. This is larger than the bulk
temperature gradient d7"/dz used in Equation (1), because air

is the temp-

is much less conductive than ice. Because the porosity of South
Polar snow is about 50% and assuming that cach snow grain
gop ™ 24T /dz.
Then comparing Fiq to the total heat flux F' from Equation

is nearly isothermal we therefore set (d7'/dz)

(1), we obtain the ratio
Ft':ul/F = SGT:;A;'/}\?MT . (“1)

We estimate the inter-grain spacing Az to be similar to the
snow-grain diameter, which increases with depth but
averages about (L5 mm in the top meter of snow (Grenfell
and others, 1994). Using ker = 03Wm 'K |, we then find
that the infrared heat (Tux is about 1% of the total in the
summer (7"~ 240 K) and somewhat less in winter.


https://doi.org/10.3189/S0022143000003294

Brandt and Warren: Temperature measurements and heal transfer at the South Pole

MODEL OF HEAT TRANSFER IN SNOW

The model of simple vertical conduction starts with a one-
dimensional diffusion equation:
aor  a ar
(2)e(T) o= o | ket 7~
pLz) ot z\ " 0z
Dy UT+ . R &FT
dz dz O 0922 o
where p(2) is the snow density, ¢(T') is the heat capacity of
ice, ko is the effective thermal conductivity, T is temper-

ature, { is time and z is depth. We assume that k. does not
vary significantly within each 40 em depth interval used in
the model, which reduces the righthand side of Equation (5)
to one term. This source of error is discussed in the analysis
below. Equation (5) is approximated using the Crank
Nicholson finite-difference method (Press and others, 1992,
equation 17.2.13):
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where T;" is the temperature in level j at time step n. The
system ol equations in this approximation forms a tri-
diagonal matrix which is efficient to compute. This method
was chosen for its second-order accuracy and unconditional
stability at any depth step for a given time step. All model
runs used 57 depth steps of Az = 702 mm each. We chose
this number of depth steps by testing the model for the case
of a sinusoidal periodic surface-temperature forcing whose
solution can be determined analytically as described by
Turcotte and Schubert (1982, p.155). Comparing analytic
and modeled temperatures driven by a surface forcing
period of 30 min (the shortest we can resolve at a 15 min
sampling rate), our model showed no significant improve-
ment using more than 57 levels. We also ran the model at
different vertical resolutions to solve for conductivity during
the 9d period with the most rapidly fluctuating temper-
atures. The derived conductivity became insensitive to the
number of levels when the number of levels reached 29, so
our choice of 57 levels ensures adequate vertical resolution.
(An odd number of levels is chosen so that the center thermis-
tor coincides with a model level) This method differs from
Lettau’s (1967) and Zhang and Osterkamp’s (1995) methods
to solve Equation (5) which require a thermistor at cach level
or node. We do not have suflicient vertical resolution in our
data set to use the type of finite-difference method they used.
For the time step At we used either 15 min, the same as the
original data, or L h, the smoothing interval. The derived con-
ductivities were insensitive to the choice of time step. For the
figures shown in this paper, the model used a 15 min time step.

Although the air temperature can change significantly
in less than 30min, such high-lrequency  temperature
changes attenuate rapidly in the near-surface snow. The
analytical e-folding depth for a wide range of forcing peri-
ods is shown in Figure 8a. Changes of temperature with
periods less than Ih are expected to dissipate within the
top Hem of the snowpack. Likewise, the phase lag of
thermal-wave propagation through the snowpack depends
on the period of surface-temperature forcing, with longer-
period temperature changes moving more slowly through
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the snowpack as shown in Figure 8h. For the annual cycle,
Figure 8a indicates an e-folding depth of 2 m and a phase lag
at 3m of 75 d, consistent with the measurements shown in
Figure 5.

Three thermistors are used to constrain cach model run:
one each for the upper and lower boundary conditions and
an intermediate one to compare with a modeled center
temperature. T'he residual temperature change €(t) is the
difference between the computed temperature change at
the center of the modeled region and the measured temper-
ature change there. With the thermistors spaced a fixed
20 cm apart, the regions modeled are 40 em in vertical
extent and thermal conductivity is assumed to be constant
within a 40 cm region. This assumption is acceptable at our
scale of interest, although an average conductivity over
Hem does not address variation in effective conductivity
at the grain scale or at the scale of variation in density.
Given six thermistors with equal 20 em spacing (Fig. 1), we
can model four overlapping regions and determine a con-
ductivity profile.

With no diurnal cycle at the South Pole and as our data
do not cover a complete annual eycle, we are not able to use
the harmonic methods desceribed above to determine the ef-
fective thermal conduetivity. Instead, for each of the 32 per-
iods (approximately 200h each) and for each of the four
depth groups, we ran the model repeatedly with different
specified conductivities to find the conductivity that min-
mmized the romes. difference €4, between measured and
modeled temperature changes:

Cxms — ‘/Z;:4|2“(A7—:” i Aﬂhu )'_} (T)

N —120

where ATL" is the computed and AT," the measured
change in center temperature at time step 7 oand N is the
total number of time steps. The least-squares norm was
chosen because it determines the most probable value of ¢
assuming that the residuals are randomly distributed. The
initial profile of temperature at the 57 levels for cach model
run was estimated by applying a cubic spline to the three
measured temperatures. Computation of €q,. was started
al time step 1 = 120, so as not to include initial transients
in the model due to the interpolation of the initial temper-
ature profile. By examining the error caused by this interpo-
lation, in the case of a periodic surface forcing whose
solution is known, we found that 120 time steps (30 model
hours) was an adequate delay to avoid the transient effects
of errors in the initial temperature profile, To minimize data
“lost™ by this initial delay, we calenlated conductivity only
for the 32 data-collection periods which contained the long-
est continuous data segments (approximately 200 model
hours cach).

Examples of model runs are shown in Figure 9 for cach
of the four depth groups [or the four data-collection periods
(D6, DI5, D20 and D31) with the lowest average wind speed.
The top group has only two curves and the bottom group
three; their thermistors were not all recording for some of
the low-wind periods. Each curve displays a single mini-
mum which is more clearly defined for periods in which
there was more variation in temperature. These four data-
collection periods had an average wind speed less than
25ms ' and a peak wind speed less than 5.1 ms . This is
compared to an average wind speed of 60ms ' and a stan-
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Fia. 9. Root-mean-square difference between computed and
measured 15min  temperature changes (AT, — AT)
( Equation (7) ). using the pure-conduction model ( Equation
(6) ). as a function of the conductivity specified in the model,
Jor the four 9d data-collection periods of lowest wind speed
(indicated by dowonload-number DO6. DI5, D20, D51). The
Jour frames are for four sets of three thermistors each, labeled
by the range of depths accupied by the central thermistor of the
sel over the course of these four data-collection periods ( Fig. 1).
Note that the vertical seale is expanded by a factorof 2in (¢ )
and a faclor of 3 in (d) to display the much smaller temprer-
ature changes experienced by the deeper snote.

dard deviation of 26 m s ' during the 8 month period when
conductivities were calculated.

These low-wind periods were chosen 1o estimate con-
ductivity when windpumping effects would be smallest.
Our initial intention was to use low-wind periods to estab-
lish the conductivity for each thermistor group: however,
the average conductivity of all the periods for each group
differed by less than 0.01 W m 'K 'from the average of the
low-wind periods.

The accuracy of the calculated conductivity is depen-
dent on errors in the assumed density profile, the measured

temperatures, the thermistor positions and the time of

measurement. The standard error in the mean of the density
measurements in Figure 2 over a 40 cm region is less than
5kgm *, ora relative error of < 1.3%. This translates to an
equal relative error in conductivity, because p is propor-
tional to ke in Equation (5). Error due to the time of data
acquisition is insignificant as the Polycorder’s clock is
accurate to better than 0.1 s in 15 min. To estimate the contri-
butions ol errors in temperature and thermistor position,
the model was run 500 times with an offset error introduced
in cach of the three temperatures and each of the three ther-
mistor positions, from a random Gaussian distribution with
standard deviations of 0.03 K for temperatures and 6 mm
for thermistor positions. A 9% relative error in conductivity
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was the maximum estimated in the case of the deepest ther-
mistors where temperatures are changing more slowly and
conductivity is not as well constrained. Combined with the
error due to density variation, the total uncertainty in kot
(for individual 9d periods) is 10% at 60-100 cm depth and
8% at shallower depths, with errors in Az and AT contri-
buting about equally.

For cach depth group, the conductivity that minimized
ens and its uncertainty is shown for cach data-collection
period in Figure 10. Horizontal lines indicate the average
conductivity for groups B, € and D. A transient period in
February is apparent in groups B and C, probably due to
the disturbance of the thermal regime in the nearby back-
filled snow pit, or to solar heating. Therefore, the average
conductivity was computed beginning at sunset (21 March),
2 months after the thermistor installation, so that temper-
atures in the snow pit would have equilibrated to their sur-
roundings and so that solar heating would be negligible. For
group A, a least-squares linear fit, rather than an average, is
shown; the motivation for this exception is discussed below.
To obtain the error bars for Figure 10, we make a judgment
about the accuracy to which Ep 1s determined in curves
such as those of Figure 9. Curves with sharp minima indi-
cate well-defined values of ke We first compute the rm.s.
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temperature change for a given thermistor for a 9d data-
collection period:

2}.\:—12“(‘&’1"1:'”)2
N — 120

AT =

We then locate (e.g. on Figure 9) the values of ki for which
€rms = 0.1 AT, indicating 10% relative error, consistent
with the uncertainty estimate above. These values of kg
define the top and bottom of the error bars in Figure 10, In
general, the conductivity is less narrowly constrained [or the
deeper thermistors, because temperatures change more
slowly at depth.

The four average conductivities from Figure 10 are
plotted vs depth in Figure 11, along with the density-depen-
dent parameterizations of Anderson (1976) and Yen (1981):

kaud =0.021 +25p%; (0)
'I"\'nn = 2.2362 f)l"‘m:’ (1[))

where kis inWm 'K "and p is density in Mgm *. Error
barsin Figure 11 show the range of conductivities and depths
for cach thermistor group from the individual periods
shown in Figure 10. The conductivities for the lower two
thermistor groups are consistent with the Anderson (1976)
and Yen (1981) parameterizations but the top two groups
have significantly lower conductivities, although they still
remain within the scatter of measurements used by Ander-
son and Yen to compute their parameterizations. The snow
in which our low near-surface conductivities were measured
fell mostly during the polar night and had never experi-
enced high temperatures and solar radiation. Although an
increase of bonding with time due to the snow grains small
radius of curvature (Kelvin effeet) might still oceur at low
temperatures, this winter snowfall had probably not
become well bonded, which could explain the low conduc-
tivities measured. This condition would correspond to a
small value of (v, /r.) in the Adams and Sato (1993) model.

The conductivity of group A increased slowly with time
from June to October. This increase is probably typical as

new snow ages. The parameterizations of Anderson (1976)
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Fig. 11. Average conductivity of each thermistor group as a
Sunction of depth. Error bars indicate the range of modeled
conductivily and range of depths of the center thermistor for
all periods. Lines indicate parameterizations based on dens iy
( Egquations (9) and (10) ), using densities one standard devi-
ation above and below the measured values shown in Figure 2.
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and Yen (1981) were based primarily on measurements of
old snow; Figure 11 shows that the South Polar snow
approaches agreement with the parameterizations as it
ages. At Im depth, our conductivity also agrees with that
inferred by Weller and Schwerdtfeger (1977) for the snow at
Plateau Station. The accumulation rate at our experiment
site is about 40 cm of snow per year, so thermistor group D
represents snow that is 2-3 years old, whereas group A re-
presents snow that is at most a few months old. (The annual
accumulation at a distance of several kilometers away from
South Pole Station is only 20 cm but the station itself dis-
rupts surface winds and causes excess snow accumulation
ncarby) The rate of growth of necks connecting grains
probably is greatest during the warmest months, December
and January, which have mean surface-air temperatures of

28"C. The conductivity in the uppermost layer therefore
probably increased more rapidly in the 3 months following
the termination of this experiment than it did during the
measured period June-October (Fig. 10a). As further quali-
tative evidence for increased grain bonding with depth, we
note that snow shoveled near the surface appeared well
packed but not cohesive, much like dry sand. whereas at
the bottom of the 2m pit the snow extracted by shoveling
was in the form of well-bonded blocks.

Snow grain-size does normally increase with depth or
age (LaChapelle, 1969). Grenfell and others (1994) meas-
ured snow grain-size at the South Pole by means of photo-
micrographs and found radii averaging 50 um at the
surface, increasing o about 300 gm at 50 em depth. In addi-
tion to grain-size, snow texture is also important for the con-
ductivity but has apparently not yet been studied in the
surface snow of the Antarctic Plateau. A review of current
knowledge involving the relationship between snow texture
and heat transfer (Arons and Colbeck, 1995) has argued for
more field observations of heat transter in relation to the
m i(‘l‘()-sl ructure (ll‘S”()‘\\'.

The curves in Figure 9 show that, although there is a
single conductivity minimum for each period, there is still
a residual error in the predicted temperature change (€q,4)
at the best-fit conduetivity and that e, is larger nearer the
surface. The likely contributors to this residual temperature-
change error are model error due to the finite-difference ap-
proximation, temperature-measurement error, thermistor-
placement errvor, non-vertical heat fluxes, variation in den-
sity and snow texture, which would cause kg to vary at
scales smaller than our thermistor spacing and non-conduc-
tive heat fluxes. We next convert ., into a residual heating
rate as a lunction of depth in order to set an upper limit o
the thermal effect of non-conductive heat fluxes.

Rather than using the best-fit conductivities for each 9d
period shown in Figure 10, we use the average conductivity
for cach group (horizontal lines in Figure 10), except for the
one closest to the surface (group A) for which we specify
conductivity increasing linearly with time as indicated in
Figure 10a. We believe there is no physical reason to explain
the week-to-week variation in optimal conductivity shown
in Figure 10 other than model and measurement error or
non-conductive or non-vertical heat fluxes, except near the
surface where the snow may be undergoing more rapid
metamorphism. By using the average conductivity, our
values of ¢,,5 will be larger than the minima shown in Fig-
ure 9 and we will by default assign any true change in con-
ductivity to non-conductive processes (or non-vertical
conduction), and thus obtain an upper limit to the heat flux
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due to these processes. Figure 12a shows €y in degrees and
the residual heating rate (heating-rate error) in Wm 4 as
functions of depth for all periods of no sunlight and all ther-
mistor groups; Figure 12b shows the relative error
€rms/ AT e (Equations (7) and (8) ). The cases in which the
top thermistor was within 3 mm of the snow surface are
omitted from Figure 12. For those cases, aliasing at the
sample interval of 15 min is likely and indeed they exhibit
the largest errors. Below 60 cm the heating-rate error is less
than 02 W m * and the relative error is less than 8%, indi-
cating that vertical conduction explains 92% of the heat
flux.

ESTIMATION OF NON-CONDUCTIVE HEAT FLUX

We did not investigate heating rates due to solar radiation
when the sun was up, because of an experimental difficulty
also experienced by Trowbridge (1993). Even though we
minimized selective radiative heating of thermistors by cov-
ering them with mylar shields, the thermistors registered

Heating Rate Error (W m-3)
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Fig. 12. (@) Root-mean-square error in pedicted temperature
change, €. (Fquation (7)) as a_function of depth for all
thermistor groups for all periods of no sunlight. The top axis
indicales the equivalent residual heating rate. The model uses
the average conduclivily for each group ( horizontal lines in Fig-
ure 1), (b) Relative error in predicted lemperature change,
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10 em intervals for all thermistor groups for all periods of no
sunlight. The predicted temperature change was comfpuiled
using the 6 month average conductivily for each group.
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temperatures up to 0.2 K higher than the snow temperature.
It is difficult to monitor snow temperature in the presence of
solar radiation. One can observe the cooling curve after
shading the snow to get an instantaneous snow-temperature
profile a few seconds after the thermistors have equilibrated
to the actual snow temperature (Brandt and Warren, 1993,
fig. 7), but this method disrupts the thermal regime and is
difficult to implement operationally to track snow temper-
atures over several months. However, solar radiation is not
expected to cause internal heating within the snowpack
below the top few centimeters in the case of pure, dry snow
at densitics found on the Antarctic Plateau (Brandt and
Warren, 1993).

We now search for a windpumping contribution to the
residual heating rates in winter that are not accounted for
by vertical conduction. These residual heating rates are sig-
nificant for the upper thermistor groups A and B, at shallow
depths where windpumping would be expected to have the
greatest effect. We therefore seck a wind pumping signal in a
correlation of the unexplained heating rates in groups A
and B to meteorological variables from Figure 3, only for
cases where the top of the group was less than 20 cm from
the surface. The most probable type of windpumping that
would disrupt the thermal regime of the underlying snow
on the scale of centimeters to meters would be caused by
air flow over undulations, which at the South Pole would
be sastrugi (Colbeck, 1989; Cunningham and Waddington,
1993). The perturbation pressure P, and hence the vertical
air-flux volume of this type of windpumping, is propor-
tional to the square of the wind speed U (Colbeck, 1989). In
addition, the disruption of the snow’s thermal regime due to
windpumping should be proportional to the temperature
difference between air and snow (T}, — T},). We define the
unexplained temperature change € for a particular time step
as € = ATy, — AT, (cf Equation (7)), and correlate €(t)
with U(T, — T,,), using the hourly values of wind speed
(which were shown smoothed in Figure 3) and only the
data-collection periods during the polar night so as not to
involve solar radiation. As shown inTable 1 and Figure 13a
and b, this correlation explains 21 % of the residual heating,
or 3.1% of the total heating. However, this correlation does
nat by itselfidentily windpumping as the cause of the unex-
plained temperature changes, because non-vertical conduc-
tion is also proportional to T, — Ty, We therefore also show

Table 1. Correlation of unexplained temperature change
€ = (AT, — AT.), at 25 40cm depth wilh various
meteorolagical parameters. Correlation coefficient is v; r? is
the fraction of variance accounted for by the parameter. Fy, in-
dicates the per cent af the total temperature change accounted
for by the parameter. The correlations of € with
U%(T, — Ty)s (T, — i) andd U? are plotted in Figure 13

Parameter e F,
U (T, — T) 02l 31%
(Th — 1) 032 47%
L 0.03 04%
[dP/Ati(T; — Ty) 0.19 9.8%
|dP/dt| 00004 0.01%

Symbals: U, wind speed: T}, air temperature; Ty, measured snow tempera-
ture; AT, calculated change in snow temperature; P, air pressures £, time.
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the correlations of e with T, — T, and U~ separately. Table 1

and Figure 3¢ and d show that (T, — T},) alone explains
more of € than does U?(T, — Ty,). U? is essentially uncor-
related with ¢ as shown in Iigure 13¢ and [ We also tried
correlating € with another possible measure of windpump-
ing, |Ap|(T}, — T,.), where Ap is the change in barometric
pressure, and again did not find significant correlation
('Table 1). Convection within the snowpack would correlate
with (T, — T,) but it is unlikely to contribute much to the
heat flux because of the high snow density. Non-vertical heat
conduction could be responsible for correlation between
| T:I

ing error ¢, especially when a vertical wall of a sastruga was

— T,) and the one-dimensional model’s residual heat-

close to the thermistor string as was sometimes observed.
I Bl ~ . . . r) al &l
I'he fact that the correlation of e with U= (T, — T,,) was less

than that with (7T, — T,) suggests that the small resicual
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heating € is mostly due to non-vertical conduction and to
vertical variability in ke rather than to windpumping,

DISCUSSION

Comparing Figures 7 and 12, we see that for example at
50 cm depth, changes of up to 0.03 K in a 15 min time step
can be explained to within 000l K by vertical conduction
alone. We did not observe rapid temperature changes due
to windpumping such as have been reported by Albert and
McGilvary (1992) and Albert and Hardy (1995). In labora-
tory and in situ forced-air experiments, they found temper-
ature changes of up to 1K at 20em depth, whereas our
maximum temperature change at 20em was only 0.1 K
(Fig. 7). However, the snow they studied was low-density
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seasonal snow (150 kg m :;‘J, with a permeability nearly 20
times that of typical snow on the Antarctic Platean, which
is at least twice as dense. This difference in snow type is
probably sufficient to explain why our experiment had a
different outcome than theirs, although differences in ther-
mal conductivity and local temperature gradients may also
be significant. Albert (1995) developed a finite-element
heat-transfer model which agreed with her experimental
results, and which also suggests that slow advection could
be occurring in South Polar snow without significantly
affecting measured temperatures.

The theoretical and experimental evidence of the depth
to which windpumping occurs on an ice sheet is limited.
Clarke and Waddington (1991) improved their windpump-
ing model to consider three-dimensional air flow and found
that the depth to which windpumping occurs in one-dimen-
sional models 1s overestimated. Waddington (personal com-
munication) expects most of the air flow for a “sastrugied”
snow surface to occur to a depth comparable to the height
of the sastrugi, which in our case varied from 0 to 30 cm.
Colbeck (1993) pointed out that the heat capacity of snow
(of density p = 500 kg m # is 850 times that of air. Thermal
signatures of windpumping might then be subtle and low-
veloeity windpumping may occur without significantly dis-
rupting the snow’s thermal regime. Even if windpumping
does not significantly affect snow temperatures on the Ant-
arctic Plateau, it can still be important for aerosol deposi-
tion, which occurs only in the top few centimeters (Albert,
1996; Harder and others, 1996).

Albert and others (1996) measured the vertical snow
permeability at Summit, Greenland; it increased from
3 x 10 ""m? at the surface to 28 x 10 " m* at 1m depth.
They also showed that the horizontal permeability could
be a tactor of 2 larger than the vertical permeahility. This is
probably true in Antarctica as well, because the vertical
permeability at the South Pole is largely limited by a thin
surface crust about 5 mm thick that forms in late summer
(Gow, 1965). The preliminary analysis of Albert and others
(1996) shows that the top meter of firn is sufliciently perme-
able to allow ventilation. It has been shown in one-dimen-
sional calculations (Albert and McGilvary, 1992) and two-
dimensional calculations (Albert, 1993) that significant air
flow can exist in the firn that would not be evident trom the
temperature profile when the snow has relatively high ther-
mal conductivity, or when there are relatively strong overall
temperature gradients. The vertical permeability we meas-
ured in the top 10em of South Polar snow, 4 x 10 i
agrees with the Greenland surface value, suggesting that
an experiment in Greenland similar to ours might yield
similar results.

CONCLUSIONS

Measurement of snow temperature at South Pole Station
during the winter night ¢an be used to estimate the thermal
conductivity and to assess the contribution of windpumping
to the snow’s thermal regime, without the added complex-
ities of solar radiation and transport of latent heat.

Above 40 cm depth, the estimated snow conductivity is
much lower than that given by the parameterizations of An-
derson (1976) and Yen (1981) which are functions only ol den-
sity. We speculate that the low conductivities we observed
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are due to weak intergranular contacts within the freshly
fallen, very cold, winter snow at the South Pole.

Below a depth of ~3 mm, the thermal regime of near-
surface snow at South Pole Station changes slowly enough
to be sampled at 15 min time steps and to be modeled using
finite differences in one dimension. Thermal conduction in
the vertical direction is responsible for at least 92% of the
heat flux below a depth of 60 cm (3—4 annual layers). Our
model’s heating-rate error is less than 02Wm ~ at 65cm
depth. The residual heat flux at shallower depths is partly
attributable to non-vertical conduction or variability of kg
within each modeled region. We failed to find evidence that
windpumping causes significant heat flux below 20cm
depthy; its effects on the thermal regime may be confined to
snow neaver the surface.
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