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Three response rules for explaining the role of temporal factors in the control of responding
were examined. These were the cycle-to-trial comparator rule from scalar expectancy theory (SET;
Gibbon & Balsam, 1981), the "deletion" comparator rule proposed by Cooper, Aronson, Balsam,
and Gibbon (1990), and a "bad/good" comparator rule-a type oflTI-to-trial comparator. Two of
these rules were designed to explain the acquisition of responding in simple associative learning
paradigms (i.e., autoshaping). Here, their generality as predictors of response levels in response
dependent multiple schedules was examined. SET's overall cycle-to-trial comparator rule was
the best predictor of the pattern of responding. Contrary to previous findings regarding contrast
in multiple schedules, which show greater contrast with shorter component durations, there was
no effect of absolute component duration. As predicted by SET, relative, not absolute, component
durations controlled response levels.

The importance of temporal factors in the control of
responding has been acknowledged for many years. A
clear understanding of these factors can only come from
an examination of their effects in a variety of condition

ing paradigms. One major theory proposed to explain the
role of temporal factors in Pavlovian conditioning was
Gibbon and Balsam's (1981) scalar expectancy theory
(SET). The generality of this theory would be severely

limited if it could not also account for the influence of
temporal factors in other conditioning paradigms. Here,

we examine the applicability of SET, as well as two modi
fications of SET, to performance on response-dependent

multiple schedules.
According to SET, responding depends on a compari

son of the average wait for reinforcement in a signal (trial
wait) with the average wait for reinforcement in the overall
context in which that signal is embedded (cycle wait).
When the ratio of cycle-to-trial waits exceeds a critical

value, responding occurs to the signal. Gibbon and Bal-

This report is based on a thesis submitted by the first author to Colum

bia University in partial fulfillment of the requirements for the master's

degree. This research was supported by National Institute of Mental

Health Grant MH4l649 to J. G. The authors would like to thank Ray

mond Garcia and Rachel Fromholtz for their assistance in conducting

the experiments. We also thank Lee D. Cooper for his helpful com

ments in all phases of this research and Warren H. Meek and Herbert S.

Terrace for their comments on an earlier version of the manuscript. Cor

respondence regarding this article should be sent to L. Aronson, Depart

ment of Biopsychology, Unit 50, New York State Psychiatric Institute,

722 West l68th St., New York, NY 10032.

sam place the critical value at a ratio of 2: 1. This overall
cycle-to-trialcomparator rule easily explains the trial spac
ing effect (Gibbon, Baldock, Locurto, Gold, & Terrace,
1977; Terrace, Gibbon, Farrell, & Baldock, 1975; see
Gibbon & Balsam, 1981, and Jenkins, Barnes, & Bar

rera, 1981, for reviews), as well as the finding that the
number of reinforcements to acquisition is approximately
equal, regardless of the percentage oftrials that are rein
forced (Gibbon, Farrell, Locurto, Duncan, & Terrace,

1980; Williams, 1981b).
SET's overall cycle-to-trial comparator rule can also

account for both the lack of acquisition (Durlach, 1983;

Garnzu & Williams, 1973; Rescorla, 1968) and the loss
of responding (Garnzu & Schwartz, 1973; Lindblom &
Jenkins, 1981; Rescorla, 1989) in random control proce
dures. In the random control (or nondifferential) proce

dure, the cycle-to-trial ratio is 1:1 because reinforcement
is presented with an equal probability both inside and out
side ofthe signal, meaning that the average wait for food

in the cue is equal to the average wait for food overall.
However, the SET cycle-to-trial comparator rule can

not account for a series of recent findings in which non
differential procedures were used that showed evidence
of response acquisition. These results led Cooper, Aron

son, Balsam, and Gibbon (1990) to propose a modifica
tion of SET's original comparator rule, which they call
the deletion comparator rule. The crucial findings that

led to this modification showed that when stimuli are ar
ranged so that a discriminable period of nonreinforcement
exists in an otherwise nondifferential procedure, respond-
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ing may emerge. These findings have come from both the

autoshaping and multiple-schedule paradigms (Brandon,
1984; Cooperet al., 1990; Durlach, 1983; Farley, 1980;

Goddard & Jenkins, 1987; Marcucella, 1976).

Farley (1980, Experiment 1; see also Brandon, 1984)

examined maintained keypecking in pigeons trained on

a three-cue multiple schedule. Initially, reinforcement was

delivered at the same rate in all three components by using
a response-independent, variable-time 60-sec (VT 60)

schedule. There was little keypecking in this nondifferen

tial procedure. Reinforcement was then removed from one

VT 60 component and added to another; this created a

component that was reinforced at a higher rate (VT 30)

and a component that signaled nonreinforcement (extinc
tion). In terms of the third, unchanged component, this

procedure was still a nondifferential condition, with the

same rate of reinforcement in the presence and absence

of the cue. Overall, reinforcement was still presented at

an average of every 60 sec. Responding was evoked, how

ever, by the two reinforced cues using this procedure.
The creation of a discriminable period of nonreinforce

ment in an otherwise nondifferential procedure can also

be achieved by the addition of another stimulus that "sig

nals" the reinforcers that occur outside the target cue.

Marcucella (1976) exposed pigeons to a two-component

multiple schedule in which both components (e.g., red
and green keylights) signaled equal variable-interval (VI)

schedules. One component was then changed to a signaled

VI schedule, in which a cue was added (a triangle was

superimposed on the red keylight), which signaled the

availability of reinforcers in that component. An increase

in responding (positive contrast) occurred in the un
changed target component. The addition of a cue for rein

forcement created an explicit cue for nonreinforcement.

The reinforcement signal (the triangle) changed the two

component multiple schedule to a three-component multiple

schedule with an extinction component (the red keylight).

Additionally, Marcucella found that when only 50% of the
foods in the changed component were signaled, there was

no positive contrast. In this case, there was no cue for

nonreinforcement because the component cue (red) was

occasionally reinforced in the absence of the signal (see

also Jenkins& Larnbos, 1983, Experiment 1, Group R.G.).

Using an autoshaping paradigm, Durlach (1983) showed
acquisition of responding to a target CS in a random con

trol procedure when the non-CS reinforcers were signaled

by a second CS. As in Marcucella's (1976) study, the ad

dition of a cue signaling the added reinforcers created an

explicit cue for nonreinforcement (see also Goddard &

Jenkins, 1987).
SET's overall cycle-to-trial comparator rule cannot

account for the results from any of these "signaling"

procedures. According to SET, the fact that reinforcers

outside the target cue are signaled should not affect re

sponding to the target, because signaling does not change

the overall cycle wait time; thus, cycle-to-trial ratios are
unaffected and are still equal to 1 in these procedures.

Contrary to this explanation, the studies cited above

clearly showed that when cues are arranged so that the

nontarget reinforcers are signaled and a discriminable pe

riod of nonreinforcement exists, responding can emerge

in an otherwise nondifferential procedure.
Cooper et al. 's (1990) modification of the SET overall

cycle-to-trial comparator rule was designed to accommo

date the results from signaled random control procedures.

According to this view, which we call the "deletion" CIT

comparator rule, learning about different signals is more

or less independent. In other words, reinforcement in one
cue should not affect responding in a second cue, unless

the cues are presented as a compound. This makes the

source of non-CS reinforcement in the nondifferential pro

cedures crucial. If these extra reinforcers are signaled by

a second cue, they will no longer affect responding in the

target cue. According to the deletion comparator rule,
other cues for reinforcement, and their reinforcers, are

deleted or removed from the cycle against which the tar

get cue is compared. Thus, a procedure like the one used

by Durlach (1983), in which the extra USs are preceded

by a brief signal, becomes analogous to a standard con

ditioning paradigm in terms of the target cue. The extra
reinforcers and their signals are "deleted" and the target

cue is compared with a cycle that includes only the target

and nonreinforced time. The deletion comparator rule also

accounts for Farley's (1980) findings.

Although the deletion comparator rule successfully ex

plains the results in signaled random control procedures,
another possible comparator rule can also account for

these results. Furthermore, the experiments reported thus

far cannot differentiate between the deletion comparator

rule and this other comparator rule, which we call the

"bad/good" comparator rule. This view is similar to de

letion in that it proposes that cues are independent and
that reinforcers in one cue should not affect learning about

a second cue. It differs from the deletion comparator rule

in that it abandons the notions of a cycle wait and of a

ratio comparison of cycle-to-trial waits. The bad/good

comparator rule is similar in spirit to the relative waiting

time theory proposed by Jenkins et al. (1981). Their view
is similar to SET, but is couched in terms of the wait in

the CS being compared with the wait in the background,

outside the CS (rather that in an overall cycle).

The bad/good comparator rule states that an animal

compares the average extinction time (the "bad" wait)

with the average wait for reinforcement when it is in the
cue (the "good" wait). Basically, the claim is that the

comparison is between the average wait to get into the

good cue and the average wait for reinforcers once there.

Consider, for example, a two-cue multiple schedule, with

VI 30-sec and extinction components. Component dura

tions are always 2 min. This makes the average bad wait
2 min; the average good wait is 30 sec. The bad/good ra

tio is therefore 4: 1. For the sake of simplicity, we are

assuming that the response threshold is around 1:1, which

corresponds to the 2: 1 threshold in SET, so we expect

responding in this procedure. In a standard nondifferen

tial procedure, there is no "bad" time because there is
no cue for nonreinforcement. In that case, this view could

be extended to propose that the target cue would be com-
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and an extinction component were always present. We

also examined the effect on target responding of the ad

dition of reinforcers to the session that were signaled by

either a third cue (referred to as the "other VI" cue) or

the target itself, as well as the effect of changing the du
ration of the extinction component.

The design of the experiment is shown schematically

in Figure 1. The specific conditions and the ratio values

for the target cue, according to each comparator rule for

each condition, are shown in Table 1. The same set of

conditions was presented twice, once with absolute com
ponent durations that were long (a range of 1-6 min,

shown in Table 1) and once with absolute component du

rations that were short (a range of 6-36 sec, also shown

in Table 1). The reasons for this manipulation are dis

cussed below. Note that the comparator ratio values for

each condition are the same for both the minute- and
second-range versions of a condition. For clarity, we will

refer to conditions by their minute-range labels only.

In the baseline condition, a short target component was

presented with a long extinction component. This was the

1-0-6 minute-range condition, consisting of a l-min tar

get component, a zero or absent other VI component, and
a 6-min extinction component. In this initial condition,

all three temporal comparator rules predicted high levels
of responding.

In the next condition, another source of reinforcement

was added to the session in the form of a third schedule

component. This manipulation corresponded to the 1-5-6

Figure 1. The schematic design of the experiment. A three-cue
multiple schedule was used. The black areas indicate the target cue
component, which was presented in alI of the conditions. The gray

areas depict a second reinforced cue component, which was pre
sented in two of the conditions. The white areas depict the extinc
tion cue component, which was presented in alI of the conditions.
See text for further details.

pared with other concurrently presented cues or to other

cues that surround the target CS. In either case, there

would be a prediction of no responding. The bad/good

comparator rule correctly predicts responding in signaled
random control procedures because the signaling procedure

creates a "bad" period in the intertrial interval (ITI). Note

that if the "bad" wait is too short, responding will not

occur (see Cooper, Aronson, Balsam, & Gibbon, 1988a,

1988b, 1990; Durlach, 1989; Robbins & Rescorla, 1989).

The deletion and bad/good comparator rules are very
similar; the difference is that the deletion rule uses a cycle

to-trial comparison, whereas the bad/good rule uses what

is basically an I'Tl-to-trial comparison. The two compa

rator rules do, however, make divergent predictions about

the effects of certain manipulations. One is the effect of

increasing target time in the session. According to the de
letion comparator rule, increasing target time will reduce

the average wait in the cycle and thus lower the cycle-to

trial ratio. The bad/good comparator rule, however, is

insensitive to the amount of target time in the session as

long as the rate of reinforcement in the target is constant.

If the target is reinforced on an average of 30 sec and there
is an average extinction time of2 min, the bad/good ratio

will be 4: 1, regardless of whether the target cue is pre

sented for 30 sec or 2 min. Thus, to differentiate between

the deletion and bad/good comparator rules, the amount

of time that the target cue is present relative to nonrein

forced time must be manipulated independently of the
reinforcement rate in the target.

The present experiment was designed to differentiate

the deletion and bad/good comparator rules and also to

provide further tests of the generality of the SET overall

cycle-to-trial comparator rule in an operant procedure.

The principle advantage of testing these hypotheses with
a response-dependent schedule was that this procedure en

sured that a nonzero floor level of responding was evident

in all of the experimental conditions. We were therefore

able to examine both the facilitative and suppressive ef

fects of various temporal manipulations on response levels

relative to baseline. The recoverable baseline level of re
sponding that a response-dependent schedule provides is

crucial for a full examination of these effects, because of

the known historical effects of nondifferential procedures

in response-independent procedures such as autoshaping.

Animals exposed to response-independent random con

trol procedures exhibit a lasting suppressive effect on re
sponding (Baker & MacKintosh, 1979; Balsam, Aronson,

&Scopa~, 1987; Tomie, 1981, 1985; Tomie,Murphy,

Fath, & Jackson, 1980). The use of response-dependent

schedules avoids that problem. It allows an examination

of the effects of temporal manipulations using a within

subject design. These types of temporal manipulations are
known to have an effect on response acquisition rates

when between-subject comparisons are used. Here, we

can test the generality of these temporal effects by exam

ining changes in response levels within subjects.

Specifically, we used a multiple schedule with two or

three components to examine which comparator rule best
predicts changes in responding. A target cue component
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Note-The durations for the three components in each condition are listed

on the left half of the table. A zero duration means that the component

was not presented in that condition. Minute-range conditions are shown

in bold type. The corresponding second-range conditions are shown be

low them in italics. Ratio values for the target cue according to each

comparator rule are shown on the right. Conditions grouped by brackets

were predicted to produce similar levels of responding according to that

comparator. Ratios below 2: 1 were not expected to promote excitatory

strength above a floor level of responding associated with the VI.

condition. In terms of the target component, reinforcers

are added but are signaled by another cue. Therefore, this

condition provided a test of the deletion and badlgood

comparator rules relative to the overall SET comparator.

Both the deletion and badlgood comparator rules claim

that the addition of the other VI cue should not affect re

sponding in the target, because that cue is not involved

in target cue comparisons. As seen in Table 1, the ratio

values for the target cue do not change in this condition

for these comparator rules. However, the overall com

parator rule predicted that target responding would de

crease in this condition because the addition of reinforcers

to the session reduced the overall cycle wait. This is seen

in the reduced overall CIT ratio for the target cue in this

condition.

The third line of Figure 1 depicts a condition in which

the same amount of reinforced time was added to the ses

sion, as in the second line, but instead of being signaled

by the other VI cue it is signaled by the target cue itself.

This corresponded to the 6-0-6 condition. Here, the de

letion comparator rule predicted a decrement in responding

relative to the baseline condition, because this additional

reinforced time cannot be deleted from the target com

parison. Thus, cycle time is decreased and the cycle-to

trial ratio is lowered. (Note that when only one reinforced

cue is present, the deletion comparator rule is identical

to the overall SET comparator rule because there is noth

ing to "delete.") The bad/good comparator rule however,

predicted no decrement in responding in the third condi

tion relative to baseline. According to the bad/good rule,

this is because the average wait in the trial, which is un

affected by the actual amount of time that the trial is

present, is crucial.

Ratios for Target Cue

Target Other

VI 30 VI 30 Extinction

In the next condition, 6-6-6, reinforced time was added

in both the target and the other reinforced cue. This pro

vided a test of the deletion and badlgood comparator rules

relative to the 6-0-6 condition. According to these com

parator rules, this further addition of reinforcers to the

session should have no effect on responding to the target

cue. According to the overall comparator rule, this ma

nipulation further reduces the cycle wait and therefore re

duces the CIT ratio even further. In fact, the overall CIT

ratio for this condition is below the threshold value of 2,

so according to this comparator rule, responding should

be at the floor level necessary to obtain reinforcers on

the VI schedule.

In all of the conditions discussed so far, the badlgood

comparator value for the target cue remained high at 12:1.
This is because, regardless of the amount of reinforced

time in the session, the rate of reinforcement in the tar

get had not changed, so the average wait for food in the

target also had not changed (on a VI 30, the "good" wait

was 30 sec). Similarly, in all ofthe conditions, the dura

tion of the extinction component remained stable at 6 min

(the "bad" wait). In the final condition, shown schemat

ically at the bottom of Figure 1, the duration of the ex

tinction component was reduced. This manipulation cor

responded to the 6-0-1 condition. Here, the bad/good

comparator rule predicted a decrement in responding be

cause the "bad" wait was shorter, reducing the bad-wait

to good-wait ratio. This is the only condition in which

the badlgood comparator rule predicted a decrement in

responding relative to baseline. The deletion and overall

comparator rules both predicted further decrements in re

sponse levels to the target cue in this condition, because

the reduction of extinction time lowers the cycle time.

Overall, the purpose of the experiment was to determine

whether responding to a target cue would be sensitive to

the addition of extra reinforcers when they were signaled

by a different cue, or to changes in the duration of an ex

tinction component. The key question was which compara

tor rule would best predict the pattern of responding to the

target cue. In Table 1, the conditions expected to produce

similar levels of responding according to each comparator

rule are grouped by brackets. The overall CIT comparator

rule predicted three levels of responding-a high level of

responding in Condition 1-0-6, a moderate level of re

sponding in Conditions 1-5-6 and 6-0-6, and a low level

of responding in Conditions 6-6-6 and 6-0-1. The dele

tion CIT comparator rule also predicted three levels of

responding, but with a different pattern of conditions. It

predicted a high level of responding to Conditions 1-0-6
and 1-5-6 because both have a short target component.

Similarly, it predicted a moderate level of responding in

the 6-0-6 and 6-6-6 conditions. Finally, it predicted a low

level of responding in the 6-0-1 condition. The bad/good

comparator rule predicted a pattern with only two levels

of responding. According to this view, all of the condi

tions with a long extinction component (1-0-6, 1-5-6,
6-0-6, and 6-6-6) should produce high levels of respond

ing, whereas the condition with a short extinction com

ponent (6-0-1) should produce a low level of responding.
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The minute-range versus second-range manipulation

was done for several reasons. First, it allowed a clear
comparison with multiple-scheduleresults such as Farley's
(1980), in which long-duration cues were used, as well
as with autoshaping results such as Durlach's (1983), in

which short-duration cues were used. Second, previous
research using multiple schedules suggests that animals
are more sensitive to short component durations and the

more frequent alternations between components that oc
cur when short components are used (see Williams, 1983,
1989 for reviews). Third, and most important for our pur

poses, the minute-range versus second-range manipula
tion tests an assumption of all three comparator rules
that ratios of times, and not absolute durations, control

responding.

METHOD

Subjects and Apparatus
The subjects were 6 White Carneaux pigeons obtained from the

Palmetto Pigeon Plant. The subjects had all been previously auto

shaped to the keylight stimuli used in this experiment and had ex
perience with multiple schedules. They were housed individually

with free access to water. Throughout the experiment, the pigeons

were maintained at 80% of their free-feeding weights.
Three identical experimental chambers were used. Each was a

standard BRS/LVE pigeon conditioning chamber, with internal di

mensions measuring 34 cm long x 34 ern wide x 30 ern high. An

aluminum wall in each chamber contained three response keys, each
3.5 cm in diameter. The center of each response key was 25 ern

above the wire-mesh floor of the chamber. A 5 x 5 em food maga

zine was located 10 ern above the floor at the center of this wall,

below the center response key. Only the center response key was

used in this experiment.
llIumination was provided by a 15-W houselight, mounted 30 cm

above the floor in the center of the aluminum wall. The houselight
was on continuouslyexcept during hopper activation, when a hopper

light provided the only illumination in the chamber.

The keylight stimuli were generated by an lEE projection device
(BRS/LVE Model IC-90l/111-(6) located behind the center key.

Three keylight stimuli were used: a red light, a green light, and

a white light.
The chambers were equipped with an externally mounted fan,

which provided masking noise and ventilation. All of the cham-
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bers were housed in a sound-attenuating room. The experimental

manipulations and data collection were controlled by a micro

computer system (Cooper, Garcia, & Gibbon, 1988).

Procedure
Minute-range conditions. The subjects were exposed to a se

ries of five different multiple schedules, which had two or three

components (see Table I). The durations of the components varied

independently within the range of 1-6 min.

Red, green, and white keylights were used as stimuli. Specific

assignment of colors to the different schedule components was

counterbalanced across subjects. For each subject, the target cue
signaled a VI 3D-sec schedule, as did the cue we called the "other"
cue, meaning the other reinforced cue. The third cue signaled ex

tinction. The target cue and extinction cue components were al

ways presented. The other reinforced cue component was presented

in two of the five conditions. All keylight stimuli were presented

on the center response key.

The conditions are referred to by three numbers, indicating the

duration in minutes of the target cue, other reinforced cue, and ex
tinction cue components, respectively. For example, the 1-0-6 con

dition involved a l-rnin target component, no other cue component,

and a 6-min extinction component. The details of the experimental

sessions for each of the five minute-range conditions are shown in

Table 2. Note that the session durations were designed to equalize
the number of reinforcers in the target cue in all conditions except

1-5-6, which was designed so that the overall number ofreinforcers
equaled that in the 6-0-6 condition.

The VI 30 schedules were programmed by having reinforcements

set up with a probabilityof .2 after every 6 sec within the component.

The first peck after a reinforcer was set up caused delivery of the
reinforcer. Reinforcers were a 3-sec hopper presentation of mixed

grain. All keylight stimuli and the houselight were turned off dur

ing hopper activation, when a hopper light provided illumination.
The order of component presentations was random within a ses

sion, with the following constraints. In the l-Q-6condition, the same

component could not occur more than twice in a row; in all other

conditions, the same component could not follow itself.

The subjects were exposed to each condition twice in a random

order, which was different for each subject. Each exposure was

for five sessions; sessions occurred once a day, 5 days a week.
Second-range conditions. Next, the subjects were exposed to

the same five conditions except with the absolute component dura

tions reduced by a factor of 10. These second-range conditions are

listed in Table 2. All the details of the experimental sessions were

the same for the second-range conditions and for the corresponding

Table 2
Details of the Experimental Conditions

Number of
Session Presentations

Condition Length of Each Target Other Cue Total
(T-O-E) (in Minutes) Component Reinforcers Reinforcers Reinforcers

1-0-6 84 12 24 0 24

6-0-36 120

1-5-6 24 2 4 20 24

6-30-36 20

6-0-6 24 2 24 0 24

36-0-36 20

6-6-6 36 2 24 24 48

36-36-36 20

6-0-1 14 2 24 0 24

36-0-6 20

Note-T-0-E = target VI 30-other VI 30-extinction. The minute-range conditions
are shown in bold type. The second-range conditions are shown in italics.
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minute-range conditions, except the number of presentations ofeach

component. Component orders within a session were random, with
the constraint that the same component could not occur more than

twice in a row in all conditions.

In this phase, the VI 30 schedules were programmed by having

reinforcement set up with a probability of .067 after every 2 sec

within a component.

The subjects were exposed to each condition once for 1 week.

Two random orders of exposure to the different conditions were
used, with 3 subjects receiving each order.

RESULTS

The daily response rates for representative Sub

ject 4670, during the minute-range portion ofthe experi
ment, are shown in Figure 2. Three things were charac

teristic for all of the subjects. First, the level of responding

to the extinction cue was very low throughout the experi

ment. Second, the changes in response rate accompanying

a new condition generally occurred in the first session of

the change. For example, both transitions to the 1-0-6
condition showed immediate response-rate increases to

the target cue. Third, when the other VI 30 cue was pre

sented, response rates for the two reinforced cues were

similar. This was the case in both the 1-5-6 and 6-6-6
conditions. The average response rates of all the subjects

to the target and other VI cues, respectively, were 59.42
and 53.53 for the 1-5-6 condition, and 50.16 and 48.71
for the 6-6-6 condition. A two-way analysis of variance

(ANOVA) with condition and cue as factors showed a

main effect of conditions [F (l ,20) = 11.88, p < .01],
but no effect of cue [F(l,20) = 2.89, n.s.]. The condi

tion x cue interaction was not significant [F(1,20) =

1.125, n.s.].

The subjects were exposed to each minute-range con

dition twice. Response rates during the two exposures to

each condition were similar. A two-way ANOVA with

condition and exposure as factors revealed a significant

effect of conditions [F(4,50) = 18.77, p < .01], but no
effect of exposure [F(l,50) = .814, n.s.]. The condition

x exposure interaction was also not significant [F(4,50) =

.722, n.s.].

Because there was no difference between the two ex

posures to the minutes conditions and there was only one

exposure to each second-range condition, only data from
the second of the minute-range exposures was used in sub

sequent analyses. The second exposure was chosen be

cause it occurred closer in time to the presentation of the

second-range conditions.

In the second-range conditions, as in the minute-range

conditions, there was no difference in response levels to
the target and other VI cues when both were presented.

The average response rates to the two cues were 69.13
(target cue) and 58.42 (other VI cue) in the 6-30-36 con

dition, and 42.92 (target cue) and 44.19 (other VI cue)

in the 36-36-36 condition. A two-way ANOVA with con

dition and cue as factors showed no effect of cue
[F(1,20) = .377, n.s.], but did show a significant effect

of condition [F(l,20) = 6.91,p < .017]. The condition
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Figure 2. Response rates for Subject 4670 during each session of the minute-range portion of the experiment. Conditions are listed
across the top of the figure.



x cue interaction was, again, not significant [F(1,20) =

.606, n.s.].
The average response rates to the target cue for all of

the second-range conditions and for the final exposure to

the minute-range conditions are shown in Figure 3. The
ratio values for the target cue according to each compa

rator rule are listed below the figure. All of the compara

tor rules assume that ratios of times, not absolute dura

tions, control responding. This, in fact, was the case here.

Planned comparisons showed no overall difference be
tween the minute- and second-range conditions [t(50) =

.0023, n.s.]. A two-way ANOVA with condition and time

(minutes vs. seconds) as factors showed no effect of the

time variable [F(1,50) = .016, n.s.], but did show a main

effect of conditions [F(4,50) = 7.70, P < .01]. The con
dition X time interaction was not significant [F(4,50) =
.543, n.s.].

Because of the lack of difference between the minute

and second-range conditions, the data were pooled across

the two ranges in further analyses.

A series of planned comparisons were done on the basis

of the ratio values of the three comparator rules to deter
mine which best predicted the obtained pattern of respond

ing. The specific predictions of each comparator rule are

based on the ratio values for the target cue in each condi

tion listed in Table 1. Conditions expected to produce sim

ilar response levels according to each comparator rule are

bracketed in the table. The first set of planned compari
sons was based on the overall CIT comparator rule. The

conditions will be referred to by their minute-range labels

only for ease of discussion, although all comparisons

reflect pooling across minutes and seconds.
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The overall CIT rule's first prediction was that the con

ditions that had ratios below threshold, 6-6-6 and 6-0-1,
would not be different, which was the case [t(50) =
.2336, n.s.]. This result was not anticipated by either the

deletion or the badlgood comparator rules, which pre

dicted higher response rates in the 6-6-6 condition than

in the 6-0-1 condition. The second prediction of the over

all CIT comparator was that the 1-5-6 and 6-0-6 condi

tions would show similar response rates because both had

target CIT ratios of 2. These conditions were not differ

ent [t(50) = 1.0289, n.s.], as predicted by the overall

CIT comparator rule. This outcome is contrary to the de

letion comparator rule, which predicted higher responding

in the 1-5-6 condition. The data, in fact, lean in the direc
tion opposite to the deletion comparator rule's prediction.

The overall comparator rule also predicted that the two
sets of conditions (6-6-6 and 6-0-1 vs. 1-5-6 and 6-6-6)
would be different, which they were [t(50) = 3.731, P <
.01]. Finally, the overall comparator rule predicted that

the 1-0-6 condition, with a CIT ratio of 7, would show
significantly higher responding than all of the other con

ditions. Because the conditions with CITs equal to 2

(1-5-6 and 6-0-6) and those with CITs less than 2 (6-6-6
and 6-0-1) were different, they could not be pooled, and

the 1-0-6 condition was compared with each of them sep

arately. The 1-0-6 condition was different from the two
conditions with CIT ratios of 2 [t(50) = 4.7328, P <
.01]. (Note that the badlgoodcomparator rule incorrectly

predicted that these conditions would all show similar re

sponding.) Of course, the 1-0-6 condition was also dif

ferent from the two conditions with CIT ratios below 2
[t(50) = 7.993, p < .01].
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Figure 3. The average response rates in the target cue for all 6 subjects during all conditions
in both the minute (dark bars) and second (open bars) ranges. Lines above the bars show stan
dard errors. The ratios for the target cue for each condition according to each comparator are
listed below the rtgUre. Note that the ratio remains the same for both the minute- and second·
range versions of a condition.
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In summary, the planned comparisons indicated three

general levels of responding-a high level for Condi

tion 1-0-6, a moderate level for Conditions 1-5-6 and

6-0-6, and a low level for Conditions 6-6-6 and 6-0-1.

All of the predictions of the overall CIT comparator were
supported.

The planned comparison analysis seems to rule out the

badlgood comparator rule. It predicted that all the condi
tions except 6-0-1 would show similar response levels,

but we have already shown that the 1-0-6 condition was

different from the others and that the 6-6-6 and 6-0-1

conditions were not different.
Although the above comparisons showed some violations

of the deletion comparator rule, its strongest predictions

have not been specifically tested; that is, the predictions

based on the notion that the addition of another cue for

reinforcement should not affect responding in the target

cue. Thus, the deletion comparator rule predicted that the
1-0-6 and 1-5-6 conditions would not be different in

terms of target responding; neither would the 6-0-6 and

6-6-6 conditions. Neither of these predictions was sup

ported. The 1-0-6 and 1-5-6 conditionsdid differ [t(50) =
3.315, P < .01], as did the 6-0-6 and 6-6-6 conditions

[t(50) = 2.01, P < .01].
The obtained pattern of target responding was exactly

that predicted by the overall CIT comparator rule and can

not be accounted for by either the deletion or badlgood

comparator rules. Furthermore, the fact the response rates

to the other reinforced cue were not different from those

to the target cue when both were presented is also ex
plained by the overall CIT comparator rule. Because the

two cues were reinforced at the same rate, their ratios

were identical according to the overall comparator rule.

DISCUSSION

Although it was predicted by the comparator rules, the

failure to find a difference in response rates between the

minute-range and second-range conditions is surprising.

The common findings in the literature are that response

rates are higher, and contrast effects are enhanced, by

shorter component durations (see Williams, 1983, for a
review). Researchers have found that when components

are of equal length and vary together, absolute response

rates are higher with shorter component durations (Shimp

& Wheatley, 1971; Williams, 1980). McSweeney (1982)

examined contrast when a VI 2-min-VI 2-min schedule
was changed to VI 2-EXT at a range ofcomponent dura

tions. She found that contrast varied systematically with

component durations ranging from 5 sec to 8 min, with

contrast largest at the shortest durations.

On the other hand, Charman and Davison (1982) failed

to find an effect of absolute component durations. They

examined contrast effects over a range of reinforcement
rates and component durations and found that the sensi

tivity to reinforcement-rate changes was the same over

component durations ranging from 5 sec to 2 min. A key

feature of their experiment was that the components were

not of equal duration; one component was always five

times longer than the other. Thus, as in some conditions
in the present experiment, the durations of the different

components were not equal. In both cases, when the rel

ative durations of the components were constant, the ab

solute duration effect was not observed.

Williams (1989) suggested a possible explanation for

these divergent findings on the effects of component du

rations. He pointed out that there are two opposing effects

operating in any manipulation of component duration.

Shorter durations of the more highly valued component

lead to higher response rates in that component, whereas

longer durations of the alternative component also lead

to higher response rates in the more highly valued compo
nent. For example, in a VI-EXT schedule, if the dura

tion of the VI component is held constant while the dura

tion of the extinction component is varied, the response

rate in the VI is higher the longer the extinction compo

nent (Ettinger & Staddon, 1982; Wilton & Clements,

1971). On the other hand, if the extinction component du
ration is held constant and the duration of the VI compo

nent is varied, the response rate is higher the shorter the

VI component (Hinson, Malone, McNally, & Rowe,

1978). Given these opposing effects, Williams (1989)

pointed out that failures to find an effect of component

duration may not be due to insensitivity to the compo
nent durations per se, but rather may be due to opposing

effects. In this experiment, the extinction component was

long relative to the target in most conditions, even when

the absolute component durations were short. However,

for this explanation to account for these results, in which

a ratio effect is preserved over a wide range of absolute
component durations, the opposing effects of extinction

duration and CS duration would have to perfectly counter

balance each other across this range of component dura

tions. This is highly unlikely. An alternative view is sim

ply to appeal to a ratio mechanism to account for these

effects.
The main finding of the present study is also surpris

ing in that it contrasts previous research on signaled non

differential procedures (e.g., Cooper et aI., 1990; Dur

lach, 1983; Farley, 1980; Marcucella, 1976). In those

studies, the overall rate of reinforcement was held con

stant but cues were added to signal reinforcers that oc
curred outside the target cue. The results in those studies

clearly support a deletion comparator rule (see Cooper

et al., 1990). Here, however, we did not find an analo

gous effect of signaling added reinforcers; instead, we

showed that changes in the overall rate of reinforcement

will affect responding to a target cue in a manner consis
tent with an overall CIT comparator rule (Gibbon &

Balsam, 1981).

There are several possibilities for reconciliation. The

most obvious is that the present experiment used VI sched

ules, and thus included a response requirement. Most of

the cited research that supports the deletion comparator
rule used response-independent procedures (although

Marcucella used VI schedules). In those experiments,

when temporal conditions were unfavorable, responding

dropped out almost completely. Here, a floor level of re-



sponding was present even under the most unfavorable

conditions because of the VI response requirement. It is

possible that the present experiment examined an issue

that was fundamentally different from these other studies.

Here, the question was what controls changes in levels

of maintained responding. In the other studies (which sup

ported the deletion comparator rule), the main issue was

what controls the acquisition and emergence of respond

ing or, simply, what controls whether or not responding

occurs. During maintained responding, overall temporal

factors may play a more important role in determining

resonse levels, as they did here. In the studies designed

to examine response acquisition, such as Durlach (1983)

and Cooper et al. (1990), levels of maintained respond

ing were not closely examined.

Yet another possibility to explain the difference between

the present results and those of earlier studies is that lo

cal temporal effects may have played a crucial role in the

early experiments, but were diminished here. By the terms

local effect or local context we refer to the stimulus con

ditions directly surrounding (preceding or following) a

target cue. For example, Farley (1980) used fixed

component orders in his experiment. Although the spe

cific order of cues was not the same for all the subjects,

they all had an extinction component in a consistent rela

tionship either before or after the target cue. Thus, Farley

provided a consistent local context for the target compo

nent. In the present experiment, the component orders

were variable, making local comparisons less informa

tive. This could have promoted the use of overall com

parisons. In signaled random control procedures such as

Durlach's (1983), local comparisons are also very con

sistent and therefore may be informative. Although cues

are not presented in a fixed order in these procedures,

there is a much higher proportion of nonreinforced time

than anything else in the session. Because of this, most

target cues will be embedded in a nonreinforced local con

text. Several studies point to the possibility that a consis

tent local context can overcome overall temporal effects

(Farley, 1980; Reilly & Schachtman, 1987; Schachtman

& Reilly, 1987; Williams, 1979, 1981a).

A final possible explanation for the inconsistencies be

tween this study and the previous work supporting the de

letion hypothesis is that the conditions necessary for the

deletion comparator rule to operate may not have been

met in this experiment. Here, the other reinforced cue

was reinforced at the same rate as the target cue. It may

be that for a cue to be "deletable," it must be reinforced

at a different rate. In signaled random control procedures,

the cover cue is reinforced 100% of the the time, whereas
the target cue is partially reinforced-usually on only

20%-40% of its presentations. This differential rate may

promote independent comparisons. Differential reinforce

ment rates were also present in Farley's (1980) procedure.

To introduce an extinction component, Farley removed

reinforcement from one component and added it to

another, thus creating a component that was reinforced

at a higher rate than the target component. In fact, all of

the studies cited above that support the deletion compa-
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rator rule used different rates of reinforcement in the rein

forced cues. It may be that differential reinforcement rate

is one of the fundamental conditions required for the oper

ation of a deletion comparator rule.
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