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ABSTRACT

Emerging multimedia applications have increased the need
for video quality measurement. Motion is critical to this task,
but is complicated owing to a variety of object movements
and movement of the camera. Here, we categorize the various
motion situations and deploy appropriate perceptual models
to each category. We use these models to create a new ap-
proach to objective video quality assessment. Performance
evaluation on the Laboratory for Image and Video Engineer-
ing (LIVE) Video Quality Database shows competitive per-
formance compared to the leading contemporary VQA algo-
rithms.

1. INTRODUCTION

In parallel with the development in various multimedia appli-
cations, there has been considerable progress in developing
objective image and video quality metrics designed to evalu-
ate visual quality in agreement with subjective human judg-
ments. Of course, for most applications, subjective quality
assessment by humans is the most accurate method, but co-
ordinating subjective studies requires considerable time, cost
and human effort that is unsatisfactory except in rare instances
other than for bench-marking quality assessment algorithms.
Thus, a variety of fidelity measurement methods have been
proposed to approximate the result of subjective quality mea-
surement, including the hoary peak signal to noise ratio (PSNR),
the structural similarity index (SSIM) and the Visual Informa-
tion Fidelity index (VIF), video quality metric (VQM) etc [1].

The two terms, fidelity and quality, are often used inter-
changeably, but they are not always the same. Strictly, a fi-
delity measurement discriminates similarity of pixel values
between two images, while a quality assessment evaluates
the preference for one image sequence over another. Fidelity
scores may fail to reflect accurately subjective observation
since it may not reflect perceptual characteristics. Pooling
fidelity scores to a representative quality score using percep-
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tual motion models is the approach to the problem. We sug-
gest such a framework of temporal pooling. We categorize
each frame into stationary and moving scenes. According to
the scene categorization, perceptual weights are defined and
applied to the fidelity scores at both the frame level (FL) and
sequence level (SL).

2. COMPREHENSION OF MOTION PERCEPTION

Motion analysis is complicated by the fact that not only do
objects in the environment move, but observers move as well
[2]. For simplicity, we categorize moving images into three
cases:

Stationary scene: Observer (camera) remains station-
ary and objects move.

Moving scene A: Objects move and camera follows a
specific object.

Moving scene B: Objects are motionless and a camera
moves in a stationary environment (i.e. panning).

We propose that for VQA, camera movements can be de-
tected by statistics of the motion vector (MVs). When the
camera is not moving, motions occur locally, which modifies
the statistics.

Human eye is naturally attracted to moving objects. The
authors of [4] illustrate a visual attention model attracted by
objects in motion. It is assumed that moving objects are sig-
nificant to the HVS relative to those of background with in-
ducing more attention. Using the prior probability distribu-
tion in terms of the speed of motion, self-information, I , is
formulated as the information entropy. This perceptual model
can be applied to the stationary scene and the moving scene A.
However, when the apparent velocity becomes too high in the
stationary scene, it rather becomes harder to detect and distin-
guish object features such as contours and texture. In [5], the
contrast sensitivity of a drifting bar linearly increases up to a
threshold of velocity, then dramatically falls. In addition, as
the width of the drifting bar objects increased (ranging from
1 to 80 degrees), it peak visibility occurred with increasing
velocity. Likewise, the visual sensitivity is higher for smaller
objects at lower velocities. In view of this, we propose the
following contrast sensitivity model as a function of object
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velocity and object width:

C(v, Mdeg) = C1 (Mdeg + k1)
C2 e

−
(v/k2

)2

, (1)

where v is the object velocity (deg / sec) and Mdeg is the
object width (deg), where it is assumed that v > 0. Mdeg is
obtained by moving objects segmentation using refined MVs.
We applied this model to the curves given in [5] and found
that the following constants yield good fits to the behavior in
[5]: C1 = 40−9.1 ln Mdeg , k1 = 0.01, C2 = 1

3+ 0.18 ln Mdeg

and k2 = 6.75M2
deg + 48Mdeg − 4.75. These fits are in-

exact, since the actual numerical data samples are no longer
available, however, we believe that the fit is adequate to allow
for a general accounting of visual motion importance.

In the moving scene, a global motion occurs according to
the movement of a camera. It is difficult to perceive frames
of the moving scene when the camera movement is too fast.
In [4], this appearance is modelled as a noise of the distor-
tion communication channel in the HVS or as a likelihood
function of the noisy measurement, determining the percep-
tual uncertainty, U .

3. FRAMEWORK OF POOLING STRATEGY

3.1. Frame Level Pooling

In our proposed pooling strategy, we implement FL Pooling
by applying FL motion weights to the lowest p% of the fi-
delity scores, and by applying a lower constant scaling factor
r to the rest of the scores, similar to the percentile scoring in
[3]. Fidelity scores, Qm, are obtained from each mth win-
dow in a frame. The fidelity scores are combined to yield the
quality score for the f th frame, sf , as below:

sf =
∑

m∈Pc r · Qm +
∑

m∈P wm (θ) · Qm

|Pc| · r +
∑

m∈P wm (θ)
, (2)

where

wm(θ) = (1 − θ) wS
m + θwM

m , (3)

and

θ =
{

0, μf

σf
≤ 1

1, μf

σf
> 1 , (4)

where P is the set of the lowest p% fidelity scores, Pc is the
complement of P and |Pc| is the number of elements in Pc.
Here wm is the FL motion weight of the mth window and θ
is a threshold used to identify the scene movement detection.
If μf ≤ σf , the current scene is assumed to be a stationary
scene, and if μf > σf , the current scene is a moving scene.

The FL motion weight of the moving scene is defined by
normalizing the self-information of moving objects:

wM
m = κ−1 · I (vr

m) (5)

where vr
m is the motion speed of the mth sampling window

calculated as relative motion [4] and κ =
∑
n

I (v̄r
n) is a nor-

malization parameter.
By combining the motion contrast sensitivity with the self-

information, the FL motion weight of the stationary scene is
defined as below:

wS
m = κ−1 · I (vm) · C (

vm,Mm
deg

)
(6)

where vm is the motion speed of the mth sampling window
and Mm

deg is the width of an object including the mth sam-
pling window.

3.2. Sequence Level Pooling

When the video quality is time-varying, there is an ‘negative-
peak and duration-neglect effect’ [6]. It implies that the im-
portant thing for overall subjective quality judgement of a
video sequence is not the duration of a dip in quality, but
rather the depth. Thus, we also calculate the final score, S,
by means of the percentile scoring concept as below:

S =

∑
f∈P̂

c
�
r · sf +

∑
f∈P̂

�
wf (θ) · sf∣∣∣P̂c

∣∣∣ · �
r +

∑
f∈P̂

�
wf (θ)

, (7)

where

�
wf (θ) = (1 − θ) �

w
S
f + θ

�
w

M
f , (8)

where P̂ is the set of the lowest p% of sf , P̂
c

is the com-

plement of P̂, |P̂c| is the cardinality of P̂
c

and
�
r is a scaling

factor.
The SL motion weight of the moving scene is defined as

below:

�
w

M
f = 1 − U (v̄f ) − UMin

UMax − UMin
, (9)

where UMax and UMin are the maximum and minimum val-
ues of the uncertainty model, and v̄f is the mean speed of the
MVs in the f th frame. In a stationary scene, there is little
overall motion effecting human perception because there is
no scene movement. Thus we set the visual weight of the SL

motion weight of stationary scene be
�
w

S
f = 1.

4. PERFORMANCE EVALUATION

We evaluated performance of the proposed method on the
Laboratory for Image and Video Engineering (LIVE) Video
Quality (VQ) database [7] and compared with several other
video quality assessment (VQA) algorithms. Figure 1 shows
the scatter plot of the proposed pooling method using SSIM to
measure the fidelity of each window. The sampling windows
16×16 non-overlapped blocks.
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Fig. 1. Scatter plot of the proposed scheme versus DMOS for
all videos in the LIVE database

The Spearman Rank Order Correlation coefficient (SROCC)
and Pearson Linear Correlation Coefficient (LCC) are used as
a metric for performance evaluation. In Fig. 2 and Fig. 3,
the SROCC and the LCC of M-Pooling are compared with
the several VQA algorithms in [7] for each distortion cate-
gory. The results show that the performance of the proposed
scheme is excellent throughout all the distortion types. In ad-
dition it can be seen that the performance of the M-Pooling is
more stable than the other VQA algorithms in that the devia-
tion of the SROCC and LCC values are relatively small.

5. CONCLUSION

A new framework of quality pooling strategy has been in-
troduced for video quality assessment using motion percep-
tion characteristics. We designed the non-linear pooling strat-
egy based on the motion situations, instead of a simple linear
weighted mean method. Thus the motion perception mod-
els of psychophysics can be properly adopted on respective
motion situations. In the results of the performance evalu-
ation, the proposed scheme shows competitive performance
throughout the most distortion categories. Although the MOV
IE is better in several categories, the proposed scheme is still
competitive comparing to the other VQA algorithms. Above
all, the SROCC and the LCC values of the proposed scheme
are evenly high over all distortion categories, while the per-
formances of the others are uneven. Therefore, it can be con-
cluded that the proposed scheme functions well for all of the
distortion types, whereas the other VQA algorithms have dis-
tortion types whose quality is not well measured.
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