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Terrestrial health applications of visual assessment technology
and machine learning in spaceflight associated neuro-ocular
syndrome
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Andrew G. Lee5,6,7,8,9,10,11,12✉

The neuro-ocular effects of long-duration spaceflight have been termed Spaceflight Associated Neuro-Ocular Syndrome (SANS) and
are a potential challenge for future, human space exploration. The underlying pathogenesis of SANS remains ill-defined, but several
emerging translational applications of terrestrial head-mounted, visual assessment technology and machine learning frameworks
are being studied for potential use in SANS. To develop such technology requires close consideration of the spaceflight
environment which is limited in medical resources and imaging modalities. This austere environment necessitates the utilization of
low mass, low footprint technology to build a visual assessment system that is comprehensive, accessible, and efficient. In this
paper, we discuss the unique considerations for developing this technology for SANS and translational applications on Earth.
Several key limitations observed in the austere spaceflight environment share similarities to barriers to care for underserved areas
on Earth. We discuss common terrestrial ophthalmic diseases and how machine learning and visual assessment technology for
SANS can help increase screening for early intervention. The foundational developments with this novel system may help protect
the visual health of both astronauts and individuals on Earth.
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INTRODUCTION
Spaceflight Associated Neuro-Ocular Syndrome (SANS) refers to a
constellation of neurologic and ocular, clinical and imaging
findings observed in astronauts following long-duration space-
flight (LDSF). These findings include optic disc edema, posterior
globe flattening, total and retinal nerve layer thickening, optic
nerve sheath distension, chorioretinal folds, retinal cotton wool
spots, and hyperopic refractive shift1–3. Some of the findings in
SANS (e.g., globe flattening and refractive error) can persist for
years after returning to Earth1,3–5. The National Aeronautics and
Space Administration (NASA) has been closely documenting these
findings and has assigned SANS an elevated “Likelihood and
Consequence” rating largely based on the large uncertainty
surrounding the impact it can have on astronaut health and
performance. This rating indicates that improved characterization
and mitigation of SANS is critical for future planetary missions2.
Although the exact pathophysiology for SANS is not completely

understood, close pre-, in-, and post-flight monitoring of astro-
nauts is on-going. NASA has funded the development of a
compact virtual reality (VR) device integrated with multi-modal
visual assessments, computational mapping tools, and machine
learning frameworks to closely assess ocular structure and
functional changes during LDSF6. The multi-modal VR-based
visual assessments include visual acuity, contrast sensitivity,
dynamic visual acuity, eye-tracking technology, and metamor-
phopsia assessment7. The fusion of VR-based visual assessments

and machine learning techniques with structural changes seen on
imaging will be required to establish a comprehensive representa-
tion of the neuro-ophthalmic structural changes and the
symptoms produced by SANS (Fig. 1). The technology is adapted
for the limitations of future planetary travel, including limited time
for medical testing, stringent weight limits for medical equip-
ment8, and reduced communication with terrestrial healthcare
experts9,10. Parallel technology developments may also find use
on Earth for individuals with low access to direct face-to-face eye
care. Therefore, these technological innovations including detec-
tion and monitoring technology may be adapted to address
longstanding barriers to care for terrestrial, vision-threatening
ophthalmic diseases. As evidenced by NASA’s SpinOff publication,
advancing the frontier of space exploration often revolutionizes
technology for life on Earth11. In this article, we discuss this novel
medical technology in its relation to SANS and how it can be
applied to prevent irreversible vision loss for low-resource areas
on Earth.

PROPOSED PATHOPHYSIOLOGY OF SANS
Multiple hypotheses on the pathogenesis of SANS have emerged
since the initial description of SANS findings by Mader et al.3

Initially termed visual impairment and intracranial pressure (VIIP),
SANS has been hypothesized to be due to elevated intracranial
pressure (ICP) due to the cephalad fluid shift seen during
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microgravity1. During LDSF, there is a loss in hydrostatic pressure
that produces an upward shift of fluid, possibly leading to cerebral
venous congestion and elevated ICP. These findings may lead to
optic disc edema (ODE) and vision impairment similarly seen in
terrestrial idiopathic intracranial hypertension (IIH)12. However,

SANS is not accompanied with other classic signs of IIH such as
pulsatile tinnitus and severe headache. While several astronauts
with SANS have had slightly elevated post-flight lumbar puncture
opening pressures, other astronauts with SANS have also
demonstrated normal post-flight opening pressures1. In addition,
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most IIH patients present with symmetrical ODE whereas more
than half of the astronauts with SANS reported by Mader et al. had
either unilateral or asymmetric ODE1,3 although this finding may
reflect the limitations of small sample size and subclinical but
bilateral findings in SANS. Further observation and longer
durations during spaceflight may give additional insight into the
ODE presentation in SANS. These initial reports suggested that
SANS may not solely be due to elevated ICP, leading to the name
change from VIIP to SANS in 20172.
Another potential hypothesis for SANS revolves around the ocular

glymphatic system, a paravascular transport system at the optic
nerve (ON)13. Recent literature has shown that the biomolecular
composition of cerebrospinal fluid (CSF) within the ON sheath (ONS)
can differ from the CSF in the spinal cord, suggesting that CSF
pressure and composition may differ between various CSF
compartments14. Wostyn et al. proposed that SANS may be due
to a microgravity-induced compartmentalization of CSF within the
ONS due to a one-way valve mechanism in the glymphatic system,
thus leading to elevated pressures in the ONS while displaying
normal post-flight opening pressures1,13. Galdamez et al. postulates
that microgravity-induced cerebral venous stasis may contribute
towards ODE in SANS. Due to cephalad fluid shifts, this stasis may
induce insufficient adenosine triphosphate (ATP) generation, thus
inhibiting the Na+/K+ ATPase pump with subsequent edema at the
ON head15. Strangman et al. hypothesizes that increased cerebral
blood volume pulsatility during LDSF may lead to vascular and
ocular structural remodeling, potentially explaining the persistence
of SANS findings after returning to Earth16.
The proposed pathogenesis of SANS plays a critical role in the

development of novel monitoring technology. Post-flight mag-
netic resonance imaging (MRI) in LDSF astronauts have shown to
have an upward shift of the brain and optic chiasm17. Shinojima
et al. hypothesizes that the mechanical upward brain shift “pulls”
the optic nerve posteriorly which produces an anterior counter-
force of the dura on the posterior globe, leading to the globe
flattening seen in SANS17,18. Unfortunately, an MRI scanner is not
available onboard the ISS and MRI in SANS is limited to pre- and
post-flight testing. Marshall-Goebel et al. discussed the limitations
in data for understanding SANS with an emphasis on brain
physiology19. As MRI data from SANS is collected post-mission, the
findings may not be fully representative of the physiological
changes that occur during spaceflight19. This limitation in data
may be a barrier in further understanding SANS and moving
towards a specific hypothesis. Direct ICP monitoring in-flight is
also not available. From a machine learning perspective, this lack
of data in the space environment is a significant barrier to training
and validating future models for deployment. To further
investigate SANS pathogenesis and build more accurate machine
learning models, the use of generative adversarial networks, a
powerful machine learning framework, may serve to address
several of these limitations. Generative adversarial networks allow
for artificial image reconstruction from available modalities, which
can be designed to incorporate in-flight imaging to generate a
synthetic orbit MRI to monitor globe flattening progression (Fig.
2). Generative adversarial networks may also generate synthetic
data that allows for machine learning models to train and become

more accurate20. This powerful model and its use for SANS will be
further elaborated in a subsequent section. While multiple
hypotheses have emerged, the true pathogenesis of SANS may
be multi-factorial and these hypotheses allow for directed
technology development for SANS. The following section
describes the development of visual assessment technology that
allows for close detection of SANS during LDSF.

MULTI-MODAL VISUAL ASSESSMENT TECHNOLOGY FOR
SPACEFLIGHT ASSOCIATED NEURO-OCULAR SYNDROME
The space environment represents the epitome of resource
efficiency. Missions onboard the ISS must be optimized based on
various factors including crew number, schedule, equipment weight,
size, setup time, usage time, and power consumption8. Specific
ocular structure imaging technologies such as the fundoscopy, OCT,
and ocular ultrasound exist onboard the ISS1,8,21. These technologies
have been instrumental in understanding SANS. Alongside imaging
modalities, visual function assessments such as visual acuity and
contrast sensitivity may also help to monitor the clinical and
functional outcomes of SANS. To improve SANS monitoring, NASA
has funded the mapping of a framework to detect subtle variations
in ocular structure utilizing visual function data along with previous
imaging data from astronauts6. The goal is to augment and analyze
indirect, accessible indications (e.g., visual function) of SANS to
predict more direct indications (e.g., imaging). For example, subtle
hyperopic shifts measured using visual acuity variation may indicate
globe flattening and optical axial length changes seen after LDSF1. In
this section, we discuss various considerations for building a
comprehensive visual assessment system for spaceflight that can
also be leveraged for low access-to-care areas on Earth.
Most modern terrestrial ocular imaging display systems can be

modified for LDSF. The visual function tests currently available
onboard the ISS use laptops to deliver visual stimuli and measure
performance8. Head-mounted display technology, which has
already been utilized during spaceflight, may be able to further
optimize visual functional testing22. This technology can decrease
testing times, tighten control over dichoptic stimuli presentation,
and eliminate the influence of external illumination23,24. Virtual
reality (VR) technology now offers eye tracking that can help
measure saccade, adaptation, and retinal loci25,26, greatly increas-
ing the breadth of information available to understand SANS
mechanisms. With these considerations in mind, SANS research
currently includes building a compact, VR-based system that
efficiently measures visual acuity, color and contrast sensitivity,
and visual distortions across the visual field with multiple sessions
to develop a robust model of the astronauts’ vision throughout
longitudinal missions (Fig. 3)6.
The efficient properties that make this multi-modal assessment

system useful onboard the ISS also make it valuable for under-
served areas on Earth. A portable, self-guided screening tool can
be stationed in rural areas with limited access to eye care. The low
operating cost of the system may lead to increased compliance
and frequency in testing as suggested by other VR eye care
studies24,27. Baseline evaluations can be established in the earlier
test phases and the gradual aggregation of functional data would

Fig. 1 Roadmap in novel monitoring and researching the pathogenesis of spaceflight associated neuro-ocular syndrome (SANS) enabled
by multi-modal visual assessment technology and machine learning. Data enabling study of etiology and pathogenesis of SANS is built
upon two domains of data: visual function (A, B) and ocular structure (C). Two main research avenues must be established. A, B Novel multi-
modal visual assessment with virtual reality technology to quantify parameters of visual function (Λ) changes caused by SANS-specific neuro-
ophthalmic structural changes. C Novel techniques to establish shared and complimentary representations (Φ) of both the structure changes
and the changes made to the parameters of the visual function due to SANS. D These novel parametric functional representations and the
accompanying mappings between the visual function and ocular structure can provide a comprehensive and whole some battery of
assessments capable of measuring the impact from each domain (e.g., structural changes) on the other (e.g., visual function symptoms). These
techniques should be deployed and tested both terrestrially and under microgravity conditions to ensure their reliability, specificity, and
sensitivity for both terrestrial and spaceflight applications. Illustration by Joshua Ong, Nasif Zaman, Sharif Kamran, and Alireza Tavakkoli.
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lead to a reliable model of the individual’s ocular health. As we
discuss in later sections, early detection and intervention in
common ophthalmic diseases such as glaucoma is critical for
preventing vision loss28.

COMPREHENSIVE VISUAL ASSESSMENTS DURING
SPACEFLIGHT
Decreased visual function in astronauts might lead to loss of
productivity during missions, thus, close monitoring is of utmost
importance. Currently onboard the ISS, astronauts undergo many
routine functional visual assessments (e.g., visual acuity, Amsler

grid test). Contrast sensitivity testing is also available8. These tests
have well-established terrestrial applications29. For optimal
monitoring, these visual assessments may benefit from consistent
distancing and illumination calibration to reduce the subjectivity
of the tests. These objectives may be achieved through virtual
reality (VR) head-mounted systems. The laptop screen-based tests
available onboard the ISS may be repurposed for an immersive
experience with this technology. Additionally, if all visual function
tests are delivered using one VR device, it will be possible to make
inference on other tests once a session is recorded. Specifically for
SANS monitoring, it is important to identify any subtle perceptual
impact so that countermeasures can be designed. Intelligent

Fig. 3 Wearable Multi-modal Visual Assessment System Design. Computer-aided design model of the multi-modal visual assessment virtual
reality hardware device with dynamic freeform lenses, multi-layer refraction, eye-tracking camera technology, and freeform displays. Design
by Nasif Zaman, Joshua Ong, and Alireza Tavakkoli.

Fig. 2 Leveraging artificial intelligence (AI) to study the pathophysiology behind SANS. A Terrestrial mechanism such as optical coherence
tomography (OCT), orbital ultrasound (OU), fundus photography, and magnetic resonance imaging (MRI) perform various measurements on
the structure of the human visual pathways. B Post-flight imaging has shown that shifts of the brain and the optic chiasm, among other
things, produce ocular structural changes such as globe flattening, choroidal folds, and optic disc edema. Unfortunately, some imaging
modalities such as MRI are not conducive to be deployed in-flight. C Sophisticated artificial intelligence (AI) techniques such as generative
adversarial networks (GANs) have shown promise in their ability to fuse information from multiple data modalities to produce effective
representation of the data shared across these modalities. Encoders take encodes from the data domain into the latent/feature space,
decoders decode from the latent/feature space back into the data space, and transformers aids with fusion and incorporating temporal and
spatial correlations in the data. Inspired by these advances, GAN architectures hold the key in establishing a fusion of representative features
among various modalities pertinent to SANS in order to produce imaging data unavailable in-flight. This provides a new era in studying SANS
and the risk of its progression.

J. Ong et al.

4

npj Microgravity (2022)    37 Published in cooperation with the Biodesign Institute at Arizona State University, with the support of NASA



delivery of stimuli under various conditions would help identify
subtle perceptual loss.
Optic disc edema, globe flattening, nerve fiber layer thickening,

and choroidal folds are common imaging findings in SANS1. While
it is important to monitor SANS, frequently repeating these
imaging tests to would consume a significant portion of mission
time. Therefore, quick sessions of different visual function tests are
being considered to continually track the different aspects of
SANS symptoms. This can be achieved by mapping visual
functional data with imaging data using pre-existing astronaut
data as well as head-down tilt bed rest, an analog for SANS30.
Several primary tests will be important for this system including
visual acuity, contrast sensitivity, Amsler grid, and visual fields (Fig.
4). These assessments can be linked to specific SANS findings that
parallel terrestrial ocular relationships such as contrast sensitivity
and retinal nerve fiber layer thickening31. In addition, these visual
function tests may be able to further characterize any deficiencies
in SANS by providing additional visual assessment tests. In the
terrestrial pathologies section, we highlight how many of these
visual assessments can be utilized to screen and monitor common
ophthalmic pathologies.
Lastly, the ideal implementation of this system would be to

initially establish a baseline for astronauts on Earth. Specific
modeling and stimulus presentation in a completely controlled
immersive environment would provide a complementary metric.
A Bayesian approach where each session updates the parameters

based on all previous sessions make it possible to continually track
the status of the important visual parameters32. The implementa-
tion of such a system, in parallel with intelligent algorithms
onboard to decipher imaging and assessment information, can
greatly improve SANS monitoring for future spaceflight.

MACHINE LEARNING IN SPACEFLIGHT ASSOCIATED NEURO-
OCULAR SYNDROME (SANS)
When anticipating limitations for deep space exploration, the
delayed communication to imaging specialists and prolonged
absence of terrestrial-only imaging are critical aspects to consider
for SANS. Currently, in-flight imaging modalities can be employed
to computationally extract objective information. However,
detailed interpretation often requires terrestrial specialists to
analyze and distinguish SANS findings1. For future space explora-
tion, the communication bandwidth may be insufficient for
effective exchange of high-quality images and communication
between terrestrial healthcare providers and astronauts33. In
addition, there are restrictions to medical devices that have been
instrumental to understanding SANS such as MRI17,18. To optimize
the utility of in-flight imaging and closely monitor SANS, artificial
intelligence (AI) frameworks serve as promising solutions to
address many limitations anticipated during planetary missions. In
this section, we cover AI machine learning techniques, including
generative adversarial networks and unsupervised learning, that

Fig. 4 Framework for a Comprehensive Model of Visual Function. Multi-modal visual assessments for building a comprehensive model of
visual function for SANS monitoring. These assessments include visual acuity evaluation, trivector color sensitivity test, reading accuracy, and
contrast sensitivity threshold/function parameters.
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are being developed to optimize the detection of SANS and
address the issue of limited imaging modalities. These techniques
are concurrently developed to pair with the visual assessment VR
technology, providing a powerful diagnostic tool for both
astronauts and communities with limited access to care.
Machine learning systems often require large amounts of data

for effective algorithm training. With a large emphasis on imaging,
the field of ophthalmology is well-suited for this technology; this is
evidenced by IDx-DR, an AI diabetic retinopathy diagnostic system
and the first AI device approved for clinical use by the Food and
Drug Administration34. Machine learning in ophthalmology has
been successfully applied to various modalities, such as applying
machine learning with fundoscopy and OCT to detect glaucoma
and segment retinal layers35. Given that these imaging modalities
are also onboard the ISS for ocular health monitoring, machine
learning serves as promising asset for understanding SANS.
A large challenge to developing machine learning applications

for human spaceflight is the severe limitation in data for training
and validating machine learning models. Less than 600 individuals
have flow to space across a period of multiple decades36. In-flight
ophthalmic imaging modalities have also differed over these
decades which adds another layer of dataset insufficiency. When
machine learning models are trained poorly with insufficient data,
the outcomes of the model when exposed to novel, external
scenarios may be inaccurate. Validation of the model is also an
important step in understanding the accuracy of the machine
learning framework, which must also have a large enough dataset
for reliable assessment. Analyses of machine learning algorithms
for terrestrial diabetic retinopathy have strongly demonstrated the
need for rigorous testing on real-world data prior to integration
into clinical use37. At the current trajectory, machine learning
models built just upon astronaut data may not perform at the
most optimal level to accurately monitor and assess for
anticipated missions in the coming decade. Several considera-
tions/methods may be utilized to address this unique challenge in
machine learning for astronaut health. Transfer learning is a neural
network technique that has been utilized terrestrially to address
the lack of labeled large imaging datasets38,39. Transfer learning
takes a pre-trained model, typically trained on a much larger
labeled dataset, and applies parts of the neural network layers to
the new model of interest. This approach of reusing a learned,
accurate model is highly effective for building more robust models
in scenarios of insufficient or limited datasets for training.
Validated, labeled terrestrial models trained on large datasets
that have specific features of interests may serve as a proper
source model for increasing the robustness of these machine

learning frameworks for spaceflight. Another method to circum-
vent the insufficiency of data is to supplement with terrestrial
analog data. Head-down tilt bed rest is a terrestrial analog that
mimics the cephalad fluid shifts in spaceflight and has been
observed to produce optic disc edema and chorioretinal folds
within 60 days40. While these bed rest studies do have their own
terrestrial limitations (e.g., duration of studies), the relative cost
and time compared to spaceflight is much less. Lastly, as
commercial spaceflight continues to grow, it is anticipated that
more individuals will travel to space at a larger rate. SANS
develops after LDSF, thus short-duration spaceflight will likely not
yield data. However, as the commercialization of spaceflight
continues to rapidly expand, more individuals may be exposed to
prolonged periods of microgravity and develop SANS. This
increase in data will be helpful for developing machine learning
techniques for exploration spaceflight.
Two highly applied machine learning techniques in ophthalmic

imaging are called supervised learning and unsupervised learning.
The main difference between these machine learning algorithms is
that supervised learning pairs input data with an annotation to train
the model end-to-end whereas unsupervised learning only has
input data to train the model. Supervised learning techniques
include image classification and object detection41,42 and unsuper-
vised learning techniques include image reconstruction and image
denoising43,44. Since fundoscopy and OCT are available on the ISS,
terrestrial specialists can relatively quickly employ machine learning
techniques to further understand ocular physiology and SANS with
in-flight modalities during LDSF. Supervised learning algorithms
have demonstrated success in various ophthalmic tasks, including
hemorrhage detection, retinal vessel segmentation, and glaucoma
localization45–47. In Fig. 5, we illustrate a supervised learning auto-
encoder architecture for retinal vessel segmentation from a fundus
image that can be applied to astronaut fundoscopy (Fig. 5)48.
Angiographic extraction of the retinal vasculature may play an
important role in further understanding SANS. A recent study
observed decreased arterial and venous densities in astronaut
retinas after six-month missions49. The authors conclude that retinal
vascular remodeling may represent as a useful biomarker for
understanding SANS, and that further research is necessary to better
characterize these retinal changes to spaceflight49. Deep learning-
based retinal segmentation allows for robust evaluation of
important biomarkers including branching angles, bifurcations,
vessel tortuosity, and artery-vein ratio50. By merging this technique
with an imaging modality onboard the ISS, in-flight changes in
retinal vasculature may be further understood.

Fig. 5 Supervised Machine Learning Approach for Retinal Vessel Segmentation. A supervised approach for retinal vessel segmentation
from a retinal fundus image using Auto-encoder architecture. The architecture consists of multiple convolutions, down sampling, up sampling
blocks and skip connections in between using concatenate layers.
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Unsupervised learning is a valuable technique to address data
transfer speeds during spaceflight. The technique is carried out
using an auto-encoder for extracting and retaining intricate features.
An auto-encoder is made of an encoder and decoder to reduce data
dimensions. This machine learning architecture is powerful for
medical image denoising, reconstruction, and compression35,51,52.
During spaceflight, unsupervised learning is effective for SANS by
denoising and removing artifacts from limited in-flight imaging to
detect subtle changes, as well as compressing key images while
maintaining critical features to expedite transmission times to Earth
during exploratory missions. As illustrated in Fig. 6, an autoencoder
is employed to reconstruct the fundus image, successfully denoising
the image in the process (Fig. 6)48.
Since machine learning has been employed terrestrially with

fundoscopy and OCT, deploying a similar automated system in ISS is
likely to be effective. In SANS, optic disc edema and nerve fiber layer
thickening can be detected by incorporating deep learning
techniques, and cotton wool spots and globe flattening can be
identified and localized using segmentation-based deep learning

architectures53,54. Unfortunately, imaging modalities such as MRI
and fluorescein angiography (FA) are not available on the ISS, which
have been instrumental in SANS proposed pathogenesis and
confirming choroidal folds after LDSF, respectively17,18,55. This
limitation can be addressed by implementing the revolutionary
deep learning architecture termed “Generative Adversarial Network”
(GAN). GANs can synthesize images from one modality to another,
such as generating of FA images from fundus images56, and
generating fundus autofluorescence from OCT57,58, thus, creating an
artificial imaging modality. Figure 7 illustrates a multi-scale GAN for
FA synthesis from color fundus photographs (Fig. 7)59.
GANs learn by playing a min-max “game” between two distinct

architectures termed “Generator” and “Discriminator”60. The gen-
erator attempts to synthesize realistic images of Modality B from
Modality A, whereas the discriminator is tasked to distinguish
between real and fake modality B images. This is work can be
furthered extended to incorporating multiple modalities of images
to generate the missing data. For example, GANs can be developed
to extract valuable features in fundoscopy, OCT, and ocular

Fig. 6 Unsupervised Machine Learning Approach for Retinal Fundus Image Denoising. An unsupervised approach for denoising fundus
images using Auto-encoder architecture. The architecture consists of an encoder and decoder network. The encoder consists of convolution
followed by downsampling layers, Whereas the decoder consists of upsampling layers. Other than that, it has multiple skin connections in
between using concatenate layers.

Fig. 7 A multi-scale generative network for fluorescein angiography (FA) synthesis from color fundus. The model comprises of two
generators and two discriminators for taking in images of different resolutions and scales. There is a feature fusion between the coarse and
fine generators, which extracts both global and local features. The discriminators take in pairs of fundus and FA images and dictates if the
image pairs are real or fake. The generator only other hand synthesizes FA from retinal fundus images at two different scales.
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ultrasound. In addition, functional information like visual acuity,
metamorphopsia, and contrast sensitivity from the multi-modal VR
system can be merged into GAN frameworks to optimize the
synthesis of an artificial imaging modalities. The GAN output does
not have to be a single structured data like MRI, fundus, or OCT;
instead, we can have multiple outputs for detecting and localizing
underlying conditions like globe flattening, cotton spots, optic disc
edema, and choroidal folds. Similar work was done by incorporating
retinal nerve fiber layer maps, confocal scanning laser ophthalmo-
scopy imaging, and enface images to detect glaucomatous visual
field defects and predict mean deviation of visual fields from
spectral domain-OCT images61. The technological innovation of the
Hood Glaucoma Report software in OCT allows for precise diagnostic
information and optimizes detection of subtle changes in glau-
coma62. In the future, similar machine learning architectures trained
on astronaut and terrestrial analog data can be deployed for
detecting SANS and will help monitor disease progression during
LDSF in real-time.
Ultimately, machine learning and VR visual assessment technol-

ogy can address many of the limitations for monitoring SANS
during planetary travel. When these limitations are broken down
to the core fundamentals, such as limited access to ophthalmic
screening and imaging modalities, they closely parallel with
limitations seen in low access-to-care areas on Earth. As the
number of individuals affected by preventable vision impairment
is anticipated to grow by the millions in the coming decades63,64,
it is imperative to increase access to screening and imaging
modalities. Several future considerations for integration of these
technologies include in-flight computational capabilities and
integrated software to directly feed imaging data into established
machine learning models. Further insight into these integration
considerations will be more strongly established as the technol-
ogy progresses. While serving an incredible use for detecting
SANS, innovations in machine learning and VR technology can be
leveraged to benefit many communities across the world that
experience barriers in receiving optimal vision care. In the
following section we discuss how these innovations for SANS
can help preserve vision and quality of life on Earth.

TERRESTRIAL OPHTHALMIC DISEASES AND PREVENTABLE
IRREVERSIBLE VISION LOSS
The World Health Organization estimates that over 2.2 billion people
have some level of visual impairment with at least 1 billion arising
from preventable or unaddressed causes65. With larger aging
populations, providing widespread, cost-effective solutions to pre-
vent vision loss becomes increasingly critical and novel interventions
are needed. The development of the advanced visual assessment
technology with machine learning for the austere environment of
spaceflight can help attenuate these risks and address longstanding
barriers to ophthalmic healthcare on Earth. Several barriers seen on
Earth parallel challenges faced during spaceflight (Fig. 8). In this
section, we discuss common vision-threatening diseases that may
benefit from the multi-modal vision technology and machine
learning frameworks being developed for SANS.
Diabetic retinopathy (DR) is one of the leading causes of vision

loss in working-age individuals globally66. In 2020, approximately
103 million people had DR and this number is expected to reach 224
million by 204063,67. For conditions such as proliferative DR, the
outcomes of treatment are highly dependent on the timing of laser
treatment, which is optimally administered prior to vision being
significantly affected but when high-risk characteristics are present
(e.g., microaneurysms)66. The Early Treatment Diabetic Retinopathy
Study (ETDRS) reported that early intervention with laser photo-
coagulation in DR appears associated with good long-term vision for
patients, with 84% of patients demonstrating 20/40 or better in one
of the eyes at long-term follow up68, highlighting the importance of
early detection. Establishing a screening program for DR has shown
significant benefits as in Iceland, one of the first countries to start
such a program, which substantially decreased the prevalence of
legal blindness in its diabetic population by 4.8 times69. Similar
results were seen in the Newcastle District where a retina screening
program decreased partial sightedness and blindness by more than
two thirds70. Although screening programs for DR have proven to be
highly effective at preventing blindness, they have yet to be
implemented worldwide due to the various challenges including
healthcare disparities.
Significant disparities exist in the access to eye care services

worldwide with the majority of blindness (approximately 90%)

Fig. 8 Parallels in the limitations for ophthalmic care seen in spaceflight and in underserved communities on Earth. The spaceflight
environment and underserved areas on Earth have overlapping similarities. These parallels include limited ophthalmic care, limited access to
ophthalmic imaging, limited access to certain testing procedures, and limited access to screening and monitoring for vision-threatening
conditions.
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found in developing countries where ophthalmic services are
highly limited71. Many of these limitations, particularly access to
screening and ophthalmic personnel, parallel similar situations
seen during spaceflight. This mobile and efficient technology that
has been adapted for spaceflight may address these barriers to
optimal vision health and overall health of the community; recent
advances have shown that retinal evaluation can help identify
individuals at risk for cognitive and cardiovascular pathologies72.
These findings further support the practical utility of cost-effective,
mobile visual assessment technology for increased screening of
retinal diseases. By building a comprehensive model of visual
function for diabetic patients, the small footprint visual assess-
ment and machine learning technology originally designed for
SANS can help to address these challenges, providing low-cost,
frequent screening for many at-risk individuals to reduce
healthcare inequalities and the burden of debilitating diseases.
Innovative visual assessment technology using machine learn-

ing also has strong potential to prevent blindness in high-resource
areas. Literature has shown that even in countries with strong
healthcare infrastructures, over half of the causes of visual
impairment are preventable (56%)71,73. Limburg and Keunen
reported that the highest proportion of avoidable blindness in the
Netherlands was seen in individuals with disabilities, followed by
residents of nursing homes, illustrating how the lack of screening
programs disproportionately affects high-risk individuals. Headset-
based visual assessments with machine learning allow for more
frequent screening for individuals with disabilities and reduce the
need for in-person visits for immobile individuals. These
implementations may improve the quality of life and economic
independence within these populations.
Glaucoma and age-related macular degeneration (AMD) are also

among the most common causes of preventable blindness world-
wide, with AMD being most common cause of blindness in
individuals over age 50 worldwide64,74,75 (Table 1). Open-angle
glaucoma (OAG) is the most common type of glaucoma and often
presents with subtle peripheral vision loss that can go undetected
for years, leading to severe vision loss at an advanced stage without
intervention76. OAG is often detected using three main measures:
perimetry, optic nerve head morphology, and intraocular pressure
(IOP)77. Although OAG can be effectively treated to attenuate

progressive blindness, there are limited glaucoma screening
programs to detect the subtle vision loss. Several reasons for this
lack of population-based screening stem from unclear evidence of
the longitudinal cost-effectiveness of screening and insufficient
evidence for a simple and precise validated screening test78,79. IOP
assessments are often performed with tonometry and optic nerve
head morphology is often assessed with OCT, both typically
requiring additional operators to perform the assessment80,81. The
current gold standard for visual field perimetry testing is standard
automated perimetry (SAP)82. However, SAP is stationary, has
relatively large cost and space requirements27. This limits the areas
where SAP can be available for individuals, particularly in under-
served areas. Limited capacity in clinics have also been noted as a
limitation and may lead to delays in follow-up appointments for
glaucoma patients27. A potential solution to circumvent these
barriers is to employ VR-based perimetry for high-risk individuals,
providing relatively low-cost, more accessible monitoring for
undetected peripheral vision loss from OAG. VR perimetry allows
for portable, self-administration of visual field testing83. The
asynchronous delivery of this portable assessment can increase
accessibility in austere communities where SAP is physically
unavailable or from delayed follow-up appointments. At-home VR-
based perimetry has also been explored84 which may allow for more
accessible testing in senior living communities where perimetry can
be brought to community members. A current limitation is that it is
still a relatively new technology that will likely require years of
further research before becoming widely adopted. Although VR
systems are much more cost-effective than SAP, individual home-
based testing may not be cost-effective; however, the accessibility
and delivery of VR-based perimetry in underserved areas may
address barriers including high cost of stationary SAP and limited
clinic capacity. A higher frequency in functional perimetry testing
may allow for a more precise and personalized model of ocular
function and structure relationship for OAG patients when
combined with imaging modalities. Several risk factors for OAG
also overlap with AMD, and VR vision assessment technology can
serve as a particularly efficient screening modality for individuals
that have these shared risk factors. Severe vision loss in AMD is
primarily caused by the development of choroidal neovasculariza-
tion (CNV)74. Multiple studies have demonstrated that early

Table 1. Epidemiology, screening, treatments, and 20-year outlook for diabetic retinopathy, glaucoma, and age-related macular degeneration.

Diabetic retinopathy Glaucoma Age-related macular degeneration

Epidemiology and
Demographics most
affected

An estimated 1 in 29 persons aged 40 or
older in the US have diabetic
retinopathy86. Diabetic retinopathy
typically causes blindness during
working-age years, resulting in
substantial economic costs.

An estimated 70 million people
worldwide have glaucoma, and it is the
leading cause of irreversible
blindness28. Risk factors include old
age, family history of glaucoma, use of
corticosteroids, elevated IOP, and
African American ethnicity.

Estimated to account for 9% of all cases
of blindness worldwide87.
The main risk factors for AMD are genetic
predisposition, age, and nicotine
consumption.

Screening modalities
and effectiveness

Ophthalmoscopy is the standard
method to screen for diabetic
retinopathy, with the earliest clinical
sign being microaneurysms in the
posterior pole. Fluorescein angiography
is an invasive method to detect vascular
changes in established diabetic
retinopathy. OCTmay provide additional
information on the retinal layers88

Early diagnosis can be challenging due
to insidious nature of disease
progression.
Recommended examination consists of
a clinical history, tonometry,
stereoscopic examination, and slit-
lamp examination. Visual fields should
also be examined a minimum of three
times within the first year a diagnosis
is made.

Initial symptoms of AMD often consist of
central visual field loss or distorted
vision. Diagnosis of AMD typically
includes visual acuity, ophthalmic
examination, examination of the macular
layer with OCT, funduscopic evaluation
with dilated pupils, and fluorescein
angiography, if necessary87

Current treatments Lifestyle modifications
Anti-VEGF Intravitreal Injections
Laser Photocoagulation

Eye drops, Trabeculectomy, Laser
Trabeculoplasty, Minimally Invasive
Glaucoma Surgery28

Depending on Wet/Dry Classification.
Laser Photocoagulation. Anti-VEGF
Intravitreal Injections

10–20 year outlook The number of people with diabetic
retinopathy worldwide is expected to
reach 224 million by 204063

In 2040, the number of people with
glaucoma is expected to reach 111.8
million64

By 2040, 288 million people are expected
to develop AMD75
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detection and intervention of CNV is essential to prevent vision
loss74. FA has been deemed an option for early detection of CNV74.
Thus, by employing VR-based metamorphopsia assessments and
GANs for FA imaging for high-risk individuals, CNV can be rapidly
detected and lead to timely intervention to prevent irreversible
vision loss.
Ultimately, the application of this mobile, low-cost visual

assessment technology can allow for the detection of preventable
visual impairments for underserved and/or high-risk patients that
would otherwise not receive eye screening or ophthalmic care.

FUTURE OUTLOOK AND SUMMARY
In the 1980’s, NASA developed laser radar (LADAR) technology for
autonomous spacecraft docking in orbit. Today, this space-based
innovation serves as integral precision, eye-tracking technology
for LASIK, one of the most common ophthalmic surgeries85. The
translational application of space technology continues to move
forward in improving vision and quality of life on Earth. With
projected outlook of increasing vision loss affecting millions in the
coming decades, it is of utmost importance to apply cutting-edge
technology to preserve vision and quality of life on Earth. The
development of revolutionary VR and machine learning technol-
ogy for SANS can help address many longstanding barriers to
achieving healthy vision on Earth.
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