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#### Abstract

Many economic models imply that ratios, simple differences, or "spreads" of variables are I( 0 ). In these models, cointegrating vectors are composed of 1 's, 0 's, and -1 's and contain no unknown parameters. In this paper, we develop tests for cointegration that can be applied when some of the cointegrating vectors are prespecified under the null or under the alternative hypotheses. These tests are constructed in a vector error correction model and are motivated as Wald tests from a Gaussian version of the model. When all of the cointegrating vectors are prespecified under the alternative, the tests correspond to the standard Wald tests for the inclusion of error correction terms in the VAR. Modifications of this basic test are developed when a subset of the cointegrating vectors contain unknown parameters. The asymptotic null distributions of the statistics are derived, critical values are determined, and the local power properties of the test are studied. Finally, the test is applied to data on foreign exchange future and spot prices to test the stability of the forward-spot premium.


## 1. INTRODUCTION

Economic models often imply that variables are cointegrated with simple and known cointegrating vectors. Examples include the neoclassical growth model, which implies that income, consumption, investment, and the capital stock will grow in a balanced way, so that any stochastic growth in one of the series must be matched by corresponding growth in the others. Asset

[^0]pricing models with stable risk premia imply corresponding stable differences in spot and forward prices, long- and short-term interest rates, and the logarithms of stock prices and dividends. Most theories of international trade imply long-run purchasing power parity, so that long-run movements in nominal exchange rates are matched by countries' relative price levels. Certain monetarist propositions are centered around the stability of velocity, implying cointegration among the logarithms of money, prices, and income. Each of these theories has two distinct implications for the properties of economic time series under study: first, the series are cointegrated, and second, the cointegrating vector takes on a specific value. For example, balanced growth implies that the logarithms of income and consumption are cointegrated and that the cointegrating vector takes on the value of $(1-1)$.

The most widely used approach to testing these cointegration propositions is articulated and implemented in Johansen and Juselius (1992), who investigate the empirical support for long-run purchasing power parity. They implement a two-stage testing procedure. In the first stage, the null hypothesis of no cointegration is tested against the alternative that the data are cointegrated with an unknown cointegrating vector using Johansen's (1988) test for cointegration. If the null hypothesis is rejected, a second stage test is implemented with cointegration maintained under both the null and alternative. The null hypothesis is that the data are cointegrated with the specific cointegrating vector implied by the relevant economic theory ( $[1-1]$ in the consumption-income example), and the alternative is that data are cointegrated with another unspecified cointegrating vector. Because a consistent test for cointegration is used in the first stage, potential cointegration in the data is found with probability approaching 1 in large samples. Thus, the probability of rejecting the cointegration constraints on the data imposed by the economic model are given by the size of the test in the second step, at least in large samples. An important strength of this procedure is that it can uncover cointegration in the data with a cointegrating vector different from the cointegrating vector imposed by the theory. The disadvantage is that the sample sizes used in economics are often relatively small, so that the firststage tests may have low power.

This paper discusses an alternative procedure in which the null of no cointegration is tested against the composite alternative of cointegration using a prespecified cointegrating vector. This approach has two advantages. First, and most important, the resulting test for cointegration is significantly more powerful than the test that does not impose the cointegrating vector. For example, in the bivariate example analyzed in Section 3, these power gains correspond to sample size increases ranging from 40 to $70 \%$ for a test with power equal to $50 \%$. The second advantage is that the test statistic is very easy to calculate: it is the standard Wald test for the presence of the candidate error correction terms in the first difference vector autoregression. The countervailing disadvantage of the testing approach is that it does not sep-
arate the two components of the alternative hypothesis and, thus, may fail to reject the null of no cointegration when the data are cointegrated with a cointegrating vector different from that used to construct the test. We investigate this in Section 3, where it is shown that in situations with weak cointegration (represented by a local-to-unity error correction term) even inexact information on the value of the cointegrating vector often leads to power improvements over the test that uses no information. If the null hypothesis of noncointegration is rejected, one can then determine whether the prespecified cointegrating vector differs significantly from the true cointegrating vector.

The plan of this paper is as follows. In Section 2, we consider the general problem of testing for cointegration in a model in which some of the potential cointegrating vectors are known, and some are unknown, under both the null and the alternative. In particular, we present Wald and likelihood ratio tests for the hypothesis that the data are cointegrated with $r_{o_{k}}$ known and $r_{o_{u}}$ unknown cointegrating vectors under the null. Under the alternative, there are $r_{a_{k}}$ and $r_{a_{u}}$ additional known and unknown cointegrating vectors, respectively. The tests are constructed in the context of a finite-order Gaussian vector error correction model (VECM) and generalize the procedures of Johansen (1988), who considered the hypothesis testing problem with $r_{o_{k}}=r_{a_{k}}=0$. In Section 2, we also derive the asymptotic null distributions of the test statistics and tabulate critical values. Section 3 focuses on the power properties of the test. First, we present comparisons of the power of likelihood-based tests that do and do not use information about the value of the cointegrating vector. Next, because information about the potential cointegrating vector might be inexact, we investigate the power loss associated with using an incorrect value of the cointegrating vector. Finally, when there are no cointegrating vectors under the null and only one cointegrating vector under the alternative, simple univariate unit root tests provide an alternative to the multivariate VECM-based tests. Section 3 compares the power of these univariate unit root tests to the multivariate VECM-based tests. Section 4 contains an empirical application that investigates the forward premia in foreign exchange markets by examining the cointegration properties of forward and spot prices. Section 5 contains some concluding remarks.

## 2. TESTING FOR COINTEGRATION IN THE GAUSSIAN VAR MODEL

As in Johansen (1988), we derive tests for cointegration in the context of the reduced rank Gaussian VAR:

$$
\begin{align*}
Y_{t} & =d_{t}+X_{t}  \tag{2.1a}\\
X_{t} & =\sum_{i=1}^{p} \Pi_{i} X_{t-i}+\epsilon_{t} \tag{2.1b}
\end{align*}
$$

where $Y_{t}$ is an $n \times 1$ data vector from a sample of size $T, d_{t}$ represents deterministic drift in $Y_{t}, X_{t}$ is an $n \times 1$ random vector generated by (2.1b), $\epsilon_{t}$ is $\operatorname{NIID}\left(0, \Sigma_{\epsilon}\right)$, and, for convenience, the initial conditions $X_{-i}, i=0, \ldots, p$, are assumed to equal 0 . To focus attention on the long-run behavior of the process, it is useful to rewrite (2.1b) as
$\Delta X_{t}=\Pi X_{t-1}+\sum_{i=1}^{p-1} \Phi_{i} \Delta X_{t-i}+\epsilon_{t}$,
where $\Pi=-I_{n}+\sum_{i=1}^{p} \Pi_{i}$.
Our interest is focused on $r=\operatorname{rank}(\Pi)$, and we consider tests of the hypothesis
$H_{o}: \operatorname{rank}(\Pi)=r=r_{o}$,
$H_{a}: \operatorname{rank}(I I)=r=r_{o}+r_{a}, \quad$ with $r_{a}>0$.
The alternative is written so that $r_{a}$ represents the number of additional cointegrating vectors that are present under the alternative. We assume that $r_{o}=r_{o_{k}}+r_{o_{u}}$, where $r_{o_{k}}$ is the number of cointegrating vectors that are known under the null and $r_{o_{u}}$ represents the number of cointegrating vectors that are unknown (or, alternatively, unrestricted) under the null. Similarly, $r_{a}=r_{a_{k}}+r_{a_{u}}$, where the subscripts $k$ and $u$ denote known and unknown, respectively. The $r_{a_{k}}$ prespecified vectors are thought to be cointegrating vectors under the alternative; under the null, they do not cointegrate the series. In spite of this, for expositional ease, they will be referred to as cointegrating vectors.

As in Engle and Granger (1987), Johansen (1988), and Ahn and Reinsel (1990), it is convenient to write the model in vector error correction form by factoring the matrix $\Pi$ as $\Pi=\delta \alpha^{\prime}$, where $\delta$ and $\alpha$ are $n \times r$ matrices of full column rank and the columns of $\alpha$ denote the cointegrating vectors. The columns of $\alpha$ are partitioned as $\alpha=\left(\alpha_{o} \alpha_{a}\right)$, where $\alpha_{o}$ is an $n \times r_{o}$ matrix whose columns are the cointegrating vectors present under the null, $\alpha_{a}$ is an $n \times r_{a}$ matrix whose columns are the additional cointegrating vectors present under the alternative. The matrix $\delta$ is partitioned conformably as $\delta=\left(\delta_{o} \delta_{a}\right)$, where $\delta_{o}$ is $n \times r_{o}$ and $\delta_{a}$ is $n \times r_{a}$. It is also useful to partition $\alpha_{a}$ to isolate the known and unknown cointegrating vectors. Thus, $\alpha_{a}=\left(\alpha_{a_{k}} \alpha_{a_{u}}\right)$, where the $r_{a_{k}}$ columns of $\alpha_{a_{k}}$ are the additional cointegrating vectors known under the alternative, and the $r_{a_{u}}$ columns of $\alpha_{a_{u}}$ are the additional cointegrating vectors that are present but unrestricted under the alternative. The matrix $\delta_{a}$ is partitioned conformably as $\delta_{a}=\left(\delta_{a_{k}} \delta_{a_{u}}\right)$. Using this notation, $\Pi X_{t-1}=$ $\delta_{o}\left(\alpha_{o}^{\prime} X_{t-1}\right)+\delta_{a}\left(\alpha_{a}^{\prime} X_{t-1}\right)$, and the competing hypotheses are $H_{o}: \delta_{a}=0 \mathrm{vs}$. $H_{a}: \delta_{a} \neq 0$, with $\operatorname{rank}\left(\delta_{a} \alpha_{a}^{\prime}\right)=r_{a}$.

We develop tests for $H_{o}$ vs. $H_{a}$ in three steps. First, we abstract from deterministic components and derive the likelihood ratio statistic and some useful asymptotically equivalent statistics under the maintained assumption
that $d_{t}=0$. Second, we discuss how these statistics can be modified for nonzero values of $d_{t}$. Finally, the asymptotic null distributions of the resulting statistics are derived and critical values based on these asymptotic distributions are tabulated.

### 2.1. Calculating the LR and Wald Test Statistics When $d_{t}=0$

The likelihood ratio statistic for testing $H_{o}: r=r_{o_{k}}+r_{o_{u}}$ vs. $H_{a}: r=r_{o_{k}}+$ $r_{a_{k}}+r_{o_{u}}+r_{a_{u}}$ will depend on $r_{o_{k}}, r_{a_{k}}, r_{o_{u}}, r_{a_{u}}$, and the values of $\alpha_{o_{k}}$ and $\alpha_{a_{k}}$. We write the statistic as $L R_{r_{o}, r_{Q}}\left(\alpha_{o_{k}}, \alpha_{a_{k}}\right)$. The values of $r_{o_{k}}$ and $r_{a_{k}}$ appear implicitly as the ranks of $\alpha_{o_{k}}$ and $\alpha_{a_{k}}$, respectively. When $r_{o_{k}}=0$, the statistic is written as $L R_{r_{o}, r_{a}}\left(0, \alpha_{a_{k}}\right)$ and as $L R_{r_{o}, r_{a}}\left(\alpha_{o_{k}}, 0\right)$ when $r_{a_{k}}=0$.

To derive the LR statistic, we limit attention to the problem with $r_{o}=$ $r_{o_{k}}=r_{o_{u}}=0$. For the purposes of deriving the computational formula for the LR statistic, this is without loss of generality because, in the general case, the LR statistic is identically
$L R_{r_{o}, r_{a}}\left(\alpha_{o_{k}}, \alpha_{a_{k}}\right) \equiv L R_{o, r_{o}+r_{q}}\left(0,\left[\alpha_{o_{k}} \alpha_{a_{k}}\right]\right)-L R_{0, r_{o}}\left(0, \alpha_{o_{k}}\right)$.
With $r_{o}=0$, and ignoring the deterministic components, $d_{t}$, the model can be written as

$$
\begin{equation*}
\Delta Y_{t}=\delta_{a_{k}}\left(\alpha_{a_{k}}^{\prime} Y_{t-1}\right)+\delta_{a_{u}}\left(\alpha_{a_{u}}^{\prime} Y_{t-1}\right)+\beta Z_{t}+\epsilon_{t}, \tag{2.3}
\end{equation*}
$$

where $\beta=\left(\Phi_{1} \Phi_{2} \cdots \Phi_{p-1}\right)$ and $Z_{t}=\left(\Delta Y_{t-1}^{\prime} \Delta Y_{t-2}^{\prime} \cdots \Delta Y_{t-p+1}^{\prime}\right)^{\prime}$. In the context of (2.3), the null hypothesis $H_{o}: r=0$ can be written as the composite null $H_{o}: \delta_{a_{k}}=0, \delta_{a_{u}}=0 .{ }^{1}$ It is convenient to discuss each part of this null separately: we first consider testing $\delta_{a_{k}}=0$ maintaining $\delta_{a_{u}}=0$, then the converse, and finally the joint hypothesis.

The test statistic for $H_{o}: r=0$ vs. $H_{a}: r=r_{a_{k}}$. When $r_{a_{u}}=0$, equation (2.3) simplifies to
$\Delta Y_{t}=\delta_{a_{k}}\left(\alpha_{a_{k}}^{\prime} Y_{t-1}\right)+\beta Z_{t}+\epsilon_{t}$.
Because $\alpha_{a_{k}}^{\prime} Y_{i-1}$ does not depend on unknown parameters, (2.4) is a standard multivariate linear regression, so that the LR, Wald, and LM statistics have their standard regression form. Letting $Y=\left[Y_{1} Y_{2} \cdots Y_{T}\right]^{\prime}, Y_{-1}=$ $\left[Y_{0} Y_{1} \cdots Y_{T-1}\right]^{\prime}, \Delta Y=Y-Y_{-1}, Z=\left[Z_{1} Z_{2} \cdots Z_{T}\right]^{\prime}, \epsilon=\left[\epsilon_{1} \epsilon_{2} \cdots \epsilon_{T}\right]^{\prime}$, and $M_{Z}=\left[I-Z\left(Z^{\prime} Z\right)^{-1} Z^{\prime}\right]$, the ordinary least-squares (OLS) estimator of $\delta_{a_{k}}$ is $\hat{\delta}_{a_{k}}=\left(\Delta Y^{\prime} M_{Z} Y_{-1} \alpha_{a_{k}}\right)\left(\alpha_{a_{k}}^{\prime} Y_{-1}^{\prime} M_{Z} Y_{-1} \alpha_{a_{k}}\right)^{-1}$, which corresponds to the Gaussian maximum likelihood estimate (MLE). The corresponding Wald test statistic for $H_{o}$ vs. $H_{a}$ is

$$
\begin{align*}
W= & {\left[\operatorname{vec}\left(\hat{\delta}_{a_{k}}\right)\right]^{\prime}\left[\left(\alpha_{a_{k}}^{\prime} Y_{-1}^{\prime} M_{Z} Y_{-1} \alpha_{a_{k}}\right)^{-1} \otimes \hat{\Sigma}_{\epsilon}\right]^{-1}\left[\operatorname{vec}\left(\hat{\delta}_{a_{k}}\right)\right] } \\
= & {\left[\operatorname{vec}\left(\Delta Y^{\prime} M_{Z} Y_{-1} \alpha_{a_{k}}\right)\right]^{\prime}\left[\left(\alpha_{a_{k}}^{\prime} Y_{-1}^{\prime} M_{Z} Y_{-1} \alpha_{a_{k}}\right)^{-1} \otimes \hat{\Sigma}_{\epsilon}^{-1}\right] } \\
& \times\left[\operatorname{vec}\left(\Delta Y^{\prime} M_{Z} Y_{-1} \alpha_{a_{k}}\right)\right], \tag{2.5}
\end{align*}
$$

where $\hat{\Sigma}_{\epsilon}$ is the usual estimator value of $\Sigma_{\epsilon}$, that is, $\hat{\Sigma}_{\epsilon}=T^{-1} \hat{\epsilon}^{\prime} \hat{\epsilon}$, and where $\hat{\epsilon}$ is the matrix of OLS residuals from (2.4). For values of $\delta_{a_{k}}$ that are $T^{-1}$ local to $\delta_{a_{k}}=0$, the LR and LM statistics are asymptotically equal to $W$.

The test statistic for $H_{o}: r=0$ vs. $H_{a}: r=r_{a_{u}}$. The model simplifies to (2.4) with $\delta_{a_{u}}$ and $\alpha_{a_{u}}$ replacing $\delta_{a_{k}}$ and $\alpha_{a_{k}}$. However, the analog of the Wald statistic in (2.5) cannot be calculated because the regressor $\alpha_{a_{H}}^{\prime} Y_{t-1}$ depends on unknown parameters. However, the LR statistic can be calculated, and useful formulae for the LR statistic are developed in Anderson (1951) and Johansen (1988). Because $\delta_{a_{u}}=0$ under the null hypothesis, the cointegrating vectors $\alpha_{a_{k}}$ are unidentified, and this complicates the testing problem in ways familiar from the work of Davies $(1977,1987)$. The problem can be avoided when $r_{a}=n$, because in this case $\Pi$ is unrestricted under the alternative and the null and alternative become $H_{o}: \Pi=0$ vs. $H_{a}: \Pi \neq 0$. The problem cannot be avoided when the $\operatorname{rank}(\Pi)<n$ under the alternative. Indeed, in the standard classical reduced rank regression, the general form of the asymptotic distribution of the LR statistic has only been derived for the case in which the matrix of regression coefficients has full rank under the alternative. In this case, Anderson (1951) shows that the LR statistic has an asymptotic $\chi^{2}$ null distribution. When the matrix of regression coefficients has reduced rank under the alternative, the asymptotic distribution of the LR statistic depends on the distribution of the regressors. Still, the special structure of the regressors in the cointegrated VAR allows Johansen (1988) to circumvent this problem and derive the asymptotic distribution of the LR test even when $\Pi$ has reduced rank under the alternative.

As pointed out by Hansen (1990), when some parameters are unidentified under the null, the LR statistic can be interpreted as a maximized version of the Wald statistic. This interpretation is useful here because it suggests a simple way to compute the statistic. Because this form of the statistic appears as one component in the test statistic for the general $r_{a}=r_{a_{k}}+r_{a_{u}}$ alternative, we derive it here.

Let $L R$ denote the likelihood ratio statistic for testing $H_{o}$ versus $H_{a}$, and let $L R^{*}\left(\Sigma_{\epsilon}\right)$ denote the (infeasible) LR statistic that would be calculated if $\Sigma_{\epsilon}$ were known. As usual, $L R=L R^{*}\left(\hat{\Sigma}_{\epsilon}\right)+o_{p}(1)$ under $H_{o}$ and local alternatives (here, $\left.T^{-1}\right)$. Let $L\left(\delta_{a_{u}}, \alpha_{a_{u}}, \Sigma_{\epsilon}\right)$ denote the log likelihood written as a function of $\delta_{a_{u}}, \alpha_{a_{u}}$, and $\Sigma_{\epsilon}$, with $\beta$ concentrated out, and let $\hat{\delta}_{a_{u}}\left(\alpha_{a_{u}}\right)$ denote the MLE of $\delta_{a_{u}}$ for fixed $\alpha_{a_{\mu}}$. Then, the well-known relation between the Wald and LR statistic in the linear model implies that

$$
\begin{align*}
W\left(\alpha_{a_{u}}\right) & =2\left[L\left(\hat{\delta}_{a_{u}}\left(\alpha_{a_{u}}\right), \alpha_{a_{u}}, \hat{\Sigma}_{\epsilon}\right)-L\left(0, \alpha_{a_{u}}, \hat{\Sigma}_{\epsilon}\right)\right] \\
& =2\left[L\left(\hat{\delta}_{a_{u}}\left(\alpha_{a_{u}}\right), \alpha_{a_{u}}, \hat{\Sigma}_{\epsilon}\right)-L\left(0,0, \hat{\Sigma}_{\epsilon}\right)\right] \tag{2.6}
\end{align*}
$$

where $W\left(\alpha_{a_{u}}\right)$ is the Wald statistic in (2.5) written as a function of $\alpha_{a_{u}}$; the first equality follows because each log-likelihood function is evaluated using
$\hat{\Sigma}_{\epsilon}$; and the second equality follows because $\alpha_{a_{u}}$ does not enter the likelihood when $\delta_{a_{u}}=0$. Thus,
$\operatorname{Sup}_{\alpha_{\alpha_{u}}} W\left(\alpha_{a_{u}}\right)=\operatorname{Sup}_{\alpha_{a_{u}}} 2\left[L\left(\hat{\delta}_{a_{u}}\left(\alpha_{a_{u}}\right), \alpha_{a_{u}}, \hat{\Sigma}_{\epsilon}\right)-L\left(0,0, \hat{\Sigma}_{\epsilon}\right)\right]=L R^{*}\left(\hat{\Sigma}_{\epsilon}\right)$,
where the Sup is taken over all $n \times r_{a_{u}}$ matrices $\alpha_{a_{u}}$.
To calculate $\operatorname{Sup}_{\alpha_{\alpha_{u}}} W\left(\alpha_{a_{u}}\right)$, rewrite (2.5) as

$$
\begin{align*}
& W\left(\alpha_{a_{u}}\right)= {\left[\operatorname{vec}\left(\Delta Y^{\prime} M_{Z} Y_{-1} \alpha_{a_{u}}\right)\right]^{\prime}\left[\left(\alpha_{a_{u}}^{\prime} Y_{-1}^{\prime} M_{Z} Y_{-1} \alpha_{a_{u}}\right)^{-1} \otimes \hat{\Sigma}_{\epsilon}^{-1}\right] } \\
& \times\left[\operatorname{vec}\left(\Delta Y^{\prime} M_{Z} Y_{-1} \alpha_{a_{u}}\right)\right] \\
&= \operatorname{TR}\left[\hat{\Sigma}_{\epsilon}^{-1 / 2}\left(\Delta Y^{\prime} M_{Z} Y_{-1} \alpha_{a_{u}}\right)\left(\alpha_{a_{u}} Y_{-1}^{\prime} M_{Z} Y_{-1} \alpha_{a_{u}}\right)^{-1}\right. \\
&\left.\quad \times\left(\alpha_{a_{u}}^{\prime} M_{Z} Y_{-1}^{\prime} \Delta Y\right) \hat{\Sigma}_{\epsilon}^{-1 / 2 \prime}\right] \\
&= \operatorname{TR}\left[\hat{\Sigma}_{\epsilon}^{-1 / 2}\left(\Delta Y^{\prime} M_{Z} Y_{-1}\right) D D^{\prime}\left(M_{Z} Y_{-1}^{\prime} \Delta Y\right) \hat{\Sigma}_{\epsilon}^{-1 / 2 \prime}\right] \\
& \quad \text { where } D=\alpha_{a_{u}}\left(\alpha_{a_{u}}^{\prime} Y_{-1}^{\prime} M_{Z} Y_{-1} \alpha_{a_{u}}\right)^{-1 / 2} \\
&= \operatorname{TR}\left[D^{\prime}\left(Y_{-1}^{\prime} M_{Z} \Delta Y\right) \hat{\Sigma}_{\epsilon}^{-1}\left(\Delta Y^{\prime} M_{Z} Y_{-1}\right) D\right] \\
&= \operatorname{TR}\left[F^{\prime} C C^{\prime} F\right] \tag{2.7}
\end{align*}
$$

where $F=\left(Y_{-1}^{\prime} M_{Z} Y_{-1}\right)^{1 / 2} \alpha_{a_{u}}\left(\alpha_{a_{u}}^{\prime} Y_{-1}^{\prime} M_{Z} Y_{-1} \alpha_{a_{u}}\right)^{-1 / 2}$ and $C=$ $\left(Y_{-1}^{\prime} M_{Z} Y_{-1}\right)^{-1 / 2}\left(Y_{-1}^{\prime} M_{Z} \Delta Y\right) \hat{\Sigma}_{\varepsilon}^{-1 / 2}$. Notice that $F^{\prime} F=I_{r_{a_{u}}}$ and $\operatorname{Sup}_{\alpha_{a_{u}}} W\left(\alpha_{a_{u}}\right)=\operatorname{Sup}_{F^{\prime} F=I} T R\left[F^{\prime}\left(C C^{\prime}\right) F\right]$. Let $\lambda_{i}\left(C C^{\prime}\right)$ denote the eigenvalues of ( $C C^{\prime}$ ) ordered so that $\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{n}$. Then,

$$
\begin{align*}
\operatorname{Sup}_{\alpha_{a_{u}}} W\left(\alpha_{a_{u}}\right) & =\operatorname{Sup}_{F^{\prime} F=1} T R\left[F^{\prime}\left(C C^{\prime}\right) F\right]=\sum_{i=1}^{r_{u_{u}}} \lambda_{i}\left(C C^{\prime}\right) \\
& =L R^{*}\left(\hat{\Sigma}_{\epsilon}\right)=L R+o_{p}(1), \tag{2.8}
\end{align*}
$$

where the final equality holds under the null and local ( $T^{-1}$ ) alternatives. Because $\lambda_{i}\left(C C^{\prime}\right)=\lambda_{i}\left(C^{\prime} C\right)$, the likelihood ratio statistic can then be calculated (up to a term that vanishes in probability) as the largest $r_{a_{u}}$ eigenvalues of $C^{\prime} C=\left[\hat{\Sigma}_{\epsilon}^{-1 / 2}\left(\Delta Y^{\prime} M_{Z} Y_{-1}\right)\left(Y_{-1}^{\prime} M_{Z} Y_{-1}\right)^{-1}\left(Y_{-1}^{\prime} M_{Z} \Delta Y\right) \hat{\Sigma}_{\epsilon}^{-1 / 2 \prime}\right]$.

To see the relationship between the expression in (2.8) and the well-known formula for the LR statistic developed in Anderson (1951) and Johansen (1988), note that their formula can be written as $L R=-T \sum_{i=1}^{r_{a_{u}}} \ln \left[1-\gamma_{i}\right]$, where $\gamma_{i}$ are the ordered squared canonical correlations between $\Delta Y_{t}$ and $Y_{t-1}$, after controlling for $\Delta Y_{t-1}, \ldots, \Delta Y_{t-p+1}$. Because $\gamma_{i}=\lambda_{i}\left(S^{\prime} S\right)$, where $S^{\prime} S=$ $\left(\Delta Y^{\prime} M_{Z} \Delta Y\right)^{-1 / 2}\left(\Delta Y^{\prime} M_{Z} Y_{-1}\right)\left(Y_{-1}^{\prime} M_{Z} Y_{-1}\right)^{-1}\left(Y_{-1}^{\prime} M_{Z} \Delta Y\right)\left(\Delta Y^{\prime} M_{Z} \Delta Y\right)^{-1 / 2}$, (Brillinger, 1980, Ch. 10), $L R=-T \sum_{i=1}^{r_{a u}} \ln \left[1-\lambda_{i}\left(S^{\prime} S\right)\right]=T \sum_{i=1}^{r_{a u}} \lambda_{i}\left(S^{\prime} S\right)+$ $o_{p}(1)=\sum_{i=1}^{r_{a u}} \lambda_{i}\left(T S^{\prime} S\right)+o_{p}(1)$. Finally, because $T\left(S^{\prime} S\right)=\tilde{\Sigma}_{\epsilon}^{-1 / 2}\left(\Delta Y^{\prime} M_{Z} Y_{-1}\right) \times$ $\left(Y_{-1}^{\prime} M_{Z} Y_{-1}\right)^{-1}\left(Y_{-1}^{\prime} M_{Z} \Delta Y\right) \tilde{\Sigma}_{\epsilon}^{-1 / 2 \prime}$, where $\tilde{\Sigma}_{\epsilon}=T^{-1}\left(\Delta Y^{\prime} M_{Z} \Delta Y\right)$, this expression is identical to (2.7), except that $\Sigma_{\epsilon}$ is estimated under the null.

The test statistic for $H_{o}: r=0$ vs. $H_{a}: r=r_{a_{k}}+r_{a_{u}}$. The model now has the general form of (2.3). As earlier, the LR statistic can be approximated up to an $o_{p}(1)$ term by maximizing the Wald statistic over the unknown parameters in $\alpha_{a_{u}}$. Let $M_{z k}=\left[I-\left(M_{z} Y_{-1} \alpha_{a_{k}}\right)\left(\alpha_{a_{k}}^{\prime} Y_{-1}^{\prime} M_{z} Y_{-1} \alpha_{a_{k}}\right)^{-1}\left(\alpha_{a_{k}}^{\prime} M_{z} Y_{-1}^{\prime}\right)\right] M_{z}$ denote the matrix that partials both $Z$ and $Y_{-1} \alpha_{a_{k}}$ out of regression (2.3). The Wald statistic (as a function of $\alpha_{a_{k}}$ and $\alpha_{a_{u}}$ ) can be written as

$$
\begin{align*}
W\left(\alpha_{a_{k}}, \alpha_{a_{u}}\right)= & {\left[\operatorname{vec}\left(\Delta Y^{\prime} M_{z} Y_{-1} \alpha_{a_{k}}\right)\right]^{\prime}\left[\left(\alpha_{a_{k}}^{\prime} Y_{-1}^{\prime} M_{z} Y_{-1} \alpha_{a_{k}}\right)^{-1} \otimes \hat{\Sigma}_{\epsilon}^{-1}\right] } \\
& \times\left[\operatorname{vec}\left(\Delta Y^{\prime} M_{z} Y_{-1} \alpha_{a_{k}}\right)\right] \\
& +\left[\operatorname{vec}\left(\Delta Y^{\prime} M_{z k} Y_{-1} \alpha_{a_{u}}\right)\right]^{\prime}\left[\left(\alpha_{a_{u}}^{\prime} Y_{-1}^{\prime} M_{z k} Y_{-1} \alpha_{a_{u}}\right)^{-1} \otimes \hat{\Sigma}_{\epsilon}^{-1}\right] \\
& \times\left[\operatorname{vec}\left(\Delta Y^{\prime} M_{z k} Y_{-1} \alpha_{a_{u}}\right)\right] \tag{2.9}
\end{align*}
$$

The first term is identical to equation (2.5), and the second term is the same as (2.7), except that $M_{z} \Delta Y$ and $M_{z} Y_{-1}$ are replaced with $M_{z k} \Delta Y$ and $M_{z k} Y_{-1}$.

When maximizing $W\left(\alpha_{a_{k}}, \alpha_{a_{u}}\right)$ over the unknown cointegrating vectors in $\alpha_{a_{u}}$, we can restrict attention to cointegrating vectors that are linearly independent of $\alpha_{a_{k}}$, so that the LR statistic is obtained by maximizing (2.9) over all $n \times r_{a_{u}}$ matrices $\alpha_{a_{u}}$ satisfying $\alpha_{a_{u}}^{\prime} \alpha_{a_{k}}=0$. Let $G$ denote an (arbitrary) $n \times\left(n-r_{a_{k}}\right)$ matrix whose columns span the null space of the columns of $\alpha_{a_{k}}$. Then, $\alpha_{a_{\mu}}$ can be written as a linear combination of the columns of $G$, so that $\alpha_{a_{u}}=G \tilde{\alpha}_{a_{u}}$, where $\alpha_{a_{u}}$ is an $\left(n-r_{a_{k}}\right) \times r_{a_{u}}$ matrix, so that $\alpha_{a_{u}}^{\prime} \alpha_{a_{k}}=$ $\tilde{\alpha}_{a_{u}}^{\prime} G^{\prime} \alpha_{a_{k}}=0$ for all $\tilde{\alpha}_{a_{u}}$. Substituting $G \tilde{\alpha}_{a_{u}}$ into (2.9) and carrying out the maximization yields

$$
\begin{align*}
\operatorname{Sup}_{\alpha_{a u}} W\left(\alpha_{a_{k}}, \alpha_{a_{u}}\right)= & {\left[\operatorname{vec}\left(\Delta Y^{\prime} M_{z} Y_{-1} \alpha_{a_{k}}\right)\right]^{\prime}\left[\left(\alpha_{a_{k}}^{\prime} Y_{-1}^{\prime} M_{z} Y_{-1} \alpha_{a_{k}}\right)^{-1} \otimes \hat{\Sigma}_{\epsilon}^{-1}\right] } \\
& \times\left[\operatorname{vec}\left(\Delta Y^{\prime} M_{z} Y_{-1} \alpha_{a_{k}}\right)\right]+\sum_{i=1}^{r_{a u}} \lambda_{i}\left(H^{\prime} H\right) \\
= & L R+o_{p}(1) \tag{2.10}
\end{align*}
$$

where $H^{\prime} H=\hat{\Sigma}_{\epsilon}^{-1 / 2}\left(\Delta Y^{\prime} M_{z k} Y_{-1} G\right)\left(G^{\prime} Y_{-1}^{\prime} M_{z k} Y_{-1} G\right)^{-1}\left(G^{\prime} Y_{-1}^{\prime} M_{z k} \Delta Y\right) \hat{\Sigma}_{\epsilon}^{-1 / 2}$.
Before proceeding, we make three computational notes about (2.10). First, when $r_{a_{u}}=0$, the statistic is just the standard Wald statistic testing for the presence of the error correction terms $\alpha_{a_{k}}^{\prime} Y_{t-1}$ that is calculated by most econometric software packages. Second, any consistent estimator of $\Sigma_{\epsilon}$ can be used as $\hat{\Sigma}_{\epsilon}$. A particularly easy estimator, consistent under the most general hypothesis considered here, is the residual covariance matrix from the regression of $Y_{t}$ onto $p$ lagged levels of $Y_{t}$. Third, the columns of the matrix $G$ (appearing in the definition of $H$ ) can be formed in a number of ways, for example, using the Gram-Schmidt orthogonalization procedure.

### 2.2. Modifications Required for the Nonzero Drift Component

When $d_{t} \neq 0$ in (2.1a), $Y_{t}$ is not directly observed, and the procedures already outlined require modification. The necessary modification depends
on the precise form of drift function. Here we assume that $d_{t}=\mu_{0}+\mu_{1} t$ and, thus, allow $Y_{t}$ to have a nonzero mean and, when $\mu_{1} \neq 0$, a nonzero trend. While more general drift functions are certainly possible, this formulation of $d_{t}$ has proved to be adequate for most applications. ${ }^{2}$ In this case, the VECM for $y_{t}$ becomes
$\Delta Y_{t}=\theta+\gamma t+\delta\left(\alpha^{\prime} Y_{t-1}\right)+\sum_{i=1}^{p-1} \Phi_{i} \Delta Y_{t-i}+\epsilon_{t}$,
where $\theta=\left(I-\sum_{i=1}^{p-1} \Phi_{i}\right) \mu_{1}-\delta \alpha^{\prime} \mu_{0}$ and $\gamma=-\delta \alpha^{\prime} \mu_{1}$.
There are three complications that arise when $\mu_{0}$ or $\mu_{1}$ are nonzero. First, as discussed in Johansen (1991, 1992a, 1992b) and Johansen and Juselius (1990), relationships between $\mu_{0}, \mu_{1}$ and the cointegrating vectors can lead to different interpretations of the drift parameters. For example, some linear combinations of $\mu_{0}$ are related to initial conditions in the $Y_{t}$ process, whereas others are related to means of the "error-correction" terms $\alpha^{\prime} Y_{t}$. The second complication is that these different interpretations can imply different trend properties in the data, and this leads to changes in the asymptotic distribution of test statistics. Third, in the context of the univariate unit root model, Elliott, Rothenberg, and Stock (1995) show that different methods for detrending $Y_{i}$ (associated with different estimators of $\mu_{0}$ and $\mu_{1}$ ) can lead to large differences in the power of unit root test statistics, and Elliott (1993) shows that the tests' power depends on assumptions concerning initial conditions of the process.

Rather than investigate all of the possible methods here, we present results for what are arguably the three most important cases. The first is simply the baseline case with $\mu_{0}=\mu_{1}=0$; in this case, $\theta=\gamma=0$ in (2.11). In the second case, $\mu_{1}=0$ so that the data are not "trending," but $\mu_{0} \neq 0$ and is unrestricted. This is appropriate when there are no restrictions on the initial conditions of the $X_{t}$ process or on the means of the error correction terms, $\alpha^{\prime} Y_{t}$. Because $\mu_{1}=0$ in this case, then $\gamma=0$ in (2.11); the parameter $\theta$ is nonzero but is constrained because it captures only the nonzero mean of the error correction terms $\alpha^{\prime} Y_{t}$. Imposing the constraint leads to
$\Delta Y_{t}=\delta\left(\alpha^{\prime} Y_{t-1}-\beta\right)+\sum_{i=1}^{p-1} \Phi_{i} \Delta Y_{t-i}+\epsilon_{t}$,
where $\beta=\alpha^{\prime} \mu_{0}$. In the third case, $\mu_{0} \neq 0$ and is unrestricted and $\mu_{1} \neq 0$ but is restricted by the requirement that $\alpha^{\prime} \mu_{1}=0$; in this case, $\gamma=0$ in (2.11) and $\theta$ is unrestricted.

### 2.3. Asymptotic Distribution of the Statistics

Earlier, the Gaussian likelihood ratio statistic for testing $H_{o}: r=r_{o_{k}}+r_{o_{u}}$ versus $H_{a}: r=r_{o_{k}}+r_{a_{k}}+r_{o_{u}}+r_{a_{u}}$ was defined as $L R_{r_{o}, r_{u}}\left(\alpha_{o_{k}}, \alpha_{a_{k}}\right)$. Let
$W_{r_{o}, r_{\alpha}}\left(\alpha_{o_{k}}, \alpha_{a_{k}}\right)$ define the corresponding Wald statistic constructed by maximizing over all values of the unknown cointegrating vectors. In particular, defining $W_{0, r_{a}}\left(0, \alpha_{a_{k}}\right) \equiv \operatorname{Sup}_{\alpha_{a u}} W\left(\alpha_{a_{k}}, \alpha_{a_{u}}\right)$ from (2.10), then $W_{r_{o}, r_{a}}\left(\alpha_{o_{k}}, \alpha_{a_{k}}\right) \equiv$ $W_{0, r_{o}+r_{a}}\left(0,\left[\alpha_{o_{k}} \alpha_{a_{k}}\right]\right)-W_{0, r_{o}}\left(0, \alpha_{o_{k}}\right)$. Writing the statistic as $W_{r_{o}, r_{a}}\left(\alpha_{o_{k}}, \alpha_{a_{k}}\right)$ completely describes the null and alternative hypotheses: $r_{o_{k}}=\operatorname{rank}\left(\alpha_{o_{k}}\right)$, $r_{o_{u}}=r_{o}-\operatorname{rank}\left(\alpha_{o_{k}}\right)$ and similarly for $r_{a_{k}}$ and $r_{a_{u}}$. Using this notation, the well-known likelihood ratio tests developed in Johansen (1988) are denoted as $L R_{r_{o}, r_{a}}(0,0)$ and the associated Wald statistics are $W_{r_{o}, r_{a}}(0,0)$.

To derive the asymptotic distribution of $W_{r_{o}, r_{a}}\left(\alpha_{o_{k}}, \alpha_{a_{k}}\right)$, we make four sets of assumptions.

Assumption A. The data are generated by (2.1a)-(2.1c) with the following:
(A.1)

$$
\begin{gathered}
E\left(\epsilon_{t} \mid \epsilon_{t-1}, \ldots, \epsilon_{1}\right)=0, \\
E\left(\epsilon_{t} \epsilon_{i}^{\prime} \mid \epsilon_{t-1}, \ldots, \epsilon_{1}\right)=\Sigma_{\epsilon}, \\
E\left(\epsilon_{i, t}^{4}\right)<\kappa<\infty \quad \text { for all } i \text { and } t .
\end{gathered}
$$

(A.2) Letting $\Phi(z)=I-\Phi_{1} z-\cdots-\Phi_{p-1} z^{p-1}$, then the roots of $|\Phi(z)|$ are all outside the unit circle.
(A.3) $X_{-i}=0, i=0, \ldots, p-1$.
(A.4) Three alternative assumptions are made about $d_{t}$ :
(A.4.i) $d_{t}=0$ for all $t$;
(A.4.ii) $d_{t}=\mu_{0}$ for all $t$;
(A.4.iii) $d_{t}=\mu_{0}+\mu_{1} t$ for all $t$, with $\alpha_{o}^{\prime} \mu_{1}=0$ and $\alpha_{a_{k}}^{\prime} \mu_{1}=0$.

Note that under Assumption (A.4.iii) we assume that $\alpha_{a_{k}}$ annihilates the deterministic drift in the series under both the null and the alternative.

The test statistic will be formed as already described, when $d_{t}=0$. When $d_{t} \neq 0$, the VECM is augmented with a constant, and the statistic is calculated as earlier with $Z_{t}$ in (2.3) augmented by a constant. Because, under Assumption (A.4.iii), the constant term in VECM (2.11) is unrestricted, augmenting $Z_{t}$ with a constant and carrying out least squares produces the Gaussian maximum likelihood estimator. However, under Assumption (A.4.ii), the constant term in VECM (2.11) is constrained (see (2.12)), and thus the leastsquares estimator does not correspond to the Gaussian MLE. We nevertheless consider test statistics based on this formulation for two reasons. First, when some columns of $\alpha$ are known, the unconstrained estimator and test statistics are much easier to calculate than the constrained estimator; the required calculations when $\alpha$ is known are discussed in Johansen and Juselius (1990) and in Johansen (1991). Second, we show that when $\alpha$ is unknown, the test based on the unconstrained estimator has somewhat better local power than the test based on the constrained estimator.

Convenient representations for the asymptotic null distribution can be derived using the following notation. Let $B(s)=\left(B_{1}(s) B_{2}(s) \cdots B_{n}(s)\right)^{\prime}$ denote an $n \times 1$ dimensional standard Wiener process; $\int_{0}^{1} F(s) d s=\int F$ and $\int_{0}^{1} F(s) d B(s)=\int F d B$, for arbitrary function $F(s) ; B^{\mu}(s)=B(s)-\int B$ de-
note the corresponding "demeaned" process; $s^{\mu}=s-\int s=s-\frac{1}{2}$ denote the demeaned time trend; and let $B_{i, j}(s)=\left(B_{i}(s) \ldots B_{j}(s)\right)^{\prime}$ denote a $(j-i+1) \times 1$ subvector of $B(s)$, and let $B_{i, j}^{\mu}$ be defined analogously.

THEOREM 1. The asymptotic null distribution of $W_{r_{o}, r_{a}}\left(\alpha_{o_{k}}, \alpha_{a_{k}}\right)$ can be represented as

$$
\begin{aligned}
W_{r_{o}, r_{a}}\left(\alpha_{o_{k}}, \alpha_{a_{k}}\right) \Rightarrow & \operatorname{Trace}\left[\left(\int F_{1} d B_{1, k}\right)^{\prime}\left(\int F_{1} F_{1}^{\prime}\right)^{-1}\left(\int F_{1} d B_{1, k}\right)\right] \\
& +\sum_{i=1}^{r_{a u}} \lambda_{i}\left[\left(\int F_{2} d B_{1, k}^{\prime}\right)^{\prime}\left(\int F_{2} F_{2}^{\prime}\right)^{-1}\left(\int F_{2} d B_{1, k}^{\prime}\right)\right]
\end{aligned}
$$

where $k=n-r_{o_{u}}, F_{2}(s)=F_{3}(s)-\gamma_{3,1} F_{1}(s)$ with $\gamma_{3,1}=\int F_{3} F_{1}^{\prime}\left[\int F_{1} F_{1}^{\prime}\right]^{-1}$, $\lambda_{i}[$.$] is the ith largest eigenvalue of the matrix in brackets, and the defini-$ tion of $F_{1}(s)$ and $F_{3}(s)$ depends on the particular assumptions employed.

In particular, we have the following cases.
Case (1). Suppose that Assumptions (A.1)-(A.3) and (A.4.i) hold, and the statistic is calculated with $Z_{t}=\left(\Delta Y_{t-1}^{\prime} \Delta Y_{t-2}^{\prime} \cdots \Delta Y_{t-p+1}^{\prime}\right)^{\prime}$, then $F_{1}(s)=$ $B_{1, m}(s)$ with $m=r_{a_{k}}$ and $F_{3}(s)=B_{i, j}(s)$ with $i=r_{a_{k}}+1$ and $j=n-r_{o_{k}}-r_{o_{u}}$.

Case (2). Suppose that Assumptions (A.1)-(A.2) and (A.4.ii) hold, and the statistic is calculated with $Z_{t}=\left(1 \Delta Y_{t-1}^{\prime} \Delta Y_{t-2}^{\prime} \cdots \Delta Y_{t-p+1}^{\prime}\right)^{\prime}$, then $F_{1}(s)=$ $B_{1, m}^{\mu}(s)$ with $m=r_{a_{k}}$ and $F_{3}(s)=B_{i, j}^{\mu}(s)$ with $i=r_{a_{k}}+1$ and $j=n-r_{o_{u}}-r_{o_{k}}$.

Case (3). Suppose that Assumptions (A.1)-(A.2) and (A.4.iii) hold, and the statistic is calculated with $Z_{t}=\left(1 \Delta Y_{t-1}^{\prime} \Delta Y_{t-2}^{\prime} \cdots \Delta Y_{t-p+1}^{\prime}\right)^{\prime}$, then $F_{1}(s)=$ $B_{1, m}^{\mu}(s)$ with $m=r_{a_{k}}$, and $F_{3}(s)=\left(s^{\mu}(s)^{\prime} B_{i, j}^{\mu \prime}(s)\right)$ with $i=r_{a_{k}}+1$ and $j=$ $n-r_{o_{k}}-r_{o_{u}}-1$.

Proof. See the Appendix.
We make six remarks about these results. First, Theorem 1 is a generalization of the results in Johansen $(1988,1991)$, who considered the problem with $r_{o_{k}}=r_{a_{k}}=0$. Second, when a constant is included in $Z_{t}$, the test statistic is invariant to the initial conditions for $X_{t}, t=0, \ldots,-p+1$ under the null hypothesis. Thus, Assumption (A.3) is not necessary under Cases (2) and (3) in Theorem 1. Third, when $r_{a_{u}}=0$, the limiting distributions in Cases (2) and (3) are the same. Fourth, under Cases (1) and (3), the $W_{r_{o}, r_{a}}\left(\alpha_{o_{k}}, \alpha_{a_{k}}\right)$ statistic is asymptotically equivalent to the LR statistics; this equivalence fails to obtain in Case (2) because the constraint on the constant term in VECM's (2.11) and (2.12) is imposed when the LR statistic is calculated, but the $W$ statistic is calculated using an unconstrained estimator. Fifth, while the case with $d_{t}=\mu_{0}+\mu_{1} t$ for all $t$, with $\alpha_{o}^{\prime} \mu_{1}=0$, and $\alpha_{a_{k}}^{\prime} \mu_{1} \neq 0$ is not covered by the theorem, the limiting distribution of the test statistic is readily deduced in this case as well. Because we did not tab-
ulate critical values for this case, we did not include the limiting distribution in the theorem. As a practical matter, our calculations indicated that the critical values for the test statistic under the assumption that $\alpha_{a_{k}}^{\prime} \mu_{1}=0$ are larger than those under the assumption $\alpha_{a_{k}}^{\prime} \mu_{1} \neq 0$, and so using the Case (3) distribution results in conservative inference. Finally, it is also straightforward to generalize the theorem to accommodate linear restrictions on the cointegrating vector of the form $R \alpha_{a_{H}}=0$, where $R$ is a known $\ell \times n$ matrix. Specifically, the statistic is formed as in (2.10), where now the matrix $G$ is $n \times\left(n-r_{a_{k}}-\ell\right)$ with columns spanning the null space of the columns of ( $\alpha_{a_{k}} H^{\prime}$ ); the asymptotic distribution Theorem 1 continues to hold except that the index $j$ in the definition of $F_{3}(s)$ becomes $j=n-r_{o_{u}}-r_{a_{k}}-\ell$. General linear restrictions of the form $R\left[\operatorname{vec}\left(\alpha_{a_{u}}\right)\right]=h$ are not covered by the theorem.

Critical values for $n-r_{o_{u}} \leq 5$ are provided in Table 1. These critical values were calculated by simulation using 10,000 replications and $T=$ 1,000. Extended critical values of $n-r_{o_{u}} \leq 9$ are tabulated in Horvath and Watson (1995). When $r_{o_{k}}=r_{a_{k}}=0$, these correspond to the critical values tabulated in Johansen (1988), Johansen and Juselius (1990), and OsterwaldLenum (1992). ${ }^{3}$

## 3. COMPARISON OF TESTING PROCEDURES

In this section, we carry out three power comparisons. First, we compare the local power of the W/LR tests that impose the value of the cointegrating vector under the alternative to the corresponding tests that do not use this information. Second, because a priori information about the cointegrating vector may only be approximately correct, we investigate the power implications of imposing an incorrect value of the cointegrating vector. Finally, for the special case with $r_{o}=r_{a_{u}}=0$ and $r_{a_{k}}=1$, we compare the power of the VECMbased tests to univariate unit root tests applied to the error correction term.

For tractability, our discussion will focus on a bivariate version of (2.11), with $\Phi_{1}=\Phi_{2}=\cdots=\Phi_{p-1}=0$ :

$$
\left[\begin{array}{l}
\Delta y_{1, t}  \tag{3.1}\\
\Delta y_{2, t}
\end{array}\right]=\left[\begin{array}{c}
\theta_{1} \\
\theta_{2}
\end{array}\right]+\left[\begin{array}{l}
\delta_{1} \\
\delta_{2}
\end{array}\right]\left(\alpha^{\prime} y_{t-1}\right)+\left[\begin{array}{c}
\epsilon_{1, t} \\
\epsilon_{2, t}
\end{array}\right]
$$

Because the likelihood-based procedures are invariant to nonsingular transformations of $Y_{t}$, we can set $\alpha=(01)^{\prime}$ and $\delta_{1}=0$ when studying these tests. This will also prove convenient when studying univariate testing procedures. Thus, the model that we consider is

$$
\begin{align*}
& \Delta y_{1, t}=\theta_{1}+\epsilon_{1, t}  \tag{3.2a}\\
& \Delta y_{2, t}=\theta_{2}+\delta_{2} y_{2, t-1}+\epsilon_{2, t} \tag{3.2b}
\end{align*}
$$

Table 1. Critical values for tests for cointegration

| $n-r_{o_{u}}$ |  |  | $r_{a_{u}}$ | Case 1 |  |  | Case 2 |  |  | Case 3 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | 1\% | $5 \%$ | $10 \%$ | $1 \%$ | $5 \%$ | 10\% | $1 \%$ | 5\% | 10\% |
| 1 | 0 | 0 | 1 | 7.26 | 4.12 | 2.95 | 12.18 | 8.47 | 6.63 | 6.84 | 3.98 | 2.73 |
| 1 | 0 | 1 | 0 | 7.26 | 4.12 | 2.95 | 12.18 | 8.47 | 6.63 | 12.18 | 8.47 | 6.63 |
| 2 | 0 | 0 | 1 | 14.83 | 11.03 | 9.35 | 19.14 | 14.93 | 13.01 | 18.13 | 14.18 | 12.36 |
| 2 | 0 | 0 | 2 | 16.10 | 12.21 | 10.45 | 22.43 | 18.17 | 15.87 | 19.66 | 15.41 | 13.54 |
| 2 | 0 | 1 | 0 | 9.43 | 6.28 | 4.73 | 13.73 | 10.18 | 8.30 | 13.73 | 10.18 | 8.30 |
| 2 | 0 | 1 | 1 | 16.10 | 12.21 | 10.45 | 22.43 | 18.17 | 15.87 | 19.66 | 15.41 | 13.54 |
| 2 | 0 | 2 | 0 | 16.10 | 12.21 | 10.45 | 22.43 | 18.17 | 15.87 | 22.43 | 18.17 | 15.87 |
| 2 | 1 | 0 | 1 | 9.43 | 6.28 | 4.73 | 13.73 | 10.18 | 8.30 | 8.94 | 6.02 | 4.64 |
| 2 | 1 | 1 | 0 | 9.43 | 6.28 | 4.73 | 13.73 | 10.18 | 8.30 | 13.73 | 10.18 | 8.30 |
| 3 | 0 | 0 | 1 | 22.25 | 17.51 | 15.42 | 25.93 | 21.19 | 19.12 | 26.17 | 21.14 | 18.62 |
| 3 | 0 | 0 | 2 | 28.02 | 23.28 | 20.81 | 35.98 | 29.46 | 26.79 | 34.84 | 28.75 | 26.08 |
| 3 | 0 | 0 | 3 | 29.31 | 23.91 | 21.52 | 37.72 | 31.66 | 28.82 | 35.83 | 29.62 | 27.05 |
| 3 | 0 | 1 | 0 | 11.44 | 7.94 | 6.43 | 15.41 | 11.62 | 9.72 | 15.41 | 11.62 | 9.72 |
| 3 | 0 | 1 | 1 | 24.91 | 20.30 | 18.05 | 31.42 | 26.08 | 23.67 | 30.67 | 25.70 | 23.04 |
| 3 | 0 | 1 | 2 | 29.31 | 23.91 | 21.52 | 37.72 | 31.66 | 28.82 | 35.83 | 29.62 | 27.05 |
| 3 | 0 | 2 | 0 | 19.75 | 15.20 | 13.04 | 25.35 | 20.74 | 18.51 | 25.35 | 20.74 | 18.51 |
| 3 | 0 | 2 | 1 | 29.31 | 23.91 | 21.52 | 37.72 | 31.66 | 28.82 | 35.83 | 29.62 | 27.05 |
| 3 | 0 | 3 | 0 | 29.31 | 23.91 | 21.52 | 37.72 | 31.66 | 28.82 | 37.72 | 31.66 | 28.82 |
| 3 | 1 | 0 | 1 | 16.84 | 12.89 | 11.03 | 21.62 | 16.65 | 14.51 | 20.36 | 15.93 | 13.93 |
| 3 | 1 | 0 | 2 | 19.75 | 15.20 | 13.04 | 25.35 | 20.74 | 18.51 | 22.90 | 18.18 | 16.25 |
| 3 | 1 | 1 | 0 | 11.44 | 7.94 | 6.43 | 15.41 | 11.62 | 9.72 | 15.41 | 11.62 | 9.72 |
| 3 | 1 | 1 | 1 | 19.75 | 15.20 | 13.04 | 25.35 | 20.74 | 18.51 | 22.90 | 18.18 | 16.25 |
| 3 | 1 | 2 | 0 | 19.75 | 15.20 | 13.04 | 25.35 | 20.74 | 18.51 | 25.35 | 20.74 | 18.51 |
|  | 2 | 0 | 1 | 11.44 | 7.94 | 6.43 | 15.41 | 11.62 | 9.72 | 11.39 | 7.87 | 6.36 |
| 3 | 2 | 1 | 0 | 11.4 | 7.94 | 6.43 | 15.41 | 11.62 | 9.72 | 15.41 | 11.62 | 9.72 |
| 4 | 0 | 0 | 1 | 28.33 | 23.82 | 21.51 | 32.35 | 27.40 | 24.94 | 32.19 | 27.07 | 24.84 |
| 4 | 0 | , | 2 | 40.14 | 34.35 | 31.63 | 47.03 | 40.50 | 37.78 | 46.00 | 40.27 | 37.17 |
| 4 | 0 | 0 | 3 | 44.62 | 39.17 | 35.90 | 54.25 | 47.31 | 44.03 | 53.14 | 46.30 | 43.32 |
| 4 | 0 | 0 | 4 | 45.66 | 39.91 | 36.58 | 56.17 | 49.16 | 45.61 | 54.34 | 47.33 | 44.09 |
| 4 | 0 | 1 | 0 | 13.60 | 9.73 | 7.93 | 17.16 | 13.20 | 11.16 | 17.16 | 13.20 | 11.16 |
| 4 | 0 | 1 | 1 | 32.75 | 27.86 | 25.43 | 39.55 | 33.55 | 30.73 | 39.47 | 33.22 | 30.45 |
| 4 | 0 | 1 | 2 | 42.47 | 36.93 | 33.81 | 51.82 | 44.98 | 41.45 | 50.96 | 43.78 | 40.94 |
| 4 | 0 | 1 | 3 | 45.66 | 39.91 | 36.58 | 56.17 | 49.16 | 45.61 | 54.34 | 47.33 | 44.09 |
| 4 | 0 | 2 | 0 | 22.85 | 17.92 | 15.81 | 28.62 | 23.41 | 21.10 | 28.62 | 23.41 | 21.10 |
| 4 | 0 | 2 | 1 | 38.43 | 33.36 | 30.69 | 47.26 | 40.98 | 38.11 | 46.82 | 40.76 | 37.50 |
| 4 | 0 | 2 | 2 | 45.66 | 39.91 | 36.58 | 56.17 | 49.16 | 45.61 | 54.34 | 47.33 | 44.09 |
|  | 0 |  | 0 | 33.53 | 27.80 | 25.24 | 41.08 | 35.33 | 32.33 | 41.08 | 35.33 | 32.33 |
| 4 | 0 | 3 | 1 | 45.66 | 39.91 | 36.58 | 56.17 | 49.16 | 45.61 | 54.34 | 47.33 | 44.09 |
| 4 | - | 4 | 0 | 45.66 | 39.91 | 36.58 | 56.17 | 49.16 | 45.61 | 56.17 | 49.16 | 45.61 |
| 4 | 1 | 0 | 1 | 24.15 | 19.28 | 17.30 | 27.09 | 22.73 | 20.61 | 28.06 | 22.74 | 20.36 |

(continued)

Table 1 (continued)

| $n-r_{o_{u}}$ | $r_{o_{k}}$ | $r_{a_{k}}$ | $r_{a_{u}}$ | Case 1 |  |  | Case 2 |  |  | Case 3 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | 1\% | $5 \%$ | 10\% | 1\% | $5 \%$ | $10 \%$ | 1\% | $5 \%$ | 10\% |
| 4 | 1 | 0 | 2 | 31.30 | 26.19 | 23.82 | 37.76 | 32.45 | 29.49 | 38.01 | 31.74 | 28.65 |
| 4 | 1 | 0 | 3 | 33.53 | 27.80 | 25.24 | 41.08 | 35.33 | 32.33 | 40.07 | 33.57 | 30.41 |
| 4 | 1 | 1 | 0 | 13.60 | 9.73 | 7.93 | 17.16 | 13.20 | 11.16 | 17.16 | 13.20 | 11.16 |
| 4 | 1 | 1 | 1 | 28.04 | 23.19 | 20.82 | 33.83 | 28.87 | 26.10 | 33.45 | 28.25 | 25.73 |
| 4 | 1 | 1 | 2 | 33.53 | 27.80 | 25.24 | 41.08 | 35.33 | 32.33 | 40.07 | 33.57 | 30.41 |
| 4 | 1 | 2 | 0 | 22.85 | 17.92 | 15.81 | 28.62 | 23.41 | 21.10 | 28.62 | 23.41 | 21.10 |
| 4 | 1 | 2 | 1 | 33.53 | 27.80 | 25.24 | 41.08 | 35.33 | 32.33 | 40.07 | 33.57 | 30.41 |
| 4 | 1 | 3 | 0 | 33.53 | 27.80 | 25.24 | 41.08 | 35.33 | 32.33 | 41.08 | 35.33 | 32.33 |
| 4 | 2 | 0 | 1 | 18.59 | 14.60 | 12.78 | 23.09 | 18.37 | 16.12 | 21.92 | 17.52 | 15.51 |
| 4 | 2 | 0 | 2 | 22.85 | 17.92 | 15.81 | 28.62 | 23.41 | 21.10 | 25.82 | 21.00 | 18.74 |
| 4 | 2 | 1 | 0 | 13.60 | 9.73 | 7.93 | 17.16 | 13.20 | 11.16 | 17.16 | 13.20 | 11.16 |
| 4 | 2 | 1 | 1 | 22.85 | 17.92 | 15.81 | 28.62 | 23.41 | 21.10 | 25.82 | 21.00 | 18.74 |
| 4 | 2 | 2 | 0 | 22.85 | 17.92 | 15.81 | 28.62 | 23.41 | 21.10 | 28.62 | 23.41 | 21.10 |
| 4 | 3 | 0 | 1 | 13.60 | 9.73 | 7.93 | 17.16 | 13.20 | 11.16 | 12.81 | 9.54 | 7.85 |
| 4 | 3 | 1 | 0 | 13.60 | 9.73 | 7.93 | 17.16 | 13.20 | 11.16 | 17.16 | 13.20 | 11.16 |
| 5 | 0 | 0 | 1 | 35.29 | 30.51 | 27.76 | 39.10 | 33.87 | 31.08 | 38.95 | 33.51 | . 89 |
| 5 | 0 | 0 | 2 | 51.50 | 45.84 | 42.75 | 59.27 | 52.05 | 48.77 | 57.99 | 51.53 | 48.24 |
| 5 | 0 | 0 | 3 | 61.05 | 54.42 | 51.22 | 70.75 | 63.29 | 59.44 | 70.30 | 62.45 | 58.82 |
| 5 | 0 | 0 | 4 | 65.54 | 58.65 | 55.23 | 77.46 | 69.37 | 65.20 | 75.64 | 67.89 | 64.37 |
| 5 | 0 | 0 | 5 | 66.00 | 59.39 | 55.80 | 78.85 | 70.93 | 66.58 | 76.36 | 68.62 | 65.15 |
| 5 | 0 | 1 | 0 | 15.32 | 11.41 | 9.46 | 19.00 | 14.53 | 12.49 | 19.00 | 14.53 | 12.49 |
| 5 | 0 | 1 | 1 | 41.09 | 35.77 | 32.98 | 47.18 | 41.36 | 38.44 | 46.58 | 40.78 | 38.15 |
| 5 | 0 | 1 | 2 | 56.00 | 49.75 | 46.41 | 64.19 | 57.55 | 53.98 | 63.59 | 56.60 | 53.43 |
| 5 | 0 |  |  | 63.52 | 56.83 | 53.56 | 74.61 | 66.88 | 63.00 | 73.49 | 65.73 | 62.31 |
| 5 | 0 | 1 | 4 | 66.00 | 59.39 | 55.80 | 78.85 | 70.93 | 66.58 | 76.36 | 68.62 | 65.15 |
| 5 | 0 | 2 | 0 | 26.01 | 20.92 | 18.55 | 31.26 | 26.15 | 23.51 | 31.26 | 26.15 | 23.51 |
| 5 | 0 |  | 1 | 48.36 | 42.54 | 39.54 | 56.90 | 50.15 | 46.93 | 56.23 | 49.55 | 46.51 |
| 5 | 0 | 2 | 2 | 60.54 | 54.27 | 50.93 | 71.63 | 64.20 | 60.46 | 70.31 | 62.86 | 59.64 |
| 5 | 0 |  | 3 | 66.00 | 59.39 | 55.80 | 78.85 | 70.93 | 66.58 | 76.36 | 68.62 | 65.15 |
| 5 | 0 | 3 | 0 | 37.35 | 31.75 | 28.94 | 44.87 | 39.03 | 36.03 | 44.87 | 39.03 | 36.03 |
| 5 | 0 | 3 | 1 | 57.01 | 50.44 | 47.36 | 67.41 | 60.14 | 56.68 | 66.72 | 59.62 | 55.85 |
| 5 | 0 | 3 | 2 | 66.00 | 59.39 | 55.80 | 78.85 | 70.93 | 66.58 | 76.36 | 68.62 | 65.15 |
| 5 | 0 | 4 | 0 | 50.02 | 44.42 | 41.43 | 61.04 | 53.88 | 50.14 | 61.04 | 53.88 | 50.14 |
| 5 | 0 |  | 1 | 66.00 | 59.39 | 55.80 | 78.85 | 70.93 | 66.58 | 76.36 | 68.62 | 65.15 |
| 5 | 0 | , | 0 | 66.00 | 59.39 | 55.80 | 78.85 | 70.93 | 66.58 | 78.85 | 70.93 | 66.58 |
| 5 | 1 | 0 | 1 | 30.10 | 25.62 | 23.21 | 34.36 | 29.09 | 26.61 | 33.87 | 28.72 | 26.37 |
| 5 | 1 | 0 | 2 | 42.91 | 37.30 | 34.70 | 50.23 | 43.52 | 40.60 | 49.21 | 42.92 | 40.02 |
| 5 | 1 | 0 | 3 | 48.63 | 42.91 | 40.13 | 58.91 | 51.22 | 47.80 | 57.59 | 50.31 | 47.15 |
| 5 | 1 | 0 | 4 | 50.02 | 44.42 | 41.43 | 61.04 | 53.88 | 50.14 | 59.39 | 51.95 | 48.67 |
| 5 | 1 | 1 | 0 | 15.32 | 11.41 | 9.46 | 19.00 | 14.53 | 12.49 | 19.00 | 14.53 | 12.49 |
| 5 | 1 | 1 | 1 | 36.01 | 30.74 | 28.25 | 41.68 | 36.30 | 33.62 | 41.37 | 35.94 | 33.11 |

Table 1 (continued)

| $n-r_{o_{u}}$ | $r_{o_{k}}$ | $r_{a_{k}}$ | $r_{a_{u}}$ | Case 1 |  |  | Case 2 |  |  | Case 3 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | $1 \%$ | $5 \%$ | $10 \%$ | 1\% | $5 \%$ | 10\% | 1\% | $5 \%$ | $10 \%$ |
| 5 | 1 | 1 | 2 | 46.54 | 40.78 | 37.76 | 55.99 | 48.54 | 45.25 | 54.54 | 47.42 | 44.73 |
| 5 | 1 | 1 | 3 | 50.02 | 44.42 | 41.43 | 61.04 | 53.88 | 50.14 | 59.39 | 51.95 | 48.67 |
| 5 | 1 | 2 | 0 | 26.01 | 20.92 | 18.55 | . 31.26 | 26.15 | 23.51 | 31.26 | 26.15 | 23.51 |
| 5 | 1 | 2 | 1 | 42.58 | 37.40 | 34.60 | 50.71 | 44.76 | 41.71 | 50.25 | 44.34 | 41.27 |
| 5 | 1 | 2 | 2 | 50.02 | 44.42 | 41.43 | 61.04 | 53.88 | 50.14 | 59.39 | 51.95 | 48.67 |
| 5 | 1 | 3 | 0 | 37.35 | 31.75 | 28.94 | 44.87 | 39.03 | 36.03 | 44.87 | 39.03 | 36.03 |
| 5 | 1 | 3 | 1 | 50.02 | 44.42 | 41.43 | 61.04 | 53.88 | 50.14 | 59.39 | 51.95 | 48.67 |
| 5 | 1 | 4 | 0 | 50.02 | 44.42 | 41.43 | 61.04 | 53.88 | 50.14 | 61.04 | 53.88 | 50.14 |
| 5 | 2 | 0 | 1 | 25.44 | 20.91 | 18.95 | 28.77 | 24.48 | 22.09 | 29.62 | 24.41 | 21.83 |
| 5 | 2 | 0 | 2 | 34.64 | 29.41 | 26.66 | 40.57 | 35.03 | 32.20 | 40.73 | 34.50 | 31.42 |
| 5 | 2 | 0 | 3 | 37.35 | 31.75 | 28.94 | 44.87 | 39.03 | 36.03 | 43.65 | 37.21 | 34.13 |
| 5 | 2 | 1 | 0 | 15.32 | 11.41 | 9.46 | 19.00 | 14.53 | 12.49 | 19.00 | 14.53 | 12.49 |
| 5 | 2 | , | 1 | 31.01 | 25.99 | 23.64 | 36.35 | 31.39 | 28.72 | 36.34 | 30.99 | 28.34 |
| 5 | 2 | 1 | 2 | 37.35 | 31.75 | 28.94 | 44.87 | 39.03 | 36.03 | 43.65 | 37.21 | 34.13 |
| 5 | 2 | 2 | 0 | 26.01 | 20.92 | 18.55 | 31.26 | 26.15 | 23.51 | 31.26 | 26.15 | 23.51 |
| 5 | 2 | 2 | 1 | 37.35 | 31.75 | 28.94 | 44.87 | 39.03 | 36.03 | 43.65 | 37.21 | 34.13 |
| 5 | 2 | 3 | 0 | 37.35 | 31.75 | 28.94 | 44.87 | 39.03 | 36.03 | 44.87 | 39.03 | 36.03 |
| 5 | 3 | 0 | 1 | 20.52 | 16.39 | 14.39 | 24.46 | 19.95 | 17.70 | 23.82 | 19.16 | 16.94 |
| 5 | 3 | 0 | 2 | 26.01 | 20.92 | 18.55 | 31.26 | 26.15 | 23.51 | 28.71 | 23.83 | 21.25 |
| 5 | 3 | 1 | 0 | 15.32 | 11.41 | 9.46 | 19.00 | 14.53 | 12.49 | 19.00 | 14.53 | 12.49 |
| 5 | 3 | 1 | 1 | 26.01 | 20.92 | 18.55 | 31.26 | 26.15 | 23.51 | 28.71 | 23.83 | 21.25 |
| 5 | 3 | 2 | 0 | 26.01 | 20.92 | 18.55 | 31.26 | 26.15 | 23.51 | 31.26 | 26.15 | 23.51 |
| 5 | 4 | 0 | 1 | 15.32 | 11.41 | 9.46 | 19.00 | 14.53 | 12.49 | 15.02 | 11.23 | 9.31 |
| 5 | 4 | 1 | 0 | 15.32 | 11.41 | 9.46 | 19.00 | 14.53 | 12.49 | 19.00 | 14.53 | 12.49 |

To investigate the local power of the tests, we suppose that $\delta_{2}$ is local to 0 ; specifically, we set $\delta_{2}=\delta_{2, T}=-c / T$. This allows us to study local power using local-to-unity asymptotics familiar from the work of Bobkowsky (1983), Cavanagh (1985), Chan and Wei (1987), Chan (1988), Phillips (1987, 1988), and Stock (1991). To rule out drift in the error correction term, we set $\theta_{2}=0$. Finally, our initial comparisons are made with $\Sigma_{\epsilon}=\mathrm{I}$; the case of correlated errors is discussed later.

The local power results are conveniently stated in terms of a two-dimensional Wiener/diffusion process, $B_{c}(s)=\left(B_{1, c}(s) B_{2, c}(s)\right)^{\prime}$. Let $B(s)=\left(B_{1}(s) B_{2}(s)\right)^{\prime}$ denote a two-dimensional standardized Wiener process, let $B_{1, c}(s)=B_{1}(s)$, and let $B_{2, c}(s)$ evolve as $d B_{2, c}(s)=-c B_{2, c}(s) d s+d B_{2}(s)$. Thus, the first element of $B_{c}(s)$ is a random walk, and the second element is generated by a diffusion process with parameter $c$. Let $B_{c}^{\mu}(s)=B_{c}(s)-\int B_{c}$ denote the
demeaned version of this bivariate process, and let $D_{c}(s)=\left(s^{\mu}(s) B_{2, c}^{\mu}(s)\right)^{\prime}$ denote the bivariate process composed of the demeaned values of the time trend and $B_{2, c}$. Corresponding to the three cases in Theorem 1, it is straightforward to derive limiting representations for the cointegration test statistics under local departures from the null. Let $\gamma=\left(\gamma_{1} \gamma_{2}\right)^{\prime}$ denote an arbitrary $2 \times 1$ vector, and let $\alpha=(01)$ denote the true value of the cointegrating vector. Using the notation already introduced, $W_{0,1}(0, \gamma)$ (with $\gamma \neq 0$ ) denotes the test statistic for $H_{o}: r=0$ vs. $H_{a}: r=r_{a_{k}}=1$ constructed using $\gamma$ as the cointegrating vector under the alternative; similarly, $W_{0,1}(0,0)$ denotes the test statistic for $H_{o}: r=0$ vs. $H_{a}: r=r_{a_{u}}=1$. The limiting distribution of this statistic is given by the following.

Case 1. Suppose that the data are generated by (3.2a) and (3.2b) with $\theta_{1}=\theta_{2}=0, \delta_{2}=-c / T$, and $\epsilon_{t}$ satisfies Assumption (A.1) with $\Sigma_{\epsilon}=$ I. If the test statistic is calculated without including a constant in $Z_{t}$, then

$$
\begin{aligned}
& W_{0,1}(0, \gamma) \Rightarrow \operatorname{Trace}\left[\left(\gamma^{\prime} \int B_{c} d B^{\prime}\right)^{\prime}\left(\gamma^{\prime} \int B_{c} B_{c}^{\prime} \gamma\right)^{-1}\left(\gamma^{\prime} \int B_{c} d B^{\prime}\right)\right] \\
& W_{0,1}(0,0) \Rightarrow \lambda_{1}\left[\left(\int B_{c} d B^{\prime}\right)^{\prime}\left(\int B_{c} B_{c}^{\prime}\right)^{-1}\left(\int B_{c} d B^{\prime}\right)\right]
\end{aligned}
$$

Case 2. Suppose that the data are generated by (3.2a) and (3.2b) with $\theta_{1}=\theta_{2}=0, \delta_{2}=-c / T$, and $\epsilon_{t}$ satisfies Assumption (A.1) with $\Sigma_{\epsilon}=$ I. If the test statistic is calculated including a constant in $Z_{t}$, then

$$
\begin{aligned}
& W_{0,1}(0, \gamma) \Rightarrow \operatorname{Trace}\left[\left(\gamma^{\prime} \int B_{c}^{\mu} d B^{\prime}\right)^{\prime}\left(\gamma^{\prime} \int B_{c}^{\mu} B_{c}^{\mu \prime} \gamma\right)^{-1}\left(\gamma^{\prime} \int B_{c}^{\mu} d B^{\prime}\right)\right] \\
& W_{0,1}(0,0) \Rightarrow \lambda_{1}\left[\left(\int B_{c}^{\mu} d B^{\prime}\right)^{\prime}\left(\int B_{c}^{\mu} B_{c}^{\mu \prime}\right)^{-1}\left(\int B_{c}^{\mu} d B^{\prime}\right)\right]
\end{aligned}
$$

Case 3. Suppose that the data are generated by (3.2a) and (3.2b) with $\theta_{1} \neq 0, \theta_{2}=0, \delta_{2}=-c / T$, and $\epsilon_{t}$ satisfies Assumption (A.1) with $\Sigma_{\epsilon}=$ I. If the test statistic is calculated including a constant in $Z_{t}$, then

$$
\begin{aligned}
& W_{0,1}(0, \gamma) \Rightarrow \operatorname{Trace}\left[\left(\gamma^{\prime} \int D_{c} d B^{\prime}\right)^{\prime}\left(\gamma^{\prime} \int D_{c} D_{c}^{\prime} \gamma\right)^{-1}\left(\gamma^{\prime} \int D_{c} d B^{\prime}\right)\right] \\
& W_{0,1}(0, \gamma) \Rightarrow \operatorname{Trace}\left[\left(\int s^{\mu} d B^{\prime}\right)^{\prime}\left(\int\left(s^{\mu}\right)^{2}\right)^{-1}\left(\int s^{\mu} d B^{\prime}\right)\right], \\
& \text { for } \gamma_{1}=0 ; \\
& W_{0,1}(0,0) \Rightarrow \lambda_{1}\left[\left(\int D_{c} d B^{\prime}\right)^{\prime}\left(\int D_{c} D_{c}^{\prime}\right)^{-1}\left(\int D_{c} d B^{\prime}\right)\right] .
\end{aligned}
$$

In Case 3, when $\theta_{1} \neq 0$ and $\gamma_{1} \neq 0$, the regressor $\gamma^{\prime} y_{t-1}$ is dominated by the linear trend $\gamma_{1} \theta_{1} t$. In contrast, $\gamma^{\prime} y_{t-1}$ is a linear function of a diffusion process in Cases (1) and (2) for all values of $\gamma_{1}$, and in Case (3) when $\gamma_{1}=0$. This difference leads to the two possible limiting representations for $W_{0,1}(0, \gamma)$ in Case (3). When $\gamma_{1}=0$, the limiting distributions of $W_{0,1}(0, \gamma)$ coincide in Cases 2 and 3, because the second elements of $B_{c}^{\mu}$ and $D_{c}$ are identical.
In Figure 1, we plot the local power curves associated with these limiting random variables for $\alpha=\gamma .{ }^{4}$ Thus, the $W_{0,1}\left(0, \alpha_{a_{k}}\right)$ plot shows the power of the test that imposes the true value of the cointegrating vector, and the $W_{0,1}(0,0)$ plot shows the power of the test that does not use this information. The power gains from incorporating the true value of the cointegrating vector are substantial: at $50 \%$ power they correspond to sample size increases of approximately 70,50 , and $40 \%$ for Cases $1-3$, respectively. Figure 1B also shows the local power of the LR analog of $W_{0,1}(0,0)$ that imposes the constraint on the constant term shown in (2.12). As discussed in Johansen and Juselius (1990) and Johansen (1991), this statistic is calculated by augmenting the matrix $Y_{-1}$ in (2.10) by a column of 1's and excluding the constant from $Z_{t}$. Letting $F_{c}(s)$ denote $\left(1 B_{c}(s)\right)$, this statistic has a limiting distribution given by $\lambda_{1}\left[\left(\int F_{c} d B^{\prime}\right)^{\prime}\left(\int F_{c} F_{c}^{\prime}\right)^{-1}\left(\int F_{c} d B^{\prime}\right)\right]$. Interestingly, the power curve lies below the corresponding $W_{0,1}(0,0)$ power curve that does not impose this constraint on the constant term, and of course both curves lie below their Case 1 analog. The reduction in power for the LR statistic in Figure 1B relative to Figure 1A arises because, under the null that $\delta=0$, the constant term $\beta$ in (2.12) is unidentified. The LR statistic maximizes over this parameter, leading to an increase in the test's critical value. The reduction in power for the $W_{0,1}(0,0)$ statistic in Figure 1B relative to Figure 1A arises because the data are demeaned in Figure 1B, leading to a reduction in the variance of the regressor. Apparently, more powerful tests are obtained from using demeaned data rather than maximizing over the unidentified parameter $\beta$.
Because the a priori knowledge of the cointegrating vector may be inexact, it is also of interest to consider the behavior of the statistics constructed from incorrect values of the cointegrating vector. Asymptotic results for fixed values of $\delta_{2}<0 \mathrm{imply}$ that using the correct value of the cointegrating vector is critical to the power gains apparent in Figure 1. For fixed alternatives, the $W_{0,1}(0,0)$ and corresponding LR tests are consistent. On the other hand, because $\gamma^{\prime} y_{t}$ is $\mathrm{I}(1)$ when $\gamma$ is not proportional to $\alpha$, the test based on $W_{0,1}(0, \gamma)$ for $\gamma \neq \alpha$ will not be consistent. Thus, imposing the incorrect value of the cointegrating vector would seem to have disastrous effects on the power of the test.

However, this drawback is somewhat artificial, because it applies in a situation when the power of the $W_{0,1}(0,0)$ test is unity. An arguably more meaningful comparison is obtained from the local-to-unity results where
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Figure 1. Local asymptotic power. Panels plot local power curves for a twovariable system. Curves labeled $W_{0,1}\left(0, \alpha_{a_{k}}\right)$ show the power of the test that imposes the true value of the cointegrating vector. Curves labeled $W_{0,1}(0,0)$ show the power of the test that does not use this information. A. Case 1: Data contain zero drift terms, and statistics are calculated without inclusion of explanatory constant terms. B. Case 2: Data contain zero drift terms, but statistics are calculated with explanatory constant terms in regressions. The curve labeled $L R_{0,1}(0,0)$ shows the local power of the LR analog of $W_{0,1}(0,0)$ that imposes the constraint on the constant term in (2.12). C. Case 3: Data contain nonzero drift terms, and statistics are calculated with explanatory constant terms in regressions.
cointegration is weak. Figure 2 shows the power results for the $W_{0,1}(0, \gamma)$ test for a variety of values of $\gamma=\left(\gamma_{1} 1\right)$; also plotted are the power results for $W_{0,1}(0,0)$. Results are presented for the nontrending data Cases 1 and 2; results for Case 3 will be discussed shortly. It is apparent from Figure 2 that for values of $\gamma_{1}$ reasonably close to the true value of 0 , the $W_{0,1}(0, \gamma)$ test continues to dominate the $W_{0,1}(0,0)$ test. For example, for the entire range of values of $c$ considered, the $W_{0,1}(0, \gamma)$ test dominates the $W_{0,1}$ test for $\gamma_{1}<0.1$. On the other hand, for larger values of $\gamma_{1}$, the $W_{0,1}(0,0)$ test dominates for large values of $c$, in line with the results for the fixed alternative already described.
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Figure 2. Local asymptotic power: Incorrectly specified cointegrating vector ( $\gamma, 1$ ). Panels plot local power curves for a two-variable system. Curves labeled $W_{0,1}\left(0, \alpha_{a_{k}}\right)$ show the power of the test that imposes the true cointegrating vector $(0,1)$. Curves labeled $W_{0,1}(0,0)$ show the power of the test that does not use this information. Dotted curves show the power of the test that imposes an incorrect cointegrating vector ( $\gamma, 1$ ) for particular values of $\gamma$. A. Case 1: Data contain zero drift terms, and statistics are calculated without inclusion of explanatory constant terms. B. Case 2: Data contain zero drift terms, and statistics are calculated with explanatory constant terms in regressions.

The results are quite different in Case 3. These results are not shown because the rejection probability for the test constructed from incorrect values of $\gamma_{1}$ for the $W_{0,1}(0, \gamma)$ test are very small for all values of $c$. The reason for this can be seen from the limiting representation for $W_{0,1}(0, \gamma)$ in Case 3 that was already given. When $\gamma_{1} \neq 0$ the $W_{0,1}(0, \gamma)$ statistic converges to $\left(\int s^{\mu} d B^{\prime}\right)^{\prime}\left(\int\left(s^{\mu}\right)^{2}\right)^{-1}\left(\int s^{\mu} d B^{\prime}\right)$, which has a $\chi_{2}^{2}$ distribution. From Table 1, the $5 \%$ critical value for the $W_{0,1}(0, \gamma)$ test is 10.18 , so that the corresponding rejection probability for the $W_{0,1}(0, \gamma)$ test using the incorrect value of $\gamma$ is $P\left(\chi_{2}^{2}>10.18\right)=0.6 \%$.

Arguably, these results for Case 3 have little relevance. After all, when $\theta_{1} \neq 0, \gamma^{\prime} y_{t}$ will be trending when $\gamma_{1} \neq 0$. This behavior would be obvious in a large sample, and so the hypothesis that $\gamma^{\prime} y_{t}$ is $I(0)$ could easily be dismissed. This suggests that the comparison should be made, for example, with $\theta_{1}$ or $\gamma_{1}$ local to 0 , say $\theta_{1}=c_{\theta_{1}} / T^{1 / 2}$ or $\gamma_{1}=c_{\gamma_{1}} / T^{1 / 2}$. Because these power functions depend critically on the assumed values of the constant $c_{\theta_{1}}$ and $c_{\gamma_{1}}$, and because reasonable values of these parameters will differ from application to application, we do not report these functions. Instead, we carry out an experiment for a fixed sample size and Gaussian errors, using values for the parameters in (3.2a) and (3.2b) and values of $\gamma_{1}$ that are relevant for a typical application: the analysis of postwar U.S. quarterly data on income and consumption. Letting $y_{1, t}$ denote the logarithm of per capita consumption and $y_{2, t}$ denote the logarithm of the consumption/income ratio, then $\theta_{1}=0.004, \sigma_{1}=0.006, \sigma_{2}=0.011$, $\operatorname{cor}\left(\epsilon_{1, t} \epsilon_{2, t}\right)=0.21$, and $T=175 .{ }^{5}$ In Figure 3 , results are shown for values of $\gamma_{1}$ ranging from 0 to 0.10 . For com-


Figure 3. Power in the income-consumption system: Incorrectly specified cointegrating vector $(\gamma, 1)$. Panel plots local power curves for a two-variable system with parameters chosen to match the postwar U.S. quarterly data on income and consumption. Notation on curves matches that of Figure 2. See notes for Figure 2 for clarification.
parison with previous graphs, $\delta_{2}$ is written as $-c / T$, and the power is plotted against $c$. For this example, the $W_{0,1}(0, \gamma)$ dominates the $W_{0,1}(0,0)$ statistic for all values of $c$ considered when the error in the postulated cointegrating vector is $5 \%$ or less.

When there is only one cointegrating vector under the alternative, simple univariate tests provide an alternative to the likelihood-based tests. Thus, if the cointegrating vector is assumed to be known, then the error correction term $\alpha^{\prime} y_{t}$ can be formed and cointegration tested by employing a standard unit root test. The final task of this section is to compare the VECM likelihoodbased test to standard univariate tests.

There are three distinct differences between the multivariate tests considered in this paper and standard univariate unit root tests. These are easily discussed in terms of the bivariate example summarized in (3.1) and (3.2). First, univariate tests concentrate on equation (3.2b) and test the simple null, $\delta_{2}=$ 0 . Multivariate tests consider the whole system (3.1) and test the composite null, $\delta_{1}=\delta_{2}=0$. This has both positive and negative effects: because $\delta_{1}=$ 0 (from (3.2a)), the multivariate tests lose power through an extra degree of freedom. In this sense, the univariate test is more powerful because it is focused in the right direction. On the other hand, the multivariate tests utilize any covariance between $\epsilon_{1, t}$ and $\epsilon_{2, t}$ to increase test power. This potential covariance is ignored in the univariate tests. The second difference between the univariate and multivariate tests is that the univariate tests typically use a one-sided alternative ( $\delta_{2}<0$ ), whereas the multivariate tests consider twosided alternatives. The third major difference is the conditioning set used to estimate $\delta_{2}$ in (3.2b). In general, lagged first differences enter equation (3.1), so that both the univariate and multivariate tests must be constructed from regressions "augmented" with lags of the variables. The multivariate tests include lagged values of $\Delta y_{1, t}$ and $\Delta y_{2, t}$ in the regression; univariate procedures, such as augmented Dickey-Fuller regression, include only lags of $\Delta y_{2, t}$. Thus, when lags of $\Delta y_{1, t}$ help predict $\Delta y_{2, t}$, the error term in the multivariate regression will have a smaller variance than the error term in the univariate regression. When $\Delta y_{1, t}$ and $\Delta y_{2, t}$ are $\mathrm{I}(0)$, as assumed here, this leads to a more efficient estimator of $\delta_{2}$ and a more powerful test. (Of course, this final point has force only when it is known that $\Delta y_{1, t}$ and $\Delta y_{2, t}$ are $I(0)$.)

This last point is the subject of recent papers by Kremers, Ericsson, and Dolado (1992) and Hansen (1993). These papers carefully document the power gains associated with augmenting standard Dickey-Fuller regressions with additional $\mathrm{I}(0)$ regressors and allow us to focus instead on the potential power gains and losses associated with the first two differences in the univariate and multivariate procedures. Specifically, Figure 4 compares the power of the univariate and multivariate tests using the same design discussed earlier, but now for various values of $\rho=\operatorname{cor}\left(\epsilon_{1, t} \epsilon_{2, t}\right)$. All statistics are computed using demeaned values of the data. Two results stand out from
the figure. First, the power functions of the one-sided Dickey-Fuller $t$-test and the two-sided test based on the squared $t$-statistic are nearly identical. This is a reflection of the skewed distribution of the Dickey-Fuller $t$-statistic. Thus, the two-sided nature of the $W$ statistics has little impact on the power relative to the one-sided univariate test. Second, the relative performance of the $W(0, \alpha)$ statistic depends critically on the value of $\rho^{2}$, the squared correlation between $\epsilon_{1, t}$ and $\epsilon_{2, t}$. When $p^{2}=0$, the power loss in the $W(0, \alpha)$ statistic relative to the univariate test corresponds to a sample size reduction of $10 \%$ at $50 \%$ power. This is the loss of power associated with the extra degree of freedom in the multivariate test. However, the power gains from exploiting nonzero values for $\rho$ are large. For example, when $\rho^{2}=0.10$, the multivariate and univariate tests have essentially identical power. For larger values of $\rho^{2}$, the multivariate dominate the univariate tests. For example, when $\rho^{2}=0.50$, the power gain corresponds to a sample size increase of over $60 \%$ at $50 \%$ power. The reason for this power gain follows from standard seemingly unrelated regression logic: nonzero values of $\rho^{2}$ essentially allow the multivariate procedure to partial out part of the error term in (3.2b) and increase the power of the test.

Of course, the results shown in Figure 4 apply to a design with one cointegrating vector in a bivariate system. In a higher dimensional system with only one cointegrating vector, the power of the multivariate test will fall


Figure 4. Local asymptotic power. Panel plots local power curves for a twovariable system where the covariance between the error terms is allowed to be different from zero. Solid curves labeled DF and DF2 show the power of one- and twosided Dickey-Fuller univariate tests for a unit root. The solid curve labeled $\rho^{2}=0$ shows the power of the Wald test imposing the correct cointegrating vector when the (squared) correlation between the error terms is zero. Dotted curves show the power of the Wald test for different nonzero levels of the squared correlation in the error terms.
because of the extra degrees of freedom. Univariate tests could still be used in this case, but these tests become difficult to use and interpret when there are multiple cointegrating vectors.

## 4. STABILITY OF THE FORWARD-SPOT FOREIGN EXCHANGE PREMIUM

In this section, we examine forward and spot exchange rates, focusing on whether the forward-spot premium, defined as the forward exchange rate minus the spot exchange rate (in logarithms), is I(0). The data come from Citicorp Database Services, are sampled weekly for the period January 1975 through December 1989 (for a total of 778 observations), and are adjusted for transactions costs induced by bid-ask spreads and for the 2-day/nonholiday delivery lag for spot market exchange orders, as described in Bekaert and Hodrick (1993). ${ }^{6}$ The forward-spot premia for the British pound, Swiss franc, German mark, and Japanese yen, the currencies used in our analysis, are shown in Figure 5.

The tests for cointegration are performed on bivariate systems of forward and spot rates in levels, currency by currency. In each case, the number of lagged first differences in the VECM was determined by step-down testing, beginning with a lag length of 18 and using a $5 \%$ test for each lag length (for an analysis of step-down testing in the context of testing for unit roots, see Ng and Perron, 1993). Results for testing for cointegration between forward and spot rates are presented in Table 2. For each currency, we report the test statistic for the case where we impose $\alpha=(1-1)^{\prime}\left(\right.$ denoted by $\left.W_{0,1}\left(0, \alpha_{a_{k}}\right)\right)$, the test statistic for the case where $\alpha$ is unspecified (denoted by $W_{0,1}(0,0)$ ), the cointegrating vector estimated in this case (denoted by $\hat{\alpha}_{a_{u}}$ ), and the ADF statistic calculated from the forward premium. All statistics are reported for the optimal lag length chosen via the step-down procedure. Con-

Table 2. Tests for cointegration between spot and forward exchange rates (weekly data, January 1975 to December 1989)

| Currency | $W_{0,1}\left(0, \alpha_{a_{k}}\right)$ | $W_{0,1}(0,0)$ | $\hat{\alpha}_{a_{u}}$ | ADF |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| British pound | 10.95 | $(0.04)$ | 10.97 | $(0.21)$ | $[1-1.001(0.004)]$ | -3.12 | $(0.03)$ |
| Swiss franc | 12.73 | $(0.02)$ | 13.67 | $(0.08)$ | $[1-0.998(0.003)]$ | -3.33 | $(0.02)$ |
| German mark | $23.38(<0.01)$ | 25.00 | $(<0.01)$ | $[1-0.999(0.002)]$ | -3.58 | $(<0.01)$ |  |
| Japanese yen | 15.00 | $(<0.01)$ | 15.02 | $(0.05)$ | $[1-1.001(0.003)]$ | -2.99 | $(0.04)$ |

[^1]
Figure 5. Forward-spot premia.
stant terms were included in all regressions, and so the $p$-values for the $W_{0,1}\left(0, \alpha_{a_{k}}\right)$ statistic are from the Case (3) asymptotic null distribution (equivalently Case (2), because $\alpha_{a_{u}}=0$ ). Because nominal exchange rates exhibit some trending behavior over the sample period, the $p$-values for the $W_{0,1}(0,0)$ statistic are reported from the Case (3) asymptotic null distribution.

Looking first at the $W_{0,1}\left(0, \alpha_{a_{k}}\right)$ column, the null of no cointegration is rejected for all currencies at the $5 \%$ level. The $W_{0,1}(0,0)$ statistics, which can be interpreted as $W_{0,1}(0, \alpha)$ maximized over all values of $\alpha$, differ little from the $W_{0,1}\left(0, \alpha_{a_{k}}\right)$ statistics. Their $p$-values are much greater, however, because their null distribution must account for the fact that they are maximized versions of $W_{0,1}\left(0, \alpha_{a_{k}}\right)$. The next column shows why the two statistics are so similar: the estimated values of the cointegrating vector are equal to ( $1-1$ ), out to two decimal places. ${ }^{7}$ The final column shows the ADF test statistic applied directly to the forward-spot premium. Like the $W_{0,1}\left(0, \alpha_{a_{k}}\right)$ statistic, the ADF tests reject the null at the $5 \%$ level for all of the currencies. This application clearly shows the power advantage of testing for cointegration using a prespecified value of the cointegrating vector. Using the $W_{0,1}(0,0)$ statistic, the null of no cointegration is rejected at the $5 \%$ level for only two of the four currencies.

## 5. CONCLUDING REMARKS

In this paper, we have generalized VECM-based tests for cointegration to allow for known cointegrating vectors under both the null and alternative hypotheses. The results presented in Section 3 suggest that the power gains associated with these new methods can be substantial. These power gains were evident in the tests for cointegration involving forward and spot exchange rates. Cointegration was found in all currencies using tests that imposed a cointegrating vector of $(1-1)$, but the null of cointegration was rejected in only half of the cases when this information was not used. Yet, in these bivariate exchange rate models, the univariate ADF test applied to the forward premium ( $F_{t}-S_{t}$ ) yielded roughly the same inference as the multivariate VECM-based tests that imposed the cointegrating vector. Arguably, a more interesting application of the new procedures will be in larger systems with some known and some unknown cointegrating vectors. As argued in Section 3, the power trade-offs in the multivariate and univariate tests for cointegration are more interesting in higher dimensional systems.

The tests developed here rely on simple methods for eliminating trends in the data-incorporating unrestricted constants in the VECM. In the unit root context, the work by Elliott et al. (1995) suggests that large power gains can be achieved using alternative detrending methods. Hence, one extension of the current research will be a thorough investigation of alternative methods of detrending and their effects on tests for cointegration.

## NOTES

1. Formally, the restriction $\operatorname{rank}\left(\delta_{a}^{\prime} \alpha_{a}\right)=r_{a}$ should be added to the alternative. Because this constraint is satisfied almost surely by the estimators under the alternative, it can be ignored when constructing the likelihood ratio test statistics.
2. The formulation used here is not as general as that used in Johansen (1992a), who considers a model of the form $\Delta Y_{t}=\beta_{0}+\beta_{1} t+\Pi I Y_{t-1}+\sum_{i=1}^{p-1} \Phi_{i} \Delta Y_{t-i}+\epsilon_{t}$. Johansen's formulation allows for the possibility of quadratic trends in $Y_{t}$, which are ruled out in our formulation of $d_{t}$. For more discussion, see Johansen (1992a).
3. There are many repeated entries in Table 1. For example, as already noted, when $r_{a_{u}}=$ 0 , the Case (2) and Case (3) critical values are identical. Furthermore, within each case, the critical values are the same for all combinations of $r_{a_{k}}$ and $r_{a_{u}}$ with $r_{a_{k}}+r_{a_{u}}=n-r_{o_{u}}$. In this situation when $r_{o_{u}}=0$, these hypotheses all correspond to $H_{o}: \Pi=0$ in equation (2.2). There are a number of other examples of identical critical values that are not listed here.
4. These power curves were computed using 10,000 replications and $T=1,000$.
5. These parameter values were calculated using consumption and output from the Citibase Database Services, spanning the quarters 1947:1 through 1990:4, and are in constant (1987) dollar, per capita terms. The consumption series is the sum of consumption expenditures on nondurables and services. The output series corresponds to gross, private sector, nonresidential, and domestic product and is constructed as gross domestic product minus farm, nonfarm housing, and government production.
6. We thank Robert Hodrick for making the data available to us.
7. Evans and Lewis (1992) using monthly data over the 1975-1989 period also found estimates of cointegrating vectors very close to $(1-1)$. While their estimated standard errors suggest that the cointegrating vectors may be different from ( $1-1$ ), Evans and Lewis argued that this arises from large outliers or "regime shifts" that are evident in the data (see Figure 5). Recent work on robust estimation of cointegrating vectors reported in Phillips (1993) suggests potential efficiency gains for data sets such as the one examined here. Further work is required to determine how the presence of outliers affects the cointegration tests discussed here.
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## APPENDIX

Proof of Theorem 1. To prove the theorem, it is useful to introduce two alternative representations for the model. The first is a triangular simultaneous equations model used by Park (1990); the second is Phillips's (1991) triangular moving average representation. The first representation is useful because it allows the test statistic to be written in a particularly simple form; the second representation is useful because it neatly separates the regressors into $\mathrm{I}(0)$ and $\mathrm{I}(1)$ components.

We begin by defining some additional notation. First, partition $Y_{t}$ as $Y_{t}=$ $\left(Y_{1, t}^{\prime} Y_{2, t}^{\prime} Y_{3, t}^{\prime} Y_{4, t}^{\prime}\right)^{\prime}$, where $Y_{1, t}$ is $r_{o_{u}} \times 1, Y_{2, t}$ is $r_{o_{k}} \times 1, Y_{3, t}$ is $r_{a_{k}} \times 1$, and $Y_{4, t}$ is $\left(n-r_{o_{u}}-r_{o_{k}}-r_{a_{k}}\right) \times 1$. Because the cointegration test statistic is invariant to nonsingular transformations on $Y_{t}$, we set $\alpha_{o_{k}}=\left[\begin{array}{llll}0 & I_{r_{o k}} & 0 & 0\end{array}\right]^{\prime}$ and $\alpha_{a_{k}}=\left[\begin{array}{llll}0 & 0 & I_{r_{a k}}\end{array}\right]^{\prime}$, where these matrices are partitioned conformably with $Y_{t}$. Thus, $\alpha_{o_{k}}^{\prime} Y_{t}=Y_{2, t}$ and $\alpha_{a_{k}}^{\prime} Y_{I}=Y_{3, l}$. Without loss of generality, we write $\alpha_{o_{u}}^{\prime}=\left[\begin{array}{llll}I_{\text {ou }} & \omega_{2} & \omega_{3} & \omega_{4}\end{array}\right]$ and $\alpha_{a_{u}}^{\prime}=$ [ $00000 \tilde{\alpha}_{a_{u}}^{\prime}$ ], which ensures that the columns of $\alpha=\left[\alpha_{o_{u}} \alpha_{o_{k}} \alpha_{a_{k}} \alpha_{a_{u}}\right]$ are linearly independent. Finally, we assume that the true (but unknown) values of $\omega_{2}, \omega_{3}$, and $\omega_{4}$ are 0 . These normalizations imply that $u_{t}=\left(Y_{1, t}^{\prime} Y_{2, t}^{\prime}\right)^{\prime}$ denotes the $\mathrm{I}(0)$ components of $Y_{t}$ and $v_{t}=\left(Y_{3, t}^{\prime} Y_{4, t}^{\prime}\right)^{\prime}$ denotes the $\mathrm{I}(1)$, noncointegrated components.

Using this notation, the VECM in equation (2.3) can be reparameterized as the simultaneous equations models

$$
\begin{align*}
\Delta Y_{1, t} & =\theta^{\prime} Y_{t-1}+\beta_{1} Z_{t}+\epsilon_{1, t}  \tag{A.1}\\
\Delta Q_{t} & =\tilde{\delta}_{a}\left(H v_{t-1}\right)+\gamma^{\prime} S_{t}+e_{t} \tag{A.2}
\end{align*}
$$

where $Q_{t}=\left(Y_{2, t}^{\prime} Y_{3, t}^{\prime} Y_{4, t}^{\prime}\right)^{\prime}, S_{i}=\left(\Delta Y_{1 t}^{\prime} Y_{2, t-1}^{\prime} Z_{t}^{\prime}\right)^{\prime}$, and
$H=\left[\begin{array}{cc}I_{r_{a k}} & 0 \\ 0 & \tilde{\alpha}_{a_{u}}^{\prime}\end{array}\right]$.
These equations follow from writing the first $r_{o_{u}}$ equations in (2.3) as
$\Delta Y_{1, t}=\delta_{1, o_{u}} \alpha_{o_{u}}^{\prime} Y_{t-1}+\delta_{1, o_{k}} Y_{2, t-1}+\delta_{1, a_{k}} Y_{3, t-1}+\delta_{1, a_{u}}\left(\tilde{\alpha}_{a_{u}}^{\prime} Y_{4, t-1}\right)+\beta_{1} Z_{t}+\epsilon_{1, t}$
and the last ( $n-r_{o_{u}}$ ) equations as
$\Delta Q_{t}=\delta_{Q, o_{u}} \alpha_{o_{u}}^{\prime} Y_{t-1}+\delta_{Q, o_{k}} Y_{2, t-1}+\delta_{Q, a_{k}} Y_{3, t-1}+\delta_{Q, a_{u}}\left(\tilde{\alpha}_{a_{u}}^{\prime} Y_{4, t-1}\right)+\beta_{Q} Z_{t}+\epsilon_{Q, t}$.

In equation (A.1), the term $\theta^{\prime} Y_{t-1}$ captures the effect of all of the error correction terms on $\Delta Y_{1, t}$. Because $\omega_{2}, \omega_{3}$, and $\omega_{4}$ are unknown, $\theta$ is unrestricted. To obtain (A.2), equation (A.3) is solved for $\alpha_{o_{u}}^{\prime} Y_{t-1}$ as a function of $\Delta Y_{i, t}$, the other error correction terms, $Z_{t}$, and $\epsilon_{1, t} ;$ this expression is then substituted into (A.4). Thus, for example, $e_{t}=\epsilon_{\mathcal{Q}, t}-\delta_{Q, o_{u}} \delta_{1, o_{u}}^{-1} \epsilon_{1, t}$ in (A.2). In terms of reparameterized models (A.1) and (A.2), the only constraints on the parameters are those imposed by the null hypothesis: $H_{o}: \tilde{\delta}_{a}=0$.

Equations (A.1) and (A.2) are useful because, for given $\tilde{\alpha}_{a_{u}}$, the parameters in (A.2) can be efficiently estimated by 2 SLS using $C_{t}=\left(u_{t-1}^{\prime}, v_{t-1}^{\prime}, Z_{t}^{\prime}\right)^{\prime}$ as instruments. Thus, letting $Q=\left[\begin{array}{llll}Q_{1} & Q_{2} & \cdots & Q_{T}\end{array}\right]^{\prime}, V_{-1}=\left[\begin{array}{llll}v_{0} & v_{1} & \cdots & v_{T-1}\end{array}\right]^{\prime}, S=\left[\begin{array}{llll}S_{1} & S_{2} & \cdots & S_{T}\end{array}\right]^{\prime}$, $C=\left[C_{1} C_{2} \cdots C_{T}\right]^{\prime}, e=\left[e_{1} e_{2} \cdots e_{T}\right]^{\prime}, \hat{S}=C\left(C^{\prime} C\right)^{-1} C^{\prime} S$, and $M_{\hat{S}}=I-\hat{S}\left(\hat{S}^{\prime} \hat{S}\right)^{-1} \hat{S}^{\prime}$, the Wald statistic for testing $H_{o}: \delta_{a}=0$ using a fixed $\tilde{\alpha}_{a_{u}}$ is

$$
\begin{align*}
W\left(\tilde{\alpha}_{a_{u}}\right) & =\left[\operatorname{vec}\left(\Delta Q^{\prime} M_{\hat{s}} V_{-1} H^{\prime}\right)\right]^{\prime}\left[\left(H V_{-1}^{\prime} M_{\hat{S}} V_{-1} H^{\prime}\right)^{-1} \otimes \hat{\Sigma}_{e}^{-1}\right]\left[\operatorname{vec}\left(\Delta Q^{\prime} M_{\hat{S}} V_{-1} H^{\prime}\right)\right] \\
& =\left[\operatorname{vec}\left(e^{\prime} M_{\hat{s}} V_{-1} H^{\prime}\right)\right]^{\prime}\left[\left(H V_{-1}^{\prime} M_{\hat{s}} V_{-1} H^{\prime}\right)^{-1} \otimes \hat{\Sigma}_{e}^{-1}\right]\left[\operatorname{vec}\left(e^{\prime} M_{\hat{S}} V_{-1} H^{\prime}\right)\right], \tag{A.5}
\end{align*}
$$

where the second equality holds under $H_{o}$.
The asymptotic distribution of $\operatorname{Sup}_{\tilde{\alpha}_{g u}} W\left(\tilde{\alpha}_{a_{u}}\right)$ depends on the behavior of the regressors and instruments, which is readily deduced from the triangular moving average representation of the model

$$
\begin{align*}
u_{t} & =D_{u}(L) a_{t}+\mu_{u}  \tag{A.6}\\
\Delta v_{t} & =D_{v}(L) a_{t}+\mu_{v} \tag{A.7}
\end{align*}
$$

where $a_{t}=\Sigma_{\epsilon}^{-1 / 2} \epsilon_{t}$, where $\mu_{u}=0$ in Case 1 and $\mu_{v}=0$ in Case 1 and Case 2. Because the variables are generated by a finite order VAR, the matrix coefficients in the lag polynomials $D_{u}(L)$ and $D_{v}(L)$ eventually decay at an exponential rate. Because $v_{t}$ is $\mathrm{I}(1)$ and not cointegrated, $D_{v}(1)$ has full row rank. Furthermore, the error term $e_{t}$ in (A.2) can be written as $e_{t}=D a_{t}$, and $D_{v}(1) D^{\prime}$ has full row rank because only the first differences of ' $Y_{1, t}$ enter (A.2).

The theorem now follows from applying standard results from the analysis of integrated regressors to the components $W\left(\tilde{\alpha}_{a_{u}}\right)$ (see, e.g., Chan and Wei, 1988; Park and Phillips, 1988; Phillips, 1988; Sims, Stock, and Watson, 1990; Tsay and Tiao, 1990; or the comprehensive summary in Phillips and Solo, 1992). We now consider the theorem's three cases in turn.

Case 1. In this case, $\mu_{u}=0$ and $\mu_{v}=0$ in (A.6) and (A.7), and it is readily verified that

$$
\begin{align*}
T^{-2} V_{-1}^{\prime} M_{\hat{S}} V_{-1} & =T^{-2} V_{-1}^{\prime} V_{-1}+o_{p}(1)  \tag{A.8.i}\\
T^{-1} V_{-1}^{\prime} M_{\hat{S}} e & =T^{-1} V_{-1}^{\prime} e+o_{p}(1)  \tag{A.8.ii}\\
\operatorname{plim}\left(\hat{\Sigma}_{e}\right) & =\Sigma_{e}=D D^{\prime} \tag{A.8.iii}
\end{align*}
$$

so that

$$
\begin{aligned}
W\left(\tilde{\alpha}_{a_{u}}\right)= & {\left[\operatorname{vec}\left(T^{-1} e^{\prime} V_{-1} H^{\prime}\right)\right]^{\prime}\left[\left(T^{-2} H V_{-1}^{\prime} V_{-1} H^{\prime}\right)^{-1} \otimes\left(D D^{\prime}\right)^{-1}\right] } \\
& \times\left[\operatorname{vec}\left(T^{-1} e^{\prime} V_{-1} H^{\prime}\right)\right]+o_{p}(1)
\end{aligned}
$$

From the partitioned inverse formula,

$$
\begin{align*}
& {\left[\operatorname{vec}\left(T^{-1} e^{\prime} V_{-1} H^{\prime}\right)\right]^{\prime}\left[\left(T^{-2} H V_{-1}^{\prime} V_{-1} H^{\prime}\right)^{-1} \otimes\left(D D^{\prime}\right)^{-1}\right]\left[\operatorname{vec}\left(T^{-1} e^{\prime} V_{-1} H^{\prime}\right)\right] } \\
&=\left[\operatorname{vec}\left(T^{-1} e^{\prime} V_{1,-1}\right)\right]^{\prime}\left[\left(T^{-2} V_{1,-1}^{\prime} V_{1,-1}\right)^{-1} \otimes\left(D D^{\prime}\right)^{-1}\right]\left[\operatorname{vec}\left(T^{-1} e^{\prime} V_{1,-1}\right)\right] \\
& \quad+\left[\operatorname{vec}\left(T^{-1} e^{\prime} M_{V_{1}} V_{2,-1} \tilde{\alpha}_{a_{u}}\right)\right]^{\prime}\left[\left(T^{-2} \tilde{\alpha}_{a_{u}}^{\prime} V_{2,-1}^{\prime} M_{V_{1}} V_{2,-1} \tilde{\alpha}_{a_{u}}\right)^{-1} \otimes\left(D D^{\prime}\right)^{-1}\right] \\
& \times\left[\operatorname{vec}\left(T^{-1} e^{\prime} M_{V_{1}} V_{2,-1} \tilde{\alpha}_{a_{u}}\right)\right], \tag{A.9}
\end{align*}
$$

where $V_{1,-1}$ denotes the first $r_{a_{k}}$ columns of $V_{-1}$, and $V_{2,-1}$ denotes the remaining $n-r_{o_{u}}-r_{o_{k}}-r_{a_{k}}$ columns. Letting $D_{1}$ denote the first $r_{a_{k}}$ rows of $D_{v}(1)$,

$$
\begin{aligned}
& {[\operatorname{vec}( }\left.\left.T^{-1} e^{\prime} V_{1,-1}\right)\right]^{\prime}\left[\left(T^{-2} V_{1,-1}^{\prime} V_{1,-1}\right)^{-1} \otimes\left(D D^{\prime}\right)^{-1}\right]\left[\operatorname{vec}\left(T^{-1} e^{\prime} V_{1,-1}\right)\right] \\
&=\operatorname{Trace}\left[\left(D D^{\prime}\right)^{-1 / 2}\left(T^{-1} e^{\prime} V_{1,-1}\right)\left(T^{-2} V_{1,-1}^{\prime} V_{1,-1}\right)^{-1}\left(T^{-1} V_{1,-1}^{\prime} e\right)\left(D D^{\prime}\right)^{-1 / 2 \prime}\right] \\
& \Rightarrow \operatorname{Trace} {\left[\left(D D^{\prime}\right)^{-1 / 2}\left(D_{1} \int B d B^{\prime} D^{\prime}\right)^{\prime}\left(D_{1} \int B B^{\prime} D_{1}^{\prime}\right)^{-1}\left(D_{1} \int B d B^{\prime} F^{\prime}\right)\right.} \\
&\left.\times\left(D D^{\prime}\right)^{-1 / 2}\right]
\end{aligned}
$$

$$
\begin{equation*}
=\operatorname{Trace}\left[\left(\int F_{1} d B_{1, n-r_{o u}}\right)^{\prime}\left(\int F_{1} F_{1}^{\prime}\right)^{-1}\left(\int F_{1} d B_{1, n-r_{o u}}\right)\right], \tag{A.10}
\end{equation*}
$$

where $B(s)$ denotes an $n \times 1$ standard Brownian motion process, $F_{1}(s)=B_{1, r a_{k}}(s)$ (the first $r_{a_{k}}$ elements of $B(s)$ ), and the last equality denotes equality in distribution.

As shown in equation (2.7), maximizing the second terms in (A.9) over all values of $\alpha_{a_{\mu}}$ yields

$$
\begin{align*}
\operatorname{Sup}_{\dot{\alpha}_{a u}}[ & \left.\operatorname{vec}\left(T^{-1} e^{\prime} M_{V_{1}} V_{2,-1} \tilde{\alpha}_{a_{u}}\right)\right]^{\prime}\left[\left(T^{-2} \tilde{\alpha}_{a_{u}}^{\prime} V_{2,-1}^{\prime} M_{V_{1}} V_{2,-1} \tilde{\alpha}_{a_{u}}\right)^{-1} \otimes\left(D D^{\prime}\right)^{-1}\right] \\
& \times\left[\operatorname{vec}\left(T^{-1} e^{\prime} M_{V_{1}} V_{2,-1} \tilde{\alpha}_{a_{u}}\right)\right] \\
= & \sum_{i=1}^{r_{a u}^{u}} \lambda_{i}(R) \tag{A.11}
\end{align*}
$$

where
$R=\left(D D^{\prime}\right)^{-1 / 2}\left[T^{-1} e^{\prime} M_{V_{1}} V_{2,-1}\right]\left[T^{-2} V_{2,-1}^{\prime} M_{V_{1}} V_{2,-1}\right]^{-1}\left[T^{-1} e^{\prime} M_{V_{1}} V_{2,-1}\right]^{\prime}\left(D D^{\prime}\right)^{-1 / 2}$.

Using notation borrowed from Phillips and Hansen (1990), $R$ is readily seen to converge to
$R=\left(\int F_{2} d B_{1, n-r_{o u}}^{\prime}\right)^{\prime}\left(\int F_{2} F_{2}^{\prime}\right)^{-1}\left(\int F_{2} d B_{1, n-r_{o u}}^{\prime}\right)$,
where $F_{2}(s)=F_{3}(s)-\gamma F_{1}(s)$, with $\gamma=\left[\int F_{3} F_{1}^{\prime}\right]\left[\int F_{1} F_{1}^{\prime}\right]^{-1}$ where $F_{3}(s)=$ $B_{r a_{k}+1, n-r_{o}}(s)$. Case (1) of the theorem follows from (A.10) and (A.13).

Case 2. In Case (2), $\mu_{t} \neq 0$ but $\mu_{v}=0$. Letting $\bar{V}_{-1}=T^{-1} \sum v_{t-1}$, the proof follows as in Case (1) with ( $V_{-1}-\bar{V}_{-1}$ ) replacing $V_{-1}$ in (A.8)-(A.12) and $\beta^{\mu}(s)$ replacing $B(s)$ in limiting representations (A.10) and (A.13).

Case 3. In Case (3), both $\mu_{u}$ and $\mu_{v} \neq 0$. However, because $E\left(\alpha_{a_{k}}^{\prime} Y_{t}\right)=0$ is assumed in Case 3, the first $r_{a_{k}}$ elements of $\mu_{v}=0$. Thus, the first term of the statistic (the analog of (A.10)) is identical to the corresponding term in Case 2. The last $n-r_{o_{u}}-r_{o_{k}}-r_{a_{k}}$ elements of $v_{t}$ contain a linear trend, and so, appropriately transformed, this set of regressors behaves like a single time trend and $n-r_{o_{u}}-r_{o_{k}}-$ $r_{a_{k}}-1$ martingale components. With this modification, the result for Case (3) follows as in Case (2).
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[^1]:    Note: The statistics $W_{0,1}\left(0, \alpha_{a_{k}}\right)$ were calculated using $\alpha_{a_{k}}=(1-1)^{\prime}$. The numbers in parentheses next to the test statistics are $p$-values. The estimated cointegrating vector $\hat{\alpha}_{a_{u}}$ is normalized as ( $1 \hat{\beta}$ ), and the numbers in parentheses are the standard errors for $\hat{\beta}$ computed under the maintained hypothesis that the data are cointegrated.

