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#### Abstract

Thirty-four density functional approximations are tested against two diverse databases, one with 18 bond energies and one with 24 barriers. These two databases are chosen to include bond energies and barrier heights which are relevant to catalysis, and in particular the bond energy database includes metal-metal bonds, metal-ligand bonds, alkyl bond dissociation energies, and atomization energies of small main group molecules. The RPBE and revPBE functionals, widely used for catalysis, do improve the performance of PBE against the two diverse databases, but give worse results than B3LYP. Our results show that the Minnesota functionals, M05, M06, and M06-L give the best performance for the two diverse databases, which suggests that they deserve more attention for applications to catalysis. We also obtain notably good performance with the $\tau$-HCTHhyb, $\omega$ B97X-D, and MOHLYP functionals.


## 1. INTRODUCTION

All widely used density functional approximations (usually called density functionals) have parameters or involve an experience-based choice of constraints, and their accuracy is best determined by validation studies. We have performed a large number of such studies, as have other workers; a review limited to transition metal chemistry cites over 40 recent such studies in that subfield alone. ${ }^{1}$ In order to facilitate validation studies, we have developed a number of "representative" databases, where such a database represents a subset of a larger database that has been shown statistically to yield similar mean signed errors (MSEs), mean unsigned errors (MUEs), and root mean squared errors (RMSEs) as are obtained with a larger, more diverse database. ${ }^{2}$ Examples of such representative databases are AE6, consisting of six main-group atomization energies representative of a larger set of $109,{ }^{2}$ TMAE4, consisting of four transition metal dimer atomization energies representative of a larger set of $9,{ }^{3}$ MLBE4, consisting of four metal-ligand bond energies representative of a larger set of 21,4 and DBH24, consisting of 24 diverse barrier heights representative of a larger set of 82 chemical reaction barrier heights. ${ }^{5}$

Some tests of density functionals against the representative databases have already been reported. ${ }^{2-6}$ We originally tested 42 density functionals against TMAE4 ${ }^{3}$ and later added 9 more to the list. ${ }^{6}$ The original tests with the MLBE4 database included 57 density functionals, ${ }^{4}$ and a later study added 9 more to the list. ${ }^{6}$ In the original article reporting the DBH24 database, it was tested against 67 density functionals. In these tests, however, two density functionals that have been popular for catalysis applications, in particular revPBE ${ }^{7}$ and RPBE, ${ }^{8}$ were not included. The RPBE article has been cited more than 1000 times so only a few representative references are selected for citation here. ${ }^{9-25}$ Representative references for the revPBE functional may also be consulted, $9,14,22,26-28$ and we note that when they have been applied to the same problem, these two functionals usually give similar results. $1,9,14,22$ In the present article,
we have tested these two functionals (and 32 others-see section 2) against the AE6, TMAE4, MLBE4, and DBH24 databases, plus one additional database explained next, and we present the results. The additional database added to the ones already mentioned is the ABDE 4 database that contains four alkyl bond dissociation energies. The reason for adding this is that it has been shown that the performance of many density functionals degrades when the molecule becomes larger ${ }^{6,29-41}$ so it is important to test the performance of functionals not just for the smallest homologs. The ABDE4 database contains four alkyl bond dissociation energies, two for methyl groups and two for isopropyl groups, with two nonpolar bonds and two polar bonds, and although it was not obtained as a statistically representative database, we have found, following the work of Izgorodina et al., ${ }^{29}$ that it provides a qualitatively representative test of the errors one encounters on going to large molecules. ${ }^{36,42}$ Combining this database with AE6, TMAE4, and MLBE4 yields a new database of 18 diverse bond energies that we call DBE18. Our test of density functionals will include both DBE18 and DBH24. To put the results in context we also present tests against these databases of several other functionals that are also often used for catalysis and some newer functionals, not yet popular for catalysis applications-but perhaps they should be.

The purpose of the present article is to provide a systematic test of density functionals that might be considered for catalysis against representative databases of main-group and transition-metal bond energies and barrier heights to ascertain which functionals have good overall performance and what is the typical error to be expected in applications. We test 34 functionals, 7 from our own group and 27 from other groups.

## II. FUNCTIONALS STUDIED

The functionals ${ }^{4,7,8,36,42-72}$ for which we present tests in this article are listed in chronological order of their development in Table I, which also gives their year of origin and two of their characteristics, in particular $X$, which is the percentage of Hartree-Fock
exchange energy (as calculated with self-consistently optimized Kohn-Sham orbitals obtained with the same value of $X$ ), and-in the last column-whether or not the functional depends on up-spin kinetic energy density and down-spin kinetic energy density. All functionals in the table depend on the reduced gradients of the spin densities as well as the spin densities themselves. Functionals that include neither kinetic energy density nor Hartree-Fock exchange are called GGAs. Those functionals including kinetic energy density are called meta-GGAs, those including Hartee-Fock exchange are called hybrid GGAs, and those including both are called hybrid meta-GGAs. It is worthwhile to express the reasons for inclusion of some of these functionals in the present study, and the rest of this section provides that background.

BP86, a combination of Becke's 1988 exchange functional and Perdew's 1986 correlation functional, although old, still retains a loyal user group in the organometallic community. ${ }^{73}$ The original version of BP86 used Becke's 1988 exchange functional, 44 and the correlation functional is composed of Perdew's 1986 local spin density approximation and approximation to the gradient contribution. ${ }^{43}$ A newer version, called BVP86 in the Gaussian program ${ }^{74,75}$ and called Becke-Perdew in the $A D F$ program, ${ }^{76}$ uses Becke's 1988 exchange functional, ${ }^{44}$ Vosko et al.'s functional V for local spin density part of the correlation functional, 45 and Perdew's 1986 approximation for the gradient contribution to correlation. 43

The LYP correlation functional is a simplification of the Colle-Salvetti correlation energy formula ${ }^{77}$ with second order gradient expansion. It contains four parameters which were determined by fitting the correlation energy of helium atom. Unlike other GGA correlation functionals, the LYP functional does not reduce to the correct limit for a uniform electron gas. When combined with Becke's 1988 exchange functional, the resulting BLYP functional is a very widely used GGA functional in the chemistry community. The B3LYP functional, which is the most widely used functional in the chemistry community, was constructed by including $20 \%$ of the Hartree-Fock exchange
and adjusting the gradient contribution to both the exchange and correlation. ${ }^{48,49}$ Note that the version of B3LYP used here employs Vosko et al.'s functional III ${ }^{45}$ for the local spin density part of the correlation functional, as in the originally defined version of the functional, ${ }^{49}$ whereas some other programs employ Vosko et al.'s functional V, so B3V5LYP ${ }^{50}$ is also tested and compared with B3LYP in the present study.

The PW91 functional, based on B88 exchange, was developed to satisfy several constraints. However, it is very complicated. The PBE functional was developed by using a simpler ansatz for the exchange part; the parameters in the PBE functional were obtained by forcing the functional to satisfy chosen constraints. The PW91 and PBE functionals are widely used in the physics and surface science communities.

The revPBE and RPBE functionals are discussed in the introduction, and they represent attempts to improve the PBE functional. The revPBE functional was constructed by optimizing one parameter of the PBE functional against the exchange energy of noble gas atoms from He to Ar. ${ }^{7}$ It improves the atomization energies and chemisorption energies over the PBE functional. The RPBE functional ${ }^{8}$ gives nearly the same chemisorption energies as the revPBE function, without any fitting of parameters.

PBE0 (also called PBE1, PBE1PBE, and PBEh, but not to be confused with the functional called PBEh in Gaussian0 $9^{75}$ ) represents an empirical attempt to improve the PBE functional for molecules by including 25\% Hartree-Fock exchange. PBEsol, in contrast, was constructed to restore the correct second order expansion for the exchange energy and was designed for solids. PBEsol improves the equilibrium properties of solids and their surfaces over PBE, but it is not designed to be broadly accurate.

PBEhole (called PBEh in Gaussian09) is a functional in which a GGA hole model replaces the PBE exchange functional, retaining PBE correlation. PBEhole was constructed by modeling the exchange hole to reproduce and rationalize the exchange energy of the PBE functional.

WC06 ${ }^{65}$ (which was designed with solids as a target application) was an attempt to make PBE valid through fourth. It does not accomplish this, ${ }^{78}$ but it has had some empirical success for lattice constants, crystal structures, and metal surface energies. ${ }^{65}$

Finally, SOGGA was a recent attempt to illustrate some fundamental issues in DFT, namely the effect of a tight Lieb-Oxford bound and the second-order term in the gradient expansion; although not designed as a broadly accurate functional, it has had some empirical success. ${ }^{69,79}$

We include two representatives from a long line (B97, B98, HCTH, B97-1, B972, B97-3) of closely related hybrid GGAs developed by Becke, Handy, and Tozer and their coworkers, ${ }^{52,63,80-83}$ namely B98 ${ }^{52}$ and B97-3 ${ }^{63}$ because they have the best average performance for bond energies and barrier heights.

Functionals discussed so far are GGAs and hybrid GGAs. In an effort related to the B97/HCTH series just discussed, a meta-GGA called $\tau$-HCTH and two hybrid metaGGAs called $\tau$-HCTHhyb and BMK, were developed by Boese, Handy, and Martin58,62 (Boese and Handy 58 also discuss an earlier meta-GGA developed by Becke in 1998, 84 which they label B98, which can be confusing because the label B98 has subsequently become associated in the literature with the 1998 hybrid GGA of Schmider and Becke, ${ }^{53}$ and it is in that sense that we use B98 above and in our other papers). Note that $\tau$-HCTHhyb is obtained by introducing $15 \%$ Hartree-Fock exchange into $\tau$-HCTH and reoptimizing the other parameters. ${ }^{57}$ The BMK functional was developed with the aim of obtaining good results for barrier heights; it includes the kinetic energy density and Hartree-Fock exchange. The meta-GGA functional VS98 was constructed based on the density matrix expansion. VS98 was found to perform well for atomization energies, and in some tests, ${ }^{53}$ it even performs slightly better than the popular B3LYP functional, which is a significant accomplishment because-unlike B3LYP-VS98 has no HartreeFock exchange. VS98 is also reviewed by Scuseria and Staroverov. 85

In order to provide a good overview of the capabilities of meta-GGAs and hybrid meta-GGAs, we also include three more meta-GGAs, namely TPSS, TPSSKCIS, and M06-L, and four more hybrid meta-GGAs, namely TPSSh, TPSS1KCIS, M05, and M06. TPSS includes the kinetic energy density $\tau$ into the exchange and correlation functional forms in way designed to satisfy a chosen set of constraints and improve the equilibrium geometries of molecules. ${ }^{58}$ TPSSKCIS is a combination of TPSS exchange and the earlier KCIS correlation that was based on a model electron gas with a HOMO-LUMO gap. ${ }^{59}$ TPSSh ${ }^{60}$ and TPSS1KCIS ${ }^{62}$ are obtained by including $10 \%$ and $13 \%$ HartreeFock exchange into TPSS and TPSSKCIS, respectively. M05, M06-L, and M06 represent the recent Minnesota family of density functionals that were developed using a combination of constraint satisfaction and parameter optimization and were designed to be broadly accurate ${ }^{86}$ (the other Minnesota functionals ${ }^{6,36,87}$ are not recommended for transition metals and other systems with high multireference character and so are not included here, even though they perform better for transition metals than some of the functionals included here).

A recent trend in density functional theory is adding an empirical molecular mechanics term to account for dispersion; this is indicated by "-D" or "plus D". We will test two such functionals here: B97-D and $\omega$ B97X-D. B97-D ${ }^{66}$ includes empirical damped atom-pairwise dispersion terms into the GGA functional form used in B97. The functional $\omega$ B97X-D introduces empirical damped atom-pairwise dispersion terms into a functional containing range-separated Hartree-Fock exchange. ${ }^{70}$ In the particular kind of range separation used in $\omega$ B97X-D, the long-range exchange is treated as Hartree-Fock exchange, and the short-range part is treated by a hybrid density functional approximation; this is sometimes called a long-range-corrected hybrid.

Another long-range-corrected hybrid that we test is LC- $\omega$ PBE, ${ }^{67}$ which does not contain empirical dispersion terms; this functional may be considered to be yet another
way to improve PBE. The short-range exchange is PBE exchange; the long-range exchange is Hartree-Fock exchange, and the correlation is PBE correlation.

An alternative kind of range separation is to treat long-range exchange by a density functional approximation and short-range exchange as Hartree-Fock exchange. This is sometimes called screened exchange, and it is the method used for exchange in the HSE functional, ${ }^{71,72} \mathrm{We}$ examine the recommended form of this functional, which includes the modifications of Henderson et al.; ${ }^{72}$ the HSE functional uses the PBE functional for correlation. Several range-separated-hybrid functionals were tested for geometric and energetic properties of transition metal complexes in a recent study. ${ }^{88}$ Here we tested three range-separated-hybrid functionals (LC- $\omega$ PBE, $\omega$ B97X-D, and HSE) against databases for more diverse bond energies and barrier heights. Since several of the functionals use the PBE correlation functional, it is worthwhile mentioning that the PBE correlation functional is very similar to the earlier PW91 correlation functional.

MOHLYP and MPWLYP1M are selected for study here because of their previously demonstrated ${ }^{4}$ relatively high accuracy for transition metal bond energies. MOHLYP was constructed by modifying the OptX exchange functional ${ }^{89}$ to satisfy the uniform electron gas limit and optimizing against transition metal systems. The correlation part of MOHLYP uses half-LYP correlation (HLYP) instead of LYP correlation. MPWLYP1M was obtained by mixing 5\% Hartree-Fock exchange to the mPWLYP functional, which is a combination of the mPW exchange and LYP correlation functionals. A recent paper ${ }^{5}$ indicated that MOHLYP barrier heights are very accurate; but the functional called MOHLYP in that reference is not the same as the original (true) MOHLYP functional. The correct mean errors for MOHLYP barrier heights are given in the present article, along with the errors for bond energies.

## III. DATABASES

We consider eight databases, in particular seven databases selected to make them representative ${ }^{2}$ of larger databases plus the ABDE 4 database to include some larger molecules. All eight databases were presented in detail previously. ${ }^{2-5}, 29,42,90$ AE6 has six atomization energies, all for main-group compounds, in particular, glyoxal, propyne, cyclobutane, $\mathrm{SiH}_{4}, \mathrm{SiO}_{2}$, and $\mathrm{S}_{2} .{ }^{2}$ ABDE4 contains four alkyl bond dissociation energies, in particular the dissociation energies of the following bonds: $\mathrm{H}_{3} \mathrm{C}-\mathrm{CH}_{3}, \mathrm{H}_{3} \mathrm{C}-\mathrm{CH}\left(\mathrm{CH}_{3}\right)_{2}$, $\mathrm{H}_{3} \mathrm{CO}-\mathrm{CH}_{3}$, and $\mathrm{CH}_{3} \mathrm{O}-\mathrm{CH}\left(\mathrm{CH}_{3}\right)_{2} \cdot{ }^{29,42}$ TMAE4 has four transition metal atomization energies; it consists of the bond energies of four diatomic molecules, $\mathrm{Cr}_{2}, \mathrm{Cu}_{2}, \mathrm{~V}_{2}$, and $\mathrm{Zr}_{2} \cdot{ }^{3}$ MLBE4 has four metal-ligand bond energies, all involving transition metals, in particular, $\mathrm{CrCH}_{3}{ }^{+} \rightarrow \mathrm{Cr}^{+}+\mathrm{CH}_{3}, \mathrm{Fe}(\mathrm{CO})_{5} \rightarrow \mathrm{Fe}+5 \mathrm{CO}, \mathrm{NiCH}_{2}^{+} \rightarrow \mathrm{Ni}^{+}+\mathrm{CH}_{2}$, and VS $\rightarrow \mathrm{V}+\mathrm{S} .{ }^{4}$ HATBH6 contains six barrier heights for heavy-atom transfer reactions (here "heavy atom" is used with the usual quantum-chemistry-literature meaning of "heavier than helium"); 5,90 NSBH6 contains six barrier heights for nucleophilic substitution reactions; ${ }^{5,90}$ UABH6 contains six barrier heights for unimolecular and association reactions; 5,90 and HTBH 6 contains six barrier heights for hydrogen transfer reactions. ${ }^{2}$ For each of these four component databases, the reactions were selected as described elsewhere ${ }^{2,90}$ to be statistically representative of a larger database.

The four bond energy databases are combined into a merged database DBE18, which contains 18 diverse bond energies. The mean errors for DBE18, which is newly formed in the present article, consist of a 6/18:4/18:4/18:4/18 weighting of those for AE6, ABDE4, TMAE4, and MLBE4 (alternatively, it can be considered to be an unweighted combination of the 18 molecules in these four representative databases). The four barrier height databases are combined into DBH24,5, 90 which contains 24 diverse barrier heights. Each of the 24 barrier heights has a weight of $1 / 24$. We use version $08^{5}$ of DBH24.

## IV. COMPUTATIONAL DETAILS

All calculations were carried out with Gaussian $03,{ }^{74}$ locally modified versions of Gaussian03, 91 and Gaussian09. 75

We used the spin-restricted formalism for closed-shell molecules and atoms and the spin-unrestricted formalism for open-shell systems with one exception, namely singlet $\mathrm{Cr}_{2}$, for which the spin-unrestricted formalism is used to describe the antiferromagnetic interaction between two Cr atoms. In some cases, we were able to obtain lower energies by allowing the orbitals of metal atoms to break symmetry by requesting the HOMO and LUMO be mixed to destroy spatial symmetries. Ultrafine grids were used for all DFT calculations.

The TZQ (triple zeta quality) basis set ${ }^{3,4}$ was used for TMAE4 and MLBE4, and the geometries were optimized for the given density functional in every case. For AE6 we used QCISD/MG3 geometries. ${ }^{2}$ The MG3 basis set ${ }^{92}$ is the same as 6 $311++\mathrm{G}(3 \mathrm{~d} 2 \mathrm{f}, 2 \mathrm{df}, 2 \mathrm{p})$ for $\mathrm{H}-\mathrm{Si}$ and is an improved version of the basis for $\mathrm{P}-\mathrm{Ar}$. For ABDE4, single-point calculations were done with $6-311+G(3 d f, 2 p)$ basis set at B3LYP/6-31G(d) geometries. These calculations of DBH24 were all carried out with the MG3S basis set ${ }^{93}$ at QCISD/MG3 geometries. The MG3S basis set is the same as the MG3 basis set except that diffuse functions are removed on hydrogen atoms.

For WC06, the bond energies of $\mathrm{V}_{2}, \mathrm{VS}$, and $\mathrm{NiCH}_{2}{ }^{+}$were obtained by post-SCF calculations with PBEsol densities due to convergence problems for $\mathrm{V}(S=5 / 2)$ and $\mathrm{Ni}^{+}(S$ $=1 / 2$ ). This approach was validated by applying the same procedure to SOGGA, and the difference between the SCF and post-SCF energies for SOGGA averaged only 0.01 $\mathrm{kcal} / \mathrm{mol}$. All calculations presented in this paper are full SCF calculations except for the WC06 calculations of the atomic states $\mathrm{V}(S=5 / 2)$ and $\mathrm{Ni}^{+}(S=1 / 2)$ and the associated bond energies of $\mathrm{V}_{2}, \mathrm{VS}$, and $\mathrm{NiCH}_{2}{ }^{+}$.

Spin-orbit energies were added as post-SCF corrections for species with firstorder spin-orbit effects. $3,4,90$ Note that the spin-orbit contributions vanish for closed-
shell species, atoms in $S$ states, molecules in $\Sigma$ states, and singlet and doublet molecules in $A$ and $B$ states. Thus, for example, there are no spin-orbit contributions in the calculations on the ABDE4 database (the ground state of $\mathrm{CH}_{3} \mathrm{O}$ is ${ }^{2} A^{\prime}$ ).

## V. RESULTS

All functionals predict the ground states of $\mathrm{Cr}, \mathrm{Fe}, \mathrm{Cu}, \mathrm{Cr}^{+}, \mathrm{Ni}^{+}$correctly $(S=3$, $2,1 / 2,5 / 2$ and $1 / 2$, respectively). The experimental ground state of the V atom is $S=3 / 2$ $\left(4 s^{2} 3 d^{3}\right)$, and the experimental ground state of the Zr atom is $S=1\left(4 s^{2} 3 d^{2}\right)$, but these are not predicted correctly by all functionals; the ground states of V and Zr atoms predicted by the various functionals are shown in Table S2 in the supporting information. ${ }^{94}$ This means that there are two choices for computing the bond energy $\left(\mathrm{V}_{2}, \mathrm{Zr}_{2}\right.$, or VS $)$ where breaking a bond yields V or Zr ; one can compute it relative to the calculated energy of the experimental atomic ground state or one may compute it relative to the calculated atomic ground state. And we test both choices.

Mean errors for bond energies are given in Table II. For this table, we computed the bond energies of $\mathrm{V}_{2}, \mathrm{Zr}_{2}$, and VS and calculated the mean signed error (MSE) and mean unsigned error (MUE) for TMAE4 and MLBE4 databases in both of the ways mentioned in the previous paragraph. The MSE and MUE of each functional calculated in both ways are presented in Table II. The values before "/" are calculated by using the calculated atomic ground states; the values after "/" are calculated by using the experimental atomic ground states (when the MSE and MUE calculated by these two methods are the same, only one value is presented), and the final results for DBE18 are averages over the two methods.

## VI. DISCUSSION

The performance of the various functionals is judged by their mean unsigned errors (MUEs), which represent the average absolute deviations from the best estimates in the databases. To illustrate whether there is a systematic trend of overestimating or underestimating bond energies and barrier heights, the tables also show mean signed errors (MSEs).

Table II shows the results for bond energies. For AE6, about half of the functionals considered here have mean unsigned errors per bond of one $\mathrm{kcal} / \mathrm{mol}$ or less, a target often labeled as "chemical accuracy," with best accuracy of $0.4 \mathrm{kcal} / \mathrm{mol}$ achieved by BMK, M05, B97-D, and $\omega$ B97X-D. The other three bond energy databases provide harder tests.

For the ABDE4 database, most functionals underestimate alkyl bond dissociation energies. The MUE of B3LYP, the most widely used functional, is $8.6 \mathrm{kcal} / \mathrm{mol}$, while that of B3V5LYP is $9.0 \mathrm{kcal} / \mathrm{mol}$, even larger. The WC06, PBEsol, and SOGGA functionals, all GGAs that are correct to the second order in exchange (SOGGA is also accurate to second order in correlation), overestimate the alkyl bond dissociation energies and give MUEs of 2.3, 4.2 , and $5.2 \mathrm{kcal} / \mathrm{mol}$, respectively. These three functionals perform much better than several more widely used functionals, such as B3LYP, B3PW91, and BLYP. The MUEs of revPBE and RPBE for ABDE4 are quite large, 10.5 and $11.1 \mathrm{kcal} / \mathrm{mol}$, respectively; these values are much larger than that of the unmodified PBE functional ( $4.0 \mathrm{kcal} / \mathrm{mol}$ ). Only four functionals have MUEs below $3.7 \mathrm{kcal} / \mathrm{mol}$ for ABDE4: BMK, 1.7; M06, 1.9; $\omega$ B97X-D, 2.2; and WC06, 2.3.

The MUEs of different functionals for the ABDE4 database suggest the importance of the second order term in the expansion of the exchange functional in powers of the reduced density gradient $s$, as discussed previously. ${ }^{69}$ Zupan et al. showed that most atomic and molecular properties depend on $s$ values in the range of $0 \leq s \leq 3 .{ }^{95}$ We drew the gradient enhancement factors $F_{X}$ as a function of the reduced density
gradients $s$ in Figure 1. It is noteworthy that the correlation functionals of the GGAs in Figure 1 are the same or quite similar to one another, so the performance of the different GGAs will mainly reflect the character of the exchange functionals. The MSEs of different GGA functionals correlate with the magnitude of the gradient enhancement factors in the range of $0 \leq s \leq 3$. For example, RPBE, which gives the largest gradient enhancement factor, has the most negative $\operatorname{MSE}(-11.1 \mathrm{kcal} / \mathrm{mol})$, and SOGGA, which gives the smallest gradient enhancement factor, has the most positive MSE ( $5.2 \mathrm{kcal} / \mathrm{mol}$ ). For the rest of the tested GGA functionals, the relative order of gradient enhancement factors is very similar to the relative order of MSEs for the ABDE4 database. From Figure 1, we can see that the gradient enhancement factor of a GGA functional should fall between those of PBE and WC06 if we want it to perform well for the ABDE4 database.

For meta-GGA functionals, we also drew the gradient enhancement factors as a function of the reduced density gradients $s$ (see Figure S 1 to Figure S 3 in the supporting information). ${ }^{94}$ However, no simple correlation between the gradient enhancement factors and the MSEs for the ABDE4 database was observed. This might be a consequence of the more flexible functional structure of the meta-GGAs. Another possible reason is that the correlation functionals in the meta-GGAs are quite different from one another, so the MSEs will not reflect only the behavior of exchange functionals.

For TMAE4 and MLBE4, hybrid functionals tend to underestimate the bond energies, while the local functionals (GGAs and meta-GGAs as well as B97-D) tend to overestimate the bond energies. Comparison of our results for these two databases to the results for the 3 d reaction energy database of Furche and Perdew ${ }^{96}$ in Ref. 88 shows that, for the functionals that the two studies have in common, reasonably consistent conclusions are drawn about the relative merits of the functionals for metal-metal and metal-ligand bonds, that is, about which functionals perform better for predicting transition metal bond energies. This is very encouraging for the validity of the
conclusions drawn in both studies. We have used the 3d reaction energy database in the past, and in those cases, we found ${ }^{36,97}$ that it led to similar conclusions as can be drawn from our older, larger databases. ${ }^{3,4}$ Here we find that similarity for the representative databases and for a greater variety of types of functionals.

Averaging the unsigned errors on all 18 bond energies (which results in DBE18), the best performance is obtained from three hybrid meta-GGAs (M06, 3.6; $\tau$-HCTHhyb, 3.8; M05, 4.4-with all values in $\mathrm{kcal} / \mathrm{mol}$ ) and the M06-L meta-GGA functional, 4.0 $\mathrm{kcal} / \mathrm{mol}$. The best performance for a functional without kinetic energy density is obtained with MPWLYP1M, with an MUE of $4.8 \mathrm{kcal} / \mathrm{mol}$. Other functionals that perform exceptionally well are the meta-GGA, VS98 (5.2), and the hybrid meta-GGA, TPSS1KCIS (5.5). RPBE and revPBE, with MUEs of 6.7 and $6.8 \mathrm{kcal} / \mathrm{mol}$, surpass PBE (7.5), PBE0 (6.9), PBEhole (7.9), and PBEsol (12.2). The popular B3LYP has an MUE of $6.7 \mathrm{kcal} / \mathrm{mol}$, and all other functionals in the table have MUEs of 5.2 to 9.9 , except SOGGA with a MUE of $12.3 \mathrm{kcal} / \mathrm{mol}$. It is noteworthy to mention that PBEhole, which involves modeling the exchange hole to reproduce the exchange energy of PBE, gives a MUE for DBE18 that is very similar to the MUE of PBE. We note that SOGGA was not designed to be a broadly accurate functional but rather to illustrate the performance of a functional with a tight Lieb-Oxford bound that satisfies exactly the second-order gradient expansion. We also note that PBEsol was not designed to be broadly accurate.

Table III gives mean errors for barrier heights. Again RPBE is very similar to revPBE, and PBEhole is very similar to PBE. Both revPBE and RPBE improve over PBE, but neither performs as well as the very simple MOHLYP. The best performance is by BMK (1.2), followed in order by B97-3 (1.8), $\omega$ B97X-D (1.8), LC- $\omega$ PBE (2.1), M06 (2.3), M05 (2.5), B98 (3.4), PBE0 (3.6), B3PW91 (3.7), HSE (3.8), and M06-L (4.1), where M06-L has the best performance of any functional that does not have any HartreeFock exchange.

Table IV averages the MUEs over DBE18 and DBH24, weighting them 1:1. Whereas Tables 1-3 are in chronological order of the development of the functionals, Table IV is in order of performance. It is encouraging that the recent functionals from the Minnesota suite show great accuracy for a broad set of databases. It is surprising how well the very simple MOHLYP functional does. The performance of $\tau$-HCTHhyb, $\omega \mathrm{B} 97 \mathrm{X}-\mathrm{D}$, and B97-3 is particularly good, and for that reason we included the two best of them in the title of the article, along with RPBE and revPBE, which motivated this study, and MOLHYP, because of its surprisingly good performance. It is disappointing that RPBE and revPBE do not improve on B3LYP and also have inferior performance to MOHLYP, which also has no Hartree-Fock exchange and no kinetic energy density. Although Table IV is a useful database for judging some of the merits of density functionals for catalytic applications involving transition metals, the reader should keep in mind that other properties such as noncovalent interactions, ionization potentials, and so forth may also be important, and many such properties are tested for these functionals in previous papers. ${ }^{36,42}$

As a final item of interest we examine the sensitivity to basis sets. We selected the five best performing density functionals (of this study) for barrier heights and we reran the calculations with the maug-cc- $\mathrm{pV}(\mathrm{T}+\mathrm{d}) \mathrm{Z}^{98}$ basis set. This basis set is comparable in size and quality to the MG3S basis set, but is also very different with essentially no basis functions in common. The results (with those for two other functionals mentioned at the end of the paragraph) are in Table V. The table shows that the MUEs for DBH24 obtained by the MG3S and maug-cc-pV(T+d)Z basis sets are very close to each other, with the largest deviation of $0.3 \mathrm{kcal} / \mathrm{mol}$. The most important aspect of this table though is to show that the results are not overly sensitive to the choice of basis set. For comparison, Table V also shows two other density functionals not recommended for transition metals, M06-2X ${ }^{36}$ and M08-SO, ${ }^{87}$ that give particularly good performance for main-group barrier heights.

## VII. Conclusions

A good density functional for catalysis should perform well for both bond energies and barrier heights. In this article, thirty-four density functional approximations are tested against two diverse databases, one with 18 bond energies and one with 24 barriers; 14 of the bond energies and all of the barrier heights were selected as statistically representative of larger databases, and the other four bond energies test how the performance changes when bond breaking produces larger radicals. The tested density functionals include GGAs, meta-GGAs, hybrid GGAs, and hybrid meta-GGAs. The final overall assessment, called average error for catalytic energies, AECE (given in $\mathrm{kcal} / \mathrm{mol}$ ), is averaged over the bond energies and barrier heights in order to provide a validation and quality test for applications to catalysis involving both transition metal catalysts and main-group reactants. Of the GGAs named as modified PBE functionals, RPBE and revPBE each have lower AECE, 6.5 and 6.6, respectively, than PBE (7.8); and PBEhole (8.0) and PBEsol (11.3) have higher average errors. The best performing GGA is MOHLYP, with an AECE of 6.0. Functionals found to perform better than the best GGA are five hybrid meta-GGAs (M06, 2.9; M05, 3.4; $\tau$-HCTHhyb, 4.1; TPSS1KCIS, 5.1; and BMK, 5.8), two meta-GGAs, (M06-L, 4.0; VS98, 4.8), one range-separated-hybrid GGA with empirical dispersion ( $\omega$ B97X-D, 4.1), six hybrid GGAs (B97-3, 4.3; B98, 4.7; B3PW91, 5.2; PBE0, 5.2; B3LYP, 5.4; and B3V5LYP, 5.6) $\square$ and two range-separatedhybrid GGAs (HSE, 5.5; LC- $\omega$ PBE, 6.0). Among all the tested functionals, the Minnesota functionals, M06, M05, and M06-L, give the best overall performance, suggesting that they should receive more consideration for applications to catalysis. It is observed that the performance of GGAs for the alkyl bond dissociation energy database (ABDE4) correlates with the magnitude of the gradient enhancement factor in the exchange functional.

A test of sensitivity to basis sets shows that the quality of the results for barrier heights is about the same for two very different multiply polarized triple zeta basis sets with minimal sets of diffuse functions.

## ACKNOWLEDGMENTS

The authors are grateful to Geert-Jan Kroes for suggesting this study and for comments on an early version of the manuscript. This work was supported in part by the Air Force Office of Scientific Research by grant no. FA 9550-08-1-0183.

## REFERENCES

1. C. J. Cramer and D. G. Truhlar, Phys. Chem. Chem. Phys., 11, 10757 (2009).
2. B. J. Lynch and D. G. Truhlar, J. Phys. Chem. A 107, 8996 (2003).
3. N. E. Schultz, Y. Zhao, and D. G. Truhlar, J. Phys. Chem. A 109, 4388 (2005).
4. N. E. Schultz, Y. Zhao, and D. G. Truhlar, J. Phys. Chem. A 109, 11127 (2005).
5. J. Zheng, Y. Zhao, and D. G. Truhlar, J. Chem. Theory Comput. 5, 808 (2009).
6. Y. Zhao, N. Schultz, and D. G. Truhlar, J. Chem. Theory Comput. 2, 364 (2006).
7. Y. Zhang and W. Yang, Phys. Rev. Lett. 80, 890 (1998).
8. B. Hammer, L. B. Hansen, and J. K. Nørskov, Phys. Rev. B 59, 7413 (1999).
9. A. Matveev, M. Staufer, M. Mayer, and N. Rösch, Int. J. Quantum Chem. 75, 863 (1999).
10. M. Marlo and V. Milman, Phys. Rev. B 62, 2899 (2000).
11. B. Hammer, Surf. Sci. 459, 323 (2000).
12. K. Hermann, M. Witko, R. Druzinic, and R. Tokary, Appl. Phys. A 72, 429 (2001).
13. T. Hayashi, Y. Morikawa, and H. Nozoye, J. Chem. Phys. 114, 7615 (2001).
14. R. J. Deeth and N. Fey, J. Comp. Chem. 25, 1840 (2004).
15. W. P. Krekelberg, J. Greeley, and M. Mavrikakis, J. Phys. Chem. B 108, 987 (2004).
16. M. Gajdos, A. Eichler, and J. Hafner, J. Phys. Condensed Matter 16,1141 (2004).
17. J. Greeley and M. Mavrikakis, Nature Mat. 3, 810 (2004).
18. L. M. Molina and B. Hammer, Phys. Rev. B 69, 155424 (2004).
19. L. M. L. Daku, A. Vargas, A. Hauser, A. Forqueau, and M. E. Casida, ChemPhysChem 6, 1393 (2005).
20. J. K. Vincent, R. A. Olsen, G.-J. Kroes, M. Luppi, and E.-J. Baerends, J. Chem. Phys. 122, 044701 (2005).
21. V. Stamenkavic, B. S. Mun, K. J. J. Mayrhofer, P. N. Ross, N. M. Markovic, J. Rossmeisl, J. Greeley, and J. K. Nørskov, Angew, Chem. Int. Ed. 45, 2897 (2006).
22. S. Zein, S. A. Borshch, P. Fleurat-Lessard, M. E. Casida, and H. Chemette, J. Chem. Phys. 126, 014105 (2007).
23. F. Viñes, C. Sousa, F. Illas, P. Liu, and J. A. Rodriguez, J. Phys. Chem. C 111, 1307 (2007).
24. F. Abild-Pederson and M. P. Andersson, Surf. Sci. 601, 1747 (2007).
25. G. A. Bocan, R. D. Muio, M. Alducin, H. F. Busnengo, and A. Salin, J. Chem. Phys. 128, 154704 (2008).
26. J. Kuta, S. Patchkovskii, M. Z. Zgierski, and P. M. Kozlowski, J. Comp. Chem. 27, 1429 (2006).
27. J. L. C. Fajin, F. Illas, and J. R. B. Gomes, J. Chem. Phys. 130, 224702 (2009).
28. A Roldán, J. M. Ricast, and F. Illas, Theor. Chem. Acc. 123, 119 (2009).
29. E. I. Izgorodina, M. L. Coote, L. Radom, J. Phys. Chem. A 109, 7558 (2005).
30. L. A. Curtiss, , K. Raghavachari, P. C. Redfern, and J. A. Pole, J. Chem. Phys. 113, 7374 (2000).
31. S. Grimme, M.Steinmetz, M. J. Korth, J. Chem. Theory Comput. 3, 42 (2007).
32. A. Dybala-Defratyka, P. Paneth, J. Pu, D. G. Truhlar, J. Phys. Chem. A 108, 2475 (2004).
33. S. Grimme, Angew. Chem. Int. Ed. 45, 4460 (2006).
34. M. D. Wodrich, C. Corminboeuf, P. v. R. Schleyer, Org. Lett. 8, 3631 (2006).
35. Y. Zhao and D. G. Truhlar, Organic Letters 8, 5753 (2006).
36. Y. Zhao and D. G. Truhlar, Theor. Chem. Acc. 120, 215 (2008), 119, 525(E) (2008).
37. Y. Zhao and D. G. Truhlar, J. Phys. Chem. A 112, 1095-1099 (2008).
38. M. D. Wodrich, D. F. Jana, P. v. R. Schleyer, and C. Corminboeuf, J. Phys. Chem. A 112, 11495 (2008).
39. Y. Zhang, X. Xu, and W. A. Goddard III, Proc. Natl. Acad. Sci. 106, 4963 (2009).
40. D. R. B. Brittain, C. Y. Lin, A. T. B. Gilbert, E. I. Izgorodina, P. M. W. Gill, and M. L. Coote, Phys. Chem. Chem. Phys. 11, 1138 (2009).
41. A. Karton, D. Gruzman, and J. M. L. Martin, J. Phys. Chem. A 113, 8434 (2009).
42. Y. Zhao and D. G. Truhlar, J. Chem. Phys. 125, 194101 (2006).
43. J. P. Perdew, Phys. Rev. B 33, 8822 (1986).
44. A. D. Becke, Phys. Rev. A 38, 3098 (1988).
45. S. H. Vosko, L. Wilk, and M. Nusair, Can. J. Phys. 58, 1200 (1980).
46. C. Lee, W. Yang, and R. G. Parr, Phys. Rev. B 37, 785 (1988).
47. J. P. Perdew, in Electronic Structure of Solids '91, edited by P. Ziesche and H. Esching (Akademie Verlag, Berlin, 1991), p. 11.
48. A. D. Becke, J. Chem. Phys. 98, 5648 (1993).
49. P. J. Stephens, F. J. Devlin, C. F. Chabalowski, and M. J. Frisch, J. Phys. Chem. 98, 11623 (1994).
50. R. H. Hertwig, W. Koch, Chem. Phys. Lett. 268, 345 (1997).
51. J. P. Perdew, K. Burke, and M. Ernzorhof, Phys. Rev. Lett. 77, 3865 (1996).
52. H. L. Schmider and A. D. Becke, J. Chem. Phys. 108, 9624 (1998).
53. T. Van Voorhis and G. E. Scuseria, J. Chem. Phys. 109, 400 (1998).
54. M. Ernzerhof and J. P. Perdew, J. Chem. Phys. 109, 3313 (1998).
55. K. Burke, M. Ernzerhof, and J. P. Perdew, Chem. Phys. Lett. 265, 115 (1997).
56. C. Adamo and V. Barone, J. Chem.Phys. 110, 6158 (1999).
57. A. D. Boese and N. C. Handy, J. Chem. Phys. 116, 9559 (2002).
58. J. Tao, J. P. Perdew, V. N. Staroverov, and G. E. Scuseria, Phys. Rev. Lett. 91, 146401 (2003).
59. J. B. Krieger, J. Chen, G. J. Iafrate, and A. Savin, in Electron Correlations and Materials Properties, edited by A. Gonis, and N. Kioussis (Plenum, New York, 1999), p463.
60. V. N. Staroverov, G. E. Scuseria, J. Tao, and J. P. Perdew, J. Chem. Phys. 119, 12129 (2003).
61. A. D. Boese and J. M. L. Martin, J. Chem. Phys. 121, 3405 (2004).
62. Y. Zhao, B. J. Lynch, and D. G. Truhlar, Phys. Chem. Chem. Phys. 7, 43 (2005).
63. T. W. Keal and D. J. Tozer, J. Chem. Phys. 123, 121103 (2005).
64. Y. Zhao, N. E. Schultz, and D. G. Truhlar, J. Chem. Phys. 123, 161103/1. (2005).
65. Z. Wu and R. E. Cohen, Phys. Rev. B 73, 235116 (2006).
66. S. Grimme, J. Comp. Chem. 27, 1787 (2006).
67. O. A. Vydrov and G. E. Scuseria, J. Chem. Phys. 125, 234109 (2006).
68. J. P. Perdew, A. Ruzsinzky, G. I. Csonka, O. A. Vydrov, G. E. Scuseria, L. A. Constantin, X. Zhou, and K. Burke, Phys. Rev. Lett. 100, 136406 (2008).
69. Y. Zhao and D. G. Truhlar, J. Chem. Phys. 128, 184109 (2008).
70. J. D. Chai and M. Head-Gordon, Phys. Chem. Chem. Phys. 10, 6615 (2008).
71. J. Heyd, G. E. Scuseria, and M. Ernzerhof, J. Chem. Phys. 118, 8207 (2003), 124, 219906(E) (2006).
72. T. M. Henderson, A. F. Izmaylov, G. Scalmani, and G. E. Scuseria, J. Chem. Phys. 131, 044108 (2009).
73. See, e.g., (a) X. Hu and K. Meyer, J. Am. Chem. Soc. 126, 16322 (2004), (b) D. Nemscok, K. Wichmann, and G. Frenking, Organometallics 23, 3640 (2004).
74. M. J. Frisch, G. W. Trucks, H. B. Schlegel, G. E. Scuseria, M. A. Robb, J. R. Cheeseman, J. A. Montgomery, Jr., T. Vreven, K. N. Kudin, J. C. Burant, J. M. Millam, S. S. Iyengar, J. Tomasi, V. Barone, B. Mennucci, M. Cossi, G. Scalmani,
N. Rega, G. A. Petersson, H. Nakatsuji, M. Hada, M. Ehara, K. Toyota, R. Fukuda, J. Hasegawa, M. Ishida, T. Nakajima, Y. Honda, O. Kitao, H. Nakai, M. Klene, X. Li, J. E. Knox, H. P. Hratchian, J. B. Cross, C. Adamo, J. Jaramillo, R. Gomperts, R. E. Stratmann, O. Yazyev, A. J. Austin, R. Cammi, C. Pomelli, J. W. Ochterski, P. Y. Ayala, K. Morokuma, G. A. Voth, P. Salvador, J. J. Dannenberg, V. G. Zakrzewski, S. Dapprich, A. D. Daniels, M. C. Strain, O. Farkas, D. K. Malick, A. D. Rabuck, K. Raghavachari, J. B. Foresman, J. V. Ortiz, Q. Cui, A. G. Baboul, S. Clifford, J. Cioslowski, B. B. Stefanov, G. Liu, A. Liashenko, P. Piskorz, I. Komaromi, R. L. Martin, D. J. Fox, T. Keith, M. A. Al-Laham, C. Y. Peng, A. Nanayakkara, M. Challacombe, P. M. W. Gill, B. Johnson, W. Chen, M. W. Wong, C. Gonzalez, and J. A. Pople, Gaussian03 (Gaussian, Inc., Pittsburgh PA, 2003).
75. M. J. Frisch, G. W. Trucks, H. B. Schlegel, G. E. Scuseria, M. A. Robb, J. R. Cheeseman, G. Scalmani, V. Barone, B. Mennucci, G. A. Petersson, H. Nakatsuji, M. Caricato, X. Li, H. P. Hratchian, A. F. Izmaylov, J. Bloino, G. Zheng, J. L. Sonnenberg, M. Hada, M. Ehara, K. Toyota, R. Fukuda, J. Hasegawa, M. Ishida, T. Nakajima, Y. Honda, O. Kitao, H. Nakai, T. Vreven, J. A. Montgomery, Jr., J. E. Peralta, F. Ogliaro, M. Bearpark, J. J. Heyd, E. Brothers, K. N. Kudin, V. N. Staroverov, R. Kobayashi, J. Normand, K. Raghavachari, A. Rendell, J. C. Burant, S. S. Iyengar, J. Tomasi, M. Cossi, N. Rega, J. M. Millam, M. Klene, J. E. Knox, J. B. Cross, V. Bakken, C. Adamo, J. Jaramillo, R. Gomperts, R. E. Stratmann, O. Yazyev, A. J. Austin, R. Cammi, C. Pomelli, J. W. Ochterski, R. L. Martin, K. Morokuma, V. G. Zakrzewski, G. A. Voth, P. Salvador, J. J. Dannenberg, S. Dapprich, A. D. Daniels, O. Farkas, J. B. Foresman, J. V. Ortiz, J. Cioslowski, and D. J. Fox, Gaussian09, Revision A.1, Gaussian, Inc., Wallingford CT, 2009.
76. Amsterdam Density Functional (ADF), version 2003 (Scientific Computing and Modeling and Vrije Universiteit, Amsterdam, 2003).
77. R. Colle and O. Salvetti, Theor. Chim. Acta. 37, 329 (1975).
78. Y. Zhao and D. G. Truhlar, Phys. Rev. B 78, 197101 (2008).
79. M. Mantina, R. Valero, and D. G. Truhlar, J. Chem. Phys. 131, 064706 (2009).
80. A. D. Becke, J. Chem. Phys. 107, 8554 (1997).
81. F. A. Hamprecht, A. J. Cohen, D. J. Tozer, and N. C. Handy, J. Chem. Phys. 109, 6264 (1998).
82. A. D. Boese and N. C. Handy, J. Chem. Phys. 114, 5497 (2001).
83. P. J. Wilson, T. J. Bradley, and D. J. Tozer, J. Chem. Phys. 115, 9233 (2001).
84. A. D. Becke, J. Chem. Phys. 109, 2092 (1998).
85. G. Scuseria and V. N. Staroverov, in Theory and Applications of Computational Chemistry: The First Forty Years, edited by C. E. Dykstra, G. Frenking, K. S. Kim, and G. E. Scuseria (Elsevier, Amsterdam, 2008), pp. 669-724.
86. Y. Zhao and D. G. Truhlar, Acc. Chem. Res. 41, 157 (2008).
87. Y. Zhao and D. G. Truhlar, J. Chem. Theory Comput. 4, 1849 (2008).
88. C. A. Jiménez-Hoyos, B. G. Janesko, and G. E. Scuseria, J. Phys. Chem. A 113, 11742 (2009).
89. N. C. Handy and A. J. Cohen, Mol. Phys. 99, 403 (2001).
90. Y. Zhao, N. Gonzalez-Garcia, and D. G. Truhlar, J. Phys. Chem. A 109, 2012 (2005).
91. Y. Zhao and D. G. Truhlar, MN-GFM, versions 4.2 and 4.3, University of Minnesota, Minneapolis, 2009.
92. P. L. Fast, M. L. Sanchez, and D. G. Truhlar, Chem. Phys. Lett. 306, 407 (1999).
93. B. J. Lynch, Y. Zhao, and D. G. Truhlar, J. Phys. Chem. A 107, 1384 (2003).
94. See Supplementary Material Document No. $\qquad$ for the ground states of V and Zr predicted by various functionals (Table S 2 ) and the gradient enhancement factors of several meta-GGAs as a function of the reduced density gradients $s$ (Figure S 1 to Figure S 3 ).
95. A. Zupan, K. Burke, M. Ernzerhof, and J. P. Perdew, J. Chem. Phys. 106, 10184 (1997).
96. F. Furche and J. P. Perdew, J. Chem. Phys. 124, 044103 (2006).
97. Y. Zhao and D. G. Truhlar, Journal of Chemical Physics 124, 224105 (2006).
98. E. Papajak, H. R. Leverentz, J. Zheng, and D. G. Truhlar, J. Chem. Theory Comput. 5, 1197 (2009).

Table I. Tested density functionals

| Functional | Year | Ref(s). | X | $\tau$ ? |
| :---: | :---: | :---: | :---: | :---: |
| BP86 | 1988 | 43,44 | 0 | no |
| BVP86 | 1988 | 43-45 | 0 | no |
| BLYP | 1988 | 44,46 | 0 | no |
| PW91 | 1991 | 47 | 0 | no |
| B3PW91 | 1993 | 44,47,48 | 20 | no |
| B3LYP | 1994 | 44,46,48,49 | 20 | no |
| B3V5LYP | 1994 | 44,46,48,50 | 20 | no |
| PBE | 1996 | 51 | 0 | no |
| B98 | 1998 | 52 | 21.98 | no |
| revPBE | 1998 | 7 | 0 | no |
| VS98 | 1998 | 53 | 0 | yes |
| PBEhole | 1998 | 54 | 0 | no |
| PBE0 | 1999 | 55,56 | 25 | no |
| RPBE | 1999 | 8 | 0 | no |
| $\tau$-HCTH | 2002 | 57 | 0 | yes |
| $\tau$-HCTHhyb | 2002 | 57 | 15 | yes |
| TPSS | 2003 | 58 | 0 | yes |
| TPSSKCIS | 2003 | 58,59 | 0 | yes |
| TPSSh | 2003 | 60 | 10 | yes |
| BMK | 2004 | 61 | 42 | yes |
| TPSS1KCIS | 2005 | 58,59,62 | 13 | yes |
| MOHLYP | 2005 | 4 | 0 | no |
| MPWLYP1M | 2005 | 4 | 5 | no |
| B97-3 | 2005 | 63 | 26.93 | no |
| M05 | 2005 | 64 | 28 | yes |
| WC06 | 2006 | 65 | 0 | no |
| B97-D | 2006 | 66 | 0 | no |
| M06-L | 2006 | 42 | 0 | yes |
| LC- $\omega$ PBE | 2006 | 67 | $0-100^{a}$ | no |
| M06 | 2008 | 36 | 27 | yes |
| PBEsol | 2008 | 68 | 0 | no |
| SOGGA | 2008 | 69 | 0 | no |
| $\omega$ ¢97X-D | 2008 | 70 | 22.2-100 ${ }^{\text {a }}$ | no |
| HSE | 2009 | 71,72 | 0-25a | no |

[^0]Table II. Mean signed and unsigned errors in bond energies ( $\mathrm{kcal} / \mathrm{mol}$ per bond $)^{a, b}$

| Functional | AE6 |  | ABDE4 |  | TMAE4 |  | MLBE4 |  | DBE18 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | MSE | MUE | MSE | MUE | MSE ${ }^{\text {c }}$ | MUE ${ }^{\text {c }}$ | MSE ${ }^{\text {c }}$ | MUE ${ }^{\text {c }}$ | $\mathrm{AMSE}^{d}$ | $\mathrm{AMUE}^{\text {d }}$ |
| BP86 | 3.3 | 3.3 | -6.1 | 6.1 | 7.4/13.8 | 7.4/13.8 | 12.5/15.7 | 12.5/15.7 | 5.2 | 7.9 |
| BVP86 | 2.6 | 2.6 | -7.2 | 7.2 | 3.9/10.6 | 5.1/11.9 | 10.9/14.3 | 10.9/14.3 | 3.7 | 7.1 |
| BLYP | -0.5 | 1.4 | -10.5 | 10.5 | 6.6/9.5 | 7.0/9.9 | 9.6/11.1 | 9.6/11.1 | 1.6 | 7.0 |
| PW91 | 2.7 | 3.2 | -3.7 | 3.7 | 5.8/13.8 | 6.8/14.6 | 13.0/16.7 | 13.0/16.7 | 5.5 | 7.5 |
| B3PW91 | -0.2 | 0.6 | -7.3 | 7.3 | -20.7/-12.5 | 20.7/12.5 | -2.6/1.0 | 5.7/4.2 | -5.5 | 6.6 |
| B3LYP | -0.6 | 0.7 | -8.6 | 8.6 | -16.6/-14.3 | 16.6/14.3 | -1.6/-0.5 | 5.5/4.4 | -5.8 | 6.7 |
| B3V5LYP | -0.9 | 0.9 | -9.0 | 9.0 | -17.1/-14.9 | 17.1/14.9 | -2.0/-0.9 | 5.7/4.7 | -6.2 | 7.0 |
| PBE | 2.4 | 3.0 | -4.0 | 4.0 | 5.4/13.2 | 6.8/14.6 | 12.6/16.3 | 12.6/16.3 | 5.2 | 7.5 |
| B98 | -0.4 | 0.6 | -4.9 | 4.9 | -10.5 | 10.5 | 0.0 | 5.3 | -4.8 | 6.0 |
| revPBE | -1.2 | 1.8 | -10.5 | 10.5 | -2.8/4.7 | 5.3/12.2 | 7.0/10.5 | 7.0/10.5 | -0.6 | 6.8 |
| VS98 | 0.0 | 0.6 | -7.9 | 7.9 | 4.1/7.6 | 6.8/10.3 | 5.4/7.2 | 5.4/7.2 | 0.9 | 5.2 |
| PBEhole | 1.9 | 2.6 | -4.8 | 4.8 | 4.4/12.2 | 8.0/15.8 | 12.8/16.6 | 12.8/16.6 | 4.7 | 7.9 |
| PBE0 | -0.1 | 1.1 | -5.0 | 5.0 | -22.6/-15.7 | 22.6/15.1 | -3.3/-0.1 | 6.4/4.0 | -5.8 | 6.9 |
| RPBE | -1.7 | 2.0 | -11.1 | 11.1 | -2.1/4.1 | 4.9/10.9 | 6.6/9.7 | 6.6/9.7 | -1.0 | 6.7 |
| $\tau$-HCTH | -0.3 | 0.7 | -7.9 | 7.9 | 22.3 | 22.3 | 7.9 | 7.9 | 4.9 | 8.7 |
| $\tau$-HCTHhyb | -0.3 | 0.8 | -4.2 | 4.2 | 4.3 | 5.7 | 2.6 | 5.9 | 0.5 | 3.8 |
| TPSS | 0.7 | 1.1 | -9.4 | 9.4 | 0.2/6.4 | 3.3/9.5 | 8.6/11.7 | 8.6/11.7 | 1.1 | 6.1 |
| TPSSKCIS | 0.9 | 1.0 | -8.3 | 8.3 | 1.1/6.9 | 3.6/9.3 | 9.5/12.4 | 9.5/12.4 | 1.8 | 6.0 |
| TPSSh | 0.0 | 1.3 | -9.4 | 9.4 | -10.5/-4.7 | 10.5/4.7 | 0.3/3.2 | 7.1/8.7 | -3.4 | 5.9 |
| BMK | 0.1 | 0.4 | -1.4 | 1.7 | -38.0/-29.6 | 38.0/29.6 | -5.3/-1.2 | 9.9/10.3 | -8.5 | 10.3 |
| TPSS1KCIS | 0.0 | 0.7 | -8.1 | 8.1 | -13.3/-8.0 | 13.3/8.0 | 1.5/4.2 | 4.5/5.2 | -3.5 | 5.5 |
| MOHLYP | -2.1 | 2.2 | -13.9 | 13.9 | -2.6/0.0 | 5.1/7.8 | 4.6/5.9 | 4.6/5.9 | -2.9 | 6.4 |
| MPWLYP1M | 0.1 | 1.0 | -8.6 | 8.6 | 1.4/3.4 | 1.9/3.8 | 8.1/9.05 | 8.1/9.05 | 0.6 | 4.8 |
| B97-3 | -0.2 | 0.6 | -4.6 | 4.6 | -17.3 | 17.3 | -3.1 | 8.1 | -5.6 | 6.8 | them.

$$
\begin{array}{r}
-3.0 \\
9.5 \\
3.9 \\
0.6 \\
-9.3 \\
-2.6 \\
12.2 \\
12.0 \\
-5.5 \\
-6.3
\end{array}
$$

chosen to be

$$
\begin{aligned}
& \text { WC06 } \\
& \text { B97-D } \\
& \text { M06-L } \\
& \text { LC- } \omega \text { PBE } \\
& \text { M06 } \\
& \text { PBEsol } \\
& \text { SOGGA } \\
& \omega B 97 X-D \\
& \text { HSE }
\end{aligned}
$$

## ${ }^{a}$ Basis set: TZQ for metals; MG3 for nonmetals in MLBE4; MG3S for nonmetals in AE6; 6-311+G(3df, 2p) for atoms in ABDE4

> ${ }^{b}$ A positive MSE corresponds to the functional predicting too large of a bond strength. Note that in computing the mean errors per bond for AE6, as explained in ref. 2, we first compute the mean error in the atomization energy, and then we divide by 4.83 , which is the mean number of bonds per molecule. It is not necessary to divide by the average number of bonds for TMAE4 because those data are for diatomics which have only a single bond. MLBE4 has three cases where a single bond is broken and one case where five bonds are broken; for that data set, as explained in ref. 4 , we divide the error for $\mathrm{Fe}(\mathrm{CO})_{5}$ by 5 before we compute the mean errors for
${ }^{c}$ The bond dissociation energies of molecules in TMAE4 and MLBE4 databases were calculated in two ways if the calculated atomic ground states are different than the experimental atomic ground states. The numbers before the slash "/" are the MSEs and MUEs calculated with the calculated atomic ground states; while the numbers after the slash are the MSEs and MUEs calculated with the
d AMSE and AMUE are the average of MSEs and MUEs for AE6 ABDE4 TMAE4 and MLBE4 databases weighted the average of the MSEs obtained by using calculated atomic ground states or using experimental atomic ground states. As explained in footnote $b$, the mean errors averaged to obtain the final average values of this table are all on a per bond basis before we average
Table III. Mean signed errors and mean unsigned errors in barrier heights $(\mathrm{kcal} / \mathrm{mol})^{a}$

| Functional | HATBH6 |  | NSBH6 |  | UABH6 |  | HTBH6 |  | DBH24/08 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | MSE | MUE | MSE | MUE | MSE | MUE | MSE | MUE | $\mathrm{AMSE}^{\text {b }}$ | AMUE ${ }^{\text {b }}$ |
| BP86 | -14.0 | 14.0 | -7.1 | 7.1 | -3.4 | 3.4 | -9.2 | 9.2 | -8.4 | 8.4 |
| BVP86 | -14.2 | 14.2 | -7.0 | 7.0 | -3.6 | 3.6 | -9.3 | 9.3 | -8.5 | 8.5 |
| BLYP | -12.4 | 12.4 | -7.5 | 7.5 | -3.1 | 3.1 | -7.8 | 7.8 | -7.7 | 7.7 |
| PW91 | -13.9 | 13.9 | -7.5 | 7.5 | -2.8 | 2.8 | -9.6 | 9.6 | -8.5 | 8.5 |
| B3PW91 | -6.2 | 6.2 | -2.6 | 2.6 | -0.8 | 1.9 | -4.4 | 4.4 | -3.5 | 3.7 |
| B3LYP | -6.7 | 6.7 | -3.7 | 3.7 | -1.2 | 1.7 | -4.7 | 4.7 | -4.1 | 4.2 |
| B3V5LYP | -6.8 | 6.8 | -3.6 | 3.6 | -1.3 | 1.7 | -4.6 | 4.6 | -4.1 | 4.2 |
| PBE | -13.6 | 13.6 | -7.0 | 7.0 | -2.9 | 2.9 | -9.3 | 9.3 | -8.2 | 8.2 |
| B98 | -4.8 | 4.8 | -3.2 | 3.2 | 0.1 | 1.8 | -3.9 | 3.9 | -2.9 | 3.4 |
| revPBE | -10.9 | 10.9 | -5.8 | 5.8 | -2.3 | 2.3 | -6.5 | 6.5 | -6.4 | 6.4 |
| VS98 | -6.9 | 6.9 | -4.0 | 4.0 | -0.1 | 1.5 | -4.9 | 4.9 | -4.0 | 4.3 |
| PBEhole | -13.6 | 13.6 | -7.4 | 7.4 | -2.8 | 2.8 | -9.1 | 9.1 | -8.2 | 8.2 |
| PBE0 | -5.8 | 5.8 | -2.1 | 2.1 | -0.6 | 1.9 | -4.6 | 4.6 | -3.3 | 3.6 |
| RPBE | -10.8 | 10.8 | -5.9 | 5.9 | -2.3 | 2.3 | -6.3 | 6.3 | -6.3 | 6.3 |
| $\tau$-HCTH | -9.2 | 9.2 | -5.8 | 5.8 | -0.6 | 2.0 | -6.1 | 6.1 | -5.4 | 5.8 |
| $\tau$-HCTHhyb | -6.2 | 6.2 | -4.7 | 4.7 | 0.0 | 1.8 | -4.8 | 4.8 | -3.9 | 4.4 |
| TPSS | -13.0 | 13.0 | -7.9 | 7.9 | -3.6 | 3.6 | -8.2 | 8.2 | -8.2 | 8.2 |
| TPSSKCIS | -11.6 | 11.6 | -7.7 | 7.7 | -2.2 | 2.2 | -7.0 | 7.0 | -7.1 | 7.1 |
| TPSSh | -10.1 | 10.1 | -5.9 | 5.9 | -2.8 | 2.9 | -6.7 | 6.7 | -6.4 | 6.4 |
| BMK | -1.0 | 1.0 | 0.6 | 0.8 | 1.0 | 2.1 | -1.1 | 1.1 | -0.1 | 1.2 |
| TPSS1KCIS | -7.8 | 7.8 | -5.0 | 5.0 | -1.2 | 1.6 | -4.9 | 4.9 | -4.7 | 4.8 |
| MOHLYP | -10.2 | 10.2 | -3.8 | 3.8 | -3.1 | 3.1 | -5.5 | 5.6 | -5.6 | 5.7 |
| MPWLYP1M | -11.9 | 11.9 | -7.1 | 7.1 | -2.8 | 2.8 | -7.8 | 7.8 | -7.4 | 7.4 |

Table IV. Average error for catalytic energies (AECE), weighting DBE18 and DBH24 equally

| Functional | AECE | Type |
| :--- | :---: | :---: |
|  |  |  |
| M06 | 2.9 | hybrid meta-GGA |
| M05 | 3.4 | hybrid meta-GGA |
| M06-L | 4.0 | meta-GGA |
| $\tau$-HCTHhyb | 4.1 | hybrid meta-GGA |
| 由B97X-D | 4.1 | range-separated-hybrid GGA plus D |
| B97-3 | 4.3 | hybrid GGA |
| B98 | 4.7 | hybrid GGA |
| VS98 | 4.8 | meta-GGA |
| TPSS1KCIS | 5.1 | hybrid meta-GGA |
| B3PW91 | 5.2 | hybrid GGA |
| PBE0 | 5.2 | hybrid GGA |
| B3LYP | 5.4 | hybrid GGA |
| HSE | 5.5 | range-separated-hybrid GGA |
| B3V5LYP | 5.6 | hybrid GGA |
| BMK | 5.8 | hybrid meta-GGA |
| LC- $\omega$ PBE | 6.0 | range-separated-hybrid GGA |
| MOHLYP | 6.0 | GGA |
| MPWLYP1M | 6.1 | hybrid GGA |
| TPSSh | 6.2 | hybrid meta-GGA |
| RPBE | 6.5 | GGA |
| TPSSKCIS | 6.6 | meta-GGA |
| revPBE | 6.6 | GGA |
| B97-D | 6.7 | 7.2 |

ลิ


Figure captions:
FIG. 1. The gradient enhancement factors $F_{X}$ for popular GGA exchange functionals. (Note: the numbers in the parentheses are the MSEs and MUEs of GGA functionals for the ABDE4 database in units of $\mathrm{kcal} / \mathrm{mol}$; the MSE and MUE of B88 are the values of the BPW91 functional)



[^0]:    ${ }^{a}$ The percentage of HF exchange in these functionals is distance-dependent.

