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Haemodynamic factors, in particularwall shear stresses (WSSs)mayhave significant impact on growth and rupture of cerebral
aneurysms.Without ameans tomeasureWSS reliably in vivo, computational fluid dynamic (CFD) simulations are frequently
employed to visualise and quantify blood flow from patient-specific computational models. With increasing interest in
integrating these CFD simulations into pretreatment planning, a better understanding of the validity of the calculations in
respect to computation parameters such as volumeelement type,mesh size andmesh composition is needed. In this study, CFD
results for the two most common aneurysm types (saccular and terminal) are compared for polyhedral- vs. tetrahedral-based
meshes and discussed regarding future clinical applications. For this purpose, a set of models were constructed for each
aneurysmwith spatially varying surface and volumemesh configurations (mesh size range: 5119–258, 481 volume elements).
WSSdistribution on themodelwall and point-based velocitymeasurementswere compared for each configurationmodel. Our
results indicate a benefit of polyhedral meshes in respect to convergence speed and more homogeneous WSS patterns.
Computational variations of WSS values and blood velocities are between 0.84 and 6.3% from the most simple mesh
(tetrahedral elements only) and the most advanced mesh design investigated (polyhedral mesh with boundary layer).

Keywords: mesh size evaluation; mesh independence analysis; polyhedral; tetrahedral; wall shear stress; blood flow
velocity

1. Introduction

Ischaemic stroke, being the third common cause of death in

thewesternworld, is a serious clinical event.Of the twomain

causes of a stroke, arterial obstruction and intra-cerebral

haemorrhage, about 10–15% of the latter are induced by the

rupture of a cerebral aneurysm (Winn et al. 2002). More and

more cerebral aneurysms are now incidentally detected

because of recent advances in the field of medical imaging

techniques such as 64 slice computation time (CT) or

magnetic resonance imaging (MRI) at 3T. So far, the reason

for growth or rupture of an aneurysm is not entirely

understood, but it is assumed that the haemodynamic within

an aneurysm plays an important role (Jou et al. 2008).

Geometric factors, e.g. lesion size and aspect ratio (AR)

(Ujiie et al. 2001; Nader-Sepahi et al. 2004; Raghavan et al.

2005) are also considered to determine the risk of rupture.

However, even haemodynamic information together with

geometric aspects has so far proven insufficient for the

calculations of a reliable patient-specific risk index for a

particular aneurysm. Other biological mechanisms and

systemic conditions may also contribute to aneurysm

rupture. To assess intra-aneurysmal haemodynamics,

computational fluid dynamic (CFD) simulations have been

employed with patient-specific geometries derived from

clinical image data in Steinman et al. (2003), Hoi et al.

(2004), Karmonik et al. (2004), Shojima et al. (2004), Cebral

andLohner (2005),Cebral et al. (2005b) andVenugopal et al.

(2007). A reliable patient-specific CFD-based blood flow

simulation will be strongly influenced by two factors: (1) the

geometric accuracy of the patient-specific vascular model

dependent on the segmentation method used and (2) the

boundary conditions and simulation parameters such as

inflow blood speed, blood density/viscosity and rigid

walls. Patient-specific boundary conditions can either be

obtained through invasive measurements during treatment

(i.e. pressure catheter) or, as demonstrated recently, by 2-D

phase-contrast MRI providing the time-varying blood flow

profile at the inlet of the computational model as shown in

Karmonik et al. (2008). The sensitivity of other compu-

tational parameters on the simulation results, in particular

mesh size and mesh design, has not been evaluated in detail

for this particular vascular pathology. The haemodynamic

situation in cerebral aneurysms is favourable to be simulated
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using CFD: blood flow in cerebral vessels is always

antegrade as compared to the blood flow in the aorta with

modest pulsatility. Unless downstream vascular disease is

present such as a stenotic lesion distal to the aneurysm,

vascular resistance is low. Reynolds numbers are low (in the

order of 100 s) and, therefore, no turbulence flow can be

expected.Due to these favourable conditions,most studies so

far have successfully employed simple meshes such as

tetrahedral meshes with no adaptation or boundary layer.

Still, the assessment of the mesh quality is considered as a

very important task, because inaccurate meshing including

high skewness (SN) of cells or course spatial resolution may

lead to non-valid CFD results and thus leading to potentially

inaccurate local velocities or wall shear stress (WSS)

patterns. In particular, for a future clinical CFD-based

diagnostic and treatment tool, the performed simulations

have to be fast and stable. Themesh size has to be as small as

possible, but concerning accuracy as fine as necessary to

avoid numerical prediction errors (velocity and WSS). Two

different approaches are known to verify themesh suitability

for CFD simulation introduced by Prakash and Ethier

(2001): (1) Comparison of CFD results with experimental

measured data and (2) a mesh independence analysis. This

work applies the second approach to evaluate the impact of

varying surface and volume mesh resolutions as well as

different meshing techniques represented by polyhedral

(Oaks and Paoletti 2000) and tetrahedral meshes. In

particular, the question which mesh granularity can be

considered as accurate enough to get reliable blood flow

simulation results is investigatedwith time restraints existing

for future clinical applications in mind. A preliminary

version of this work was reported by Spiegel et al. (2009).

Two cerebral vessel geometries were investigated, i.e. a

sidewall aneurysm of the internal carotid artery and a basilar

bifurcation aneurysm as depicted in Figure 1. Blood flow

velocity and WSS distributions according to varying spatial

mesh resolutions and configurations (polyhedral vs. tetra-

hedral elements) are evaluated. Effects of boundary layer

regardingWSS are studied bymeans of comparing boundary

layer-basedmesheswith those exhibiting no boundary layer.

Unsteady simulations are performed with varying time step

(TS) to determine the largest step delivering still valid

simulation results.

2. Methods

3-D digital subtraction angiography image data (Heran et al.

2006) of the two cerebral aneurysms (see Figure 1) were

acquired during endovascular interventions using Siemens

C-armSystem (AXIOMArtis dBA, SiemensAGHealthcare

Sector) in Forchheim (Germany) and Houston, TX (USA).

3-D image reconstructions of both aneurysms led to an

image volume for case 1 of 138.24 £ 138.24 £ 57.72mm

with a voxel spacing of 0.27 £ 0.27 £ 0.13mm and for

case 2 97.28 £ 97.26 £ 66.43mm (voxel spacing 0.19 £

0.19 £ 0.1mm), respectively. The non-isotropic voxel

spacing comes from image downsampling in x/y-direction

due to segmentation and memory issues. For mesh

generation and smoothing, the marching cubes (Lorensen

andCline 1987) and a Laplacian-based smoothing algorithm

(VTKKitware Inc., Clifton Park, NY, USA) were applied as

an additional step. The image data were stored as a

stereolithographic file providing the input data for the

meshing software GAMBIT (ANSYS Inc., Canonsburg, PA,

USA) The mesh corresponding to case 1 exhibits a volume

of 537mm
3 and the mesh of case 2 of 282mm3. The

maximal diameters of the inlet and outlets are as follows: (1)

case 1: inlet 5.2mm, outlet 1 2.0mm, outlet 2 2.3mm and

outlet 3 2.6mmand (2) case 2: inlet 3.3mm, outlet 1 2.5mm,

outlet 2 1.5mm, outlet 3 1.5mm and outlet 4 2.4mm.

Different surface mesh resolutions were generated by

using the GAMBIT curvature size function (Cooperation

2007). This function constraints the angle between

outward-pointing normals for any two adjacent surface

triangles. That leads to a denser mesh resolution in areas

exhibiting high curvature like the aneurysm and coarser

resolution in more flat regions. Four parameters define the

curvature size function, i.e. angle, growth, max. and min.

triangle size. Table 1 contains a detailed overview of the

applied curvature size function parameters as well as the set

of meshes. The final number of triangles representing the

surface mesh is automatically determined by the meshing

algorithm according to the chosen parameter values and the

geometry. The resolution of the surface mesh rules the final

number of tetrahedral control volume elements – the larger

the number of surface triangles, the larger is the number of

tetrahedral control volume elements.

To study the effects of boundary layer usage, almost all

meshes (see Table 1) were generated without and with

Figure 1. 3-D mesh representations of the evaluated aneurysms:
(a) case 1 depicts an internal carotid aneurysm and (b) case 2
illustrates a basilar tip aneurysm. The red spheres show the
positions of the velocity measurement points distributed in the
vicinity of the aneurysms, i.e. at the inlet, within the aneurysm
and at the outlet.

M. Spiegel et al.2
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boundary layers (Garimella and Shephard 2000; Loehner

and Cebral 2000). Since a boundary layer approximates the

boundary of the vessel tubes with prisms as shown in

Figure 2, this automatically results in a higher number of

tetrahedral control elements as compared to meshes

without a boundary layer. The boundary layers were

created through GAMBIT’s boundary layer algorithm

featuring two levels. The height of the first level was

chosen to be 0.04mm and the second one 20% larger, i.e.

0.048mm. The mesh quality in terms of AR and

surface/mesh SN is summarised in Table 2.

The tetrahedral meshes were imported into the

simulation software Fluent (ANSYS Inc.) A conversion

algorithm, part of the Fluent CFD solver, was used to

generate for each tetrahedral mesh a corresponding

polyhedral mesh. The surface of the vessel models was

assumed to be rigid walls and no slip as shear condition.

Blood was modelled as an incompressible Newtonian fluid

with a density of 1050 kg/m3 and a viscosity of 0.004N/m2

(Hassan et al. 2004). The boundary conditions for all

conducted simulations were as follows: the inlet was

considered as velocity inlet and all outlets were modelled

as pressure outlet zero. A constant inflow rate of 0.3 and

0.5m/s was applied in the steady simulations for the case 1

and case 2, respectively. In unsteady simulations, two

different inflow waveforms were used (Figure 3): for case

1, an MRI-measured waveform and for case 2, we applied

a waveform taken from a former publication (Groden et al.

2001) which was measured with ultrasound, since there

was no patient-specific blood flow profile measured with

MRI or ultrasound. Similar blood flow velocity profiles

concerning the basilar artery were also measured by Kato

et al. (2002). Steady-state simulations were considered as

converged if the relative residuals fall under 0.001 (i.e. the

absolute values of the residuals were reduced by 3 orders

of magnitude). In addition, the mass flow was measured to

prove convergence by subtracting outflow from inflow. All

converged solutions exhibit a mass flow difference

between inflow and outflow of ^5 e28.

Seven points were defined to measure the simulated

blood flow velocity occurring in the environment of the

aneurysm. In case 1, two points were placed in the inlet

region of the aneurysm, three inside the aneurysm dome

and two in the outlet region of the aneurysm. In case 2, one

point was located within the inlet vessel part, another one

Figure 2. Meshing example regarding case 2. (a) and (c) show
tetrahedral and polyhedral meshes. (b) and (d) depict tetrahedral
and polyhedral-based meshes with a boundary layer.

Table 2. Overview mesh quality, i.e. aspect ratio (AR) and skewness (SN) for surface and mesh.

Surface Mesh

#Tet. cells (BL) #Poly. cells (BL) AR SN AR SN

Case 1 26,702 (40,699) 7283 (24,206) 1–1.76 0–0.43 1–4 0–0.75
52,374 (77,252) 12,467 (31,548) 1–1.52 0–0.40 1–3.19 0–0.77
76,493 (109,638) 17,695 (38,564) 1–1.60 0–0.48 1–3.34 0–0.80
86,621 (107,336) 18,681 (32,012) 1–1.74 0–0.51 1–3.52 0–0.77

106,010 (124,041) 22,297 (35,866) 1–1.63 0–0.46 1–3.28 0–0.78
115,014 (160,771) 25,540 (48,687) 1–1.53 0–0.45 1–3.34 0–0.74
189,625 (202,565) 37,495 (53,794) 1–1.62 0–0.49 1–3.31 0–0.77
197,098 (228,097) 38,991 (58,879) 1–1.55 0–0.46 1–3.28 0–0.77
231,354 (258,481) 45,158 (65,707) 1–1.44 0–0.40 1–3.43 0–0.75

Case 2 31,696 (47,311) 8814 (26,014) 1–1.62 0–0.49 1–3.10 0–0.76
43,063 (59,914) 10,843 (21,153) 1–1.62 0–0.49 1–3.22 0–0.76
56,176 (75,447) 13,280 (24,978) 1–1.41 0–0.38 1–3.10 0–0.78
75,469 (100,587) 16,795 (30,435) 1–1.42 0–0.38 1–3.31 0–0.76
98,399 (129,516) 21,108 (37,221) 1–1.63 0–0.50 1–3.19 0–0.77

114,227 (142,336) 23,846 (39,833) 1–1.38 0–0.36 1–3.25 0–0.76
148,625 (159,797) 30,167 (44,652) 1–1.58 0–0.47 1–3.34 0–0.75
184,226 (219,922) 36,845 (65,398) 1–1.56 0–0.46 1–3.31 0–0.77

M. Spiegel et al.4
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tinside the aneurysm dome and the remaining points were

distributed near the aneurysm neck and within the outlets,

respectively. The different point distributions between

case 1 and case 2 are reflected in the different vessel

geometries, i.e. side wall vs. tip aneurysm. Figure 1 gives a

good overview about distributions of the measurement

points for both cases. In reality, the points are located

inside the geometry.

The simulation experiments performed in this article

can be separated into three types as follows:

(1) Starting with the given number of tetrahedral cells,

we compare this number with the corresponding

number of polyhedral cells and also without and with

boundary layer.

(2) A series of steady-state simulations is performed to

compare tetrahedral vs. polyhedral meshes in terms

of velocity and WSS. This series is supposed to shed

light on the question what spatial resolution is

required to avoid inaccurate CFD results caused by

unsuitable CFD meshes. The results were analysed in

terms of (A) computational convergence, (B) velocity

convergence and (C) WSS convergence. Also, these

steady-state simulations were repeated with boundary

layer-based meshes to evaluate both the effects on the

WSS distribution and the increased complexity

concerning the mesh generation process.

(3) A series of unsteady simulations is conducted

according to varying TS, i.e. 1, 5 and 10ms. The

unsteady simulations for both cases were only

performed with the highest resolved boundary layer-

based polyhedral meshes (see, Table 3 rows 12 and

23). A total of three cardiac cycles were computed and

only the results of the second and third cardiac cycle

are stored to avoid transient effects as good as

possible.

The area-weighted-average WSS distribution was used

to express and compare WSS distributions between

meshes in terms of numbers. It is defined as follows:

1

A

ð
fdA ¼

1

A

Xn
i¼1

fijAij; ð1Þ

where A denotes the total area being considered and

fi describes the WSS associated with the facet area Ai.

For the analysis, the complete aneurysmal surface was

included but without considering the surrounding vessel

segments.

Since tetrahedral-based meshes are considered as

state-of-the-art within the simulation community, they are

taken as the golden base. Thus, the differences in Tables 3

and 4 between polyhedral and tetrahedral meshes, i.e.

number of volume elements (NVE), WSS and iterations

are computed by the following formula:

diffi ¼
xi £ 100

yi
2 100; ð2Þ

with i [ {#iter:; area–weightedaverageWSS}; ð3Þ

where xi and yi denote values given from polyhedral and

tetrahedral meshes, respectively.

3. Results

3.1 Cell numbers

Considering Table 1 last row, a boundary layer increased

the NVE for tetrahedrals about 29% (column 3) and for

polyhedrals about 93% (column 5) on average. Poly-

hedrals reduced the NVE compared to tetrahedrals about

77% (column 6) on average. Polyhedral meshes with

boundary layer needed 66% (column 7) less NVE

PC-MRI measured inlet waveform Idealized inlet waveform
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Figure 3. Inlet velocity waveforms applied for unsteady simulations. Left: phase contrast MRI measured blood flow waveform used for
case 1. Right: idealised waveform used for case 2. This waveform is inspired by Groden et al. (2001).
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compared to the corresponding boundary layer-based

tetrahedrals meshes. Even polyhedral meshes with

boundary layer exhibited less than 55% NVE than

tetrahedral meshes without a boundary layer.

3.2 Convergence

3.2.1 Computational convergence

Polyhedral meshes exhibited a far better convergence as

tetrahedral ones as can be easily seen in Tables 3 and 4

(column 3 and 4). Polyhedral meshes needed ca. 60% (see,

Tables 3 and 4, 263.7, 254.8, 266.6 and 260.7%) less

iterations than the corresponding tetrahedral ones.

3.2.2 Velocity convergence

The blood flow velocity generally converged with

increasing mesh size. Figure 4 illustrates the point-based

measurement results regarding case 1 and case 2. For both

cases, there were no significant differences between the

simulated velocities of polyhedral and tetrahedral meshes.

The velocity fluctuations rapidly decreased for mesh sizes

larger than 125,000 tetrahedral and 22,000 polyhedral

elements in case 1 and 60,000 tetrahedral and 16,000

polyhedral elements for case 2, respectively (see, Figure 4

red bars). In the following, these mesh sizes are considered

as convergence criterion and only the results of meshes

larger than that are taken into account for the following

velocity and WSS analysis.

Considering the data meeting the convergence

criterion given above, the averaged uncertainty of the

simulated velocities over all points is as follows:

. Case 1. Tetrahedral/polyhedral – 6.3/4.4%.

. Case 2. Tetrahedral/polyhedral – 1.8/1.9%.

3.2.3 WSS convergence

This section describes the WSS distribution between

polyhedral and tetrahedral meshes with and without

boundary layer usage. First, the results and findings of

non-boundary layer meshes are presented and later in this
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Figure 4. Velocity measurements for different mesh sizes. Top row depicts the velocity results for case 1. Bottom row illustrates the
velocity values for case 2. The simulated velocities converge with increasing meshes. An increase in the mesh resolution leads to a
convergence of the simulated velocity values for all point measurements. The red bar shows the border for convergence. In our study, all
meshes left of the red bar are considered as non-converged velocities.
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section the results of boundary layer-based meshes are

shown and compared to those without a boundary layer.

The WSS results obtained without using boundary layer

are presented in the left-hand side of Figures 5 and 6. The

WSS pattern of polyhedral meshes appeared more

homogeneous than that of the tetrahedral ones. This is

illustrated by the yellow circles in Figure 5 on the left.

Moreover, it turned out that polyhedral meshes were able to

resolve significant WSS pattern with far less elements than

the corresponding tetrahedral ones (see, Figure 5 red circles).

Table 3 (column 5/6) shows a detailed comparison

regarding WSS between tetrahedral and polyhedral meshes

without boundary layer. Convergence behaviour can be seen

for the mesh size variations for both cases. All values

highlighted in grey meet the convergence criterion and thus,

being considered for the statistics, i.e. average, standard

deviation (SD) and uncertainty. In case 1, the averagedWSS

is 6.76Pa, SD 0.22Pa, (tetrahedral) compared to 6.49Pa, SD

0.20 Pa (polyhedral). In case 2, 7.51 Pa, SD 0.12 Pa,

(tetrahedral) against 7.27Pa, SD 0.23Pa (polyhedral).

The results for meshes with boundary layer are shown

in Table 4. Again, convergence behaviour can be seen for

mesh size variations with boundary layer for both cases. In

case 1, the averaged WSS is 6.62 Pa (tetrahedral)

compared to 6.40 Pa (polyhedral). In case 2, 7.22 Pa

(tetrahedral) against 6.88 Pa (polyhedral).

No boundary layer could be generated regarding the

polyhedral mesh with the fewest NVE (see, Table 1 second

row), because its approximation of the original vessel

geometry is too coarse. Thus, there is no comparison with

the corresponding tetrahedral mesh. The WSS pattern,

obtained with a boundary layer-based mesh, is depicted

in Figures 5 and 6 (right). The findings are as follows:

(1) generally WSS pattern appeared smoother and

better developed than those having no boundary layer

and (2) however, the differences became more and more

negligible with increasing mesh size, especially when

comparing the highest resolved meshes as illustrated in the

bottom row of Figures 5 and 6. The primary WSS pattern

was also visible and recognisable without a boundary layer

except for the meshes shown in the top row of Figures 5 and

6. Here, theWSS patterns considerably differ from the ones

with boundary layer. But this is also due to the fact that a

boundary layer-based mesh automatically exhibits more

tetrahedral/polyhedral elements.

Case 1

No BL

Tetrahedral Polyhedral

With BL

Tetrahedral Polyhedral

26702

86621

197089

7283

18681

38991

40699

107336

228097

24206

32012

58879

0.0 Pascal >35 Pascal

Figure 5. WSS distribution for polyhedral and tetrahedral meshes in comparison. Polyhedral meshes were also able to represent
significant WSS pattern with fewer cells than tetrahedral ones as marked by the red circles. The numbers below the individual figures
denote the number of cells of the mesh.
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3.3 Unsteady simulation effects of varying TS size

The WSS distributions between the unsteady simulations

with different TS sizes were negligible, considering the

results at the moment of systole. This is shown in Figures 7

and 8. Table 5 summarises the differences in the area-

weighted average WSS distribution between the different

unsteady simulations averaged over the second and third

cardiac cycles. The CT significantly decreased as indicated

in Table 5, column 2. However, while increasing the

computational TS size for the Fluent CFD solver, there are

some important issues coming up: (a) the transition from

one cardiac cycle to the next cardiac cycle became

unstable in a sense of rapidly changing WSS distributions

as illustrated in Figure 8 blue circles and (b) regarding a

TS size of 0.001, the computation of each TS converged.

While increasing the TS size for unsteady simulation from

0.001 to 0.005 or 0.005 to 0.01 s, the number of non-

converged TS was also increasing. Consequently, the

number of iterations per TS had to be increased in order to

assure precise numerical simulation results. This led to

increased time requirement for computation. However, the

total time requirement for unsteady simulations performed

with 0.005 or 0.01 s significantly decreased compared to

the one with 0.001 s. The detailed time requirements for

each unsteady simulation are given in Table 5.

4. Discussion

In our study, a certain threshold of the mesh resolution was

required to obtain converged blood flow velocities andWSS

distributions.With a resolution lower than this threshold, the

velocity field and theWSS patterns fluctuated (see, Tables 3

and 4 grey areas and Figures 5 and 6). These results comply

with the work of Prakash and Ethier (2001), Dompierre et al.

(2002) and Lu et al. (2009) who stated that different mesh

resolutions lead to different flow predictions and only mesh-

independent flow solutions should be taken into account.

Once converged,WSS distributions obtained with either

tetrahedral or polyhedralmesheswere of similar appearance.

Case 2

No BL

Tetrahedral Polyhedral

With BL

Tetrahedral Polyhedral

0.0 Pascal >45 Pascal

31696

75469

148625

8814

16795

30167

47311

100587

159797

26014

30435

44652

Figure 6. WSS distribution for polyhedral and tetrahedral meshes in comparison to boundary layer-based meshes. The numbers below
the individual figures denote the number of cells of the mesh.

Table 5. Unsteady WSS simulation results – case 1 and case 2.

Wall shear stress

CT in h (TS in s.) Avg. StDev.

Case 1 12 (0.001) 3.3832 1.4395
4.5 (0.005) 3.2885 1.6721
2 (0.01) 3.2893 1.6874

Case 2 7 (0.001) 5.9294 1.1007
4 (0.005) 5.9291 1.1019

2.5 (0.01) 5.9089 1.1019

CT and TS, computation time and time step.

M. Spiegel et al.10
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Polyhedral meshes may, therefore, be considered as a viable

alternative to tetrahedral meshes: (1) improved compu-

tational convergence as previously described by Peric

(2004). This becomes very important considering the clinical

applicability of CFD-based haemodynamic simulations.

Future clinical CFD-based diagnostic and treatment tools

have to perform fast and stable. Varying simulation

parameters for convergence optimisation is not feasible

during an intervention and (2) polyhedral elements resolve

significant WSS pattern with far less control elements in a

more homogeneous manner than tetrahedral meshes. The

reason for this lies in the way the WSS magnitude is

calculated which depends on two major aspects: firstly, only

those cell elements are considered which actually share a

face with the vessel boundary. Not all tetrahedral elements

located at the vessel boundary share necessarily an entire

facewith the boundary – somemay touch the boundarywith

its corner, while all polyhedral elements located at the wall

share an entire face with the boundary itself. Secondly, the

distances of the considered tetrahedral centres are not equal

to the vessel wall leading to a more inhomogeneous WSS

appearance. Polyhedral meshes should be preferred over

tetrahedral meshes in future standardised clinical simu-

lations, since they have shown superior CFD properties in

terms of better convergence and less control elements which

directly lead to a shorter CT.

The usage of boundary layer leads to a more detailed

appearance of WSS distributions. This occurs because the

small prism elements approximate the vessel wall in

denser and accurate manner.

Accurately approximating WSS on the aneurysm wall

is of particular interest, as previous studies (Cebral, et al.

2005a; Jou et al. 2008) have demonstrated that aneurysms

exhibiting a WSS distribution with a higher portion of

lower values were more prone to expansion and perhaps

rupture. Although boundary layers lead to more details in

the WSS patterns, major features were already well

resolved in meshes without boundary layers. The drawback

of boundary layer meshes consists in their set-up resulting

in an increased complexity in user interaction. Correct

initiation of a boundary layer requires high smoothness and

spatial resolution of the vessel surface mesh to avoid highly

skewed elements at surface region exhibiting high

curvature, e.g. vessel bifurcations. Extensive smoothing
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Figure 7. WSS distribution regarding unsteady simulation performed with different TS. The images show results at systole and diastole.
Overall, there are no significant differences between the WSS patterns obtained from simulations with TS 0.001, 0.005 or 0.01 s.
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without close inspection by the user may lead to a

deformation of the original vessel surface, i.e. shrinkness of

the vessel diameter and more critical a shrinkness of the

aneurysm neck potentially falsifying flow pattern and, thus,

WSS distributions. Future clinical applications requiring

an automated set-up, boundary layer meshes may, there-

fore, be more difficult.

Another important aspect of our study is that the WSS

distribution values vary even if the mesh size is considered

fine enough to match the convergence criterion for our

7
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cases (see, Section 2). Since the true WSS distribution

cannot be measured in vivo, one has to be aware that the

WSS distribution simulations have an intrinsic uncertainty.

Within this study, this uncertainty for WSS values and

velocities ranges between 0.84 and 6.3% comparing

polyhedral vs. tetrahedral meshes with and without

boundary layers. This uncertainty has to be taken into

account clinically when making a quantitative statement

concerningWSS, blood velocity or blood flow pattern. The

key step in performing haemodynamic simulations, there-

fore, may be considered to generate a series of spatial

varyingmeshes and to postulate convergence oncevariation

of WSS falls in the range of 3–6%. If that is the case, then

themeshmay be considered to bewithin a convergence area

where mesh-independent simulation values can be

computed. Given this evaluation, we propose to omit the

usage of boundary layer for future clinical CFD application

at least in the research phase. Thiswill help to keep themesh

generation process simpler and easily automatable.

Unsteady simulations according to a patient-specific

cardiac cycle may lead to different WSS distributions as

obtained by steady simulations. However, unsteady

simulations induce a much higher computational demand

and thus lead to longer CT making a clinical CFD

application difficult during an intervention. The CT can be

minimised by either a reduction in the mesh resolution

(which may lead to non-reliable results) or an increase in

the computation TS governing the Fluent CFD solver for

solving theNavier–Stokes equation. Our experiments have

shown that an increase in the TS from 0.001 to 0.01 s does

not lead to any observable changes in the WSS distribution

at systole time, but a decrease in the CT by a factor of 6

(case 1) and 3 (case 2) (see, Table 3 column 2). An increase

in the TS, however, has to be regarded with suspicion

because there will be for sure a point once the TS is above a

certain valuewhich leads to unstable or even disconverging

numerical solution. Overall, the first cardiac cycle should

not be used for evaluation or diagnosis, because of the

transient response of the corresponding Navier–Stokes

equations.

The results obtained during this study may be affected

due to several limitations of the analysis. Our assumptions

concerning the conducted CFD experiments differ from

the in vivo state in terms of rigid vessel walls, Newtonian-

based blood fluid and the determination of the boundary

conditions. The outflows of the patient-specific models are

defined as pressure outlet zero which does not have to

match with the real environment. There might be natural

resistances at the outflows. As with other computational

studies, it is assumed that these limitations have only

minor effects on the resulting flow pattern (Cebral et al.

2005b). Future work, however, has to focus on the

reduction in these limitations in the sense of validation

against in vivo measurements, perform this analysis with

much more cases and repeat it for the unsteady simulation.

5. Conclusion

This study has presented the firstmesh granularity andmesh

independency analysis in the field of cerebral blood flow

simulation of aneurysms. Here, the focus is on the influence

of the CFD mesh, as aneurysms represent a complex

geometry. The aim was to determine how to reduce the CT.

Our results illustrate the importance of a well-founded

mesh granularity evaluation. A certain resolution is needed

to obtain valid and stableWSS patterns and velocity values.

However, even the CFD results of sufficient fine resolved

meshes show an uncertainty of 3–6%. Polyhedral meshes

are preferred for cerebral aneurysm CFD simulations due

to their advantages concerning better convergence, shorter

CT and high WSS accuracy. The usage of boundary layer

revealed that it does not significantly change the accuracy

of theWSS distributions, especially when using polyhedral

cell elements. Our variations of the TS for our unsteady

simulation experiments have illustrated that this leads to a

reduction in time without losing significant WSS

information at the systole time. This approach serves as a

first key step towards a future clinical CFD application

where the mesh generation process has to be automated.

The concepts and information presented in this paper

are based on research and are not commercially available.
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