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1
Introduction

1.1 Text as Social and Cultural Data

The explosion of digital data has transformed the world. People create content through
social media sites, track their health and movements through mobile apps, generate
data by searching, browsing and clicking online, and so on. The increasing avail-
ability of these massive datasets – the rise of so-called big data – has transformed
industry and policy making [Manyika et al., 2011, McAfee and Brynjolfsson, 2012].
Furthermore, it has led to a paradigm shift in science. In addition to the traditional
focus on the description of natural phenomena, theory development and computa-
tional science (e.g., through simulations), data-driven exploration and discovery are
becoming increasingly important in various scientific disciplines [Hey et al., 2009].

This dissertation focuses on two types of (big) data: social and cultural data.
Within the social sciences and the humanities the potential of massive datasets, such
as social media data and cultural heritage collections, to study social and cultural
phenomena is increasingly being recognized [Golder and Macy, 2014]. Not only have
there been significant efforts in increasing digitization and developing infrastructures
to handle the larger datasets, but, as boyd and Crawford [2012, p. 665] argue, these
large amounts of data have created “a radical shift in how we think about research". Big
data has impacted the research process, raised new ethical questions, has given rise
to radically new research directions and even new research fields. In line with these
developments, the field of computational social science is emerging, in which com-
putational approaches are used to analyze large datasets for social science research
[Lazer et al., 2009]. Similarly, recently terms like computational humanities1 and
cultural analytics [Manovich, 2007, 2016] have been used to refer to the use of
computational methods and large datasets for the study of human culture.

Texts are usually written by and for people and texts can thus be used to study
all kinds of social and cultural phenomena. Texts often reflect the ideas, values and

1See for example the titles of events such as ‘Computational Humanities - bridging the gap between
Computer Science and Digital Humanities’ (Dagstuhl Seminar 14301) and research programmes such
as KNAW’s Computational Humanities programme (2011-2016) [F. Willekens et al., 2010], and the fol-
lowing blogpost: http://lab.softwarestudies.com/2012/03/computational-humanities-vs-digital.html.
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beliefs of their authors and target audiences. Texts also describe actions and events
occurring over time. The increasing recognition of text as social and cultural data

in computationally driven research is reflected in the increasing number of workshops
and conferences that focus on this topic2.

Textual data has always been a resource for studying social and cultural phenom-
ena. Approaches such as discourse analysis and (qualitative and quantitative) content
analysis are frequently used in both the humanities and the social sciences [Holsti,
1969, Johnstone, 2007]. With content analysis, text is broken down into units (e.g.,
sentences or phrases) and the units are coded according to a coding scheme described
in a codebook. However, because the coding is typically done manually, this step is
often time-consuming. Therefore, the use of computational methods has the poten-
tial to scale up analyses to larger datasets. For example, Bravo and Hoffman-Goetz
[2016] conducted a content analysis of 4,222 Canadian tweets posted during the
Movember campaign (a health campaign) in 2013. They manually coded the topics
of the tweets and whether tweets were health or non-health related. Building on
this work, Dwi Prasetyo et al. [2015] expanded the scope by considering more coun-
tries and a larger number of tweets. Considerably scaling up the analyses, over 406k
tweets were automatically categorized according to whether they focused on health
topics or the social aspects of the campaign using a machine learning classifier.

There are many more examples of large-scale text analysis studies that focus on
social and cultural phenomena. Text analysis of online data has helped social scien-
tists to study questions such as “why do some health campaign participants raise more

money than others?" [Nguyen et al., 2015b]. Twitter has been used to study questions
such as “how do rumors and beliefs circulate among people?" [Meder et al., 2015],
“what does language use tell us about the identity of speakers?" [Nguyen et al., 2013a],
and “can TV ratings be predicted based on tweets?" [Sommerdijk et al., 2016], and
Wikipedia pages to study power dynamics [Danescu-Niculescu-Mizil et al., 2012].

Social media in particular has shown to be a rich resource to study social and cul-
tural phenomena. Compared to data sources such as newswire texts that have been
frequently used in computational linguistics (CL), and data collected using observa-
tions, interviews and surveys in the social sciences and the humanities, social media
offers the following advantages: it is (i) large-scale, longitudinal data; (ii) rich con-
textual data, such as social network information; it offers (iii) the opportunity to study
language use and human behavior in a multitude of social situations; and, perhaps
the most valuable, it is a (iv) means to overcome much of the observer’s paradox. This
term, coined by Labov [1972], refers to the paradox of the need to observe a phe-
nomenon as it would have been if it was not being observed. Tangherlini [2016, p.
6] describes the value of online data for overcoming this problem with “fieldwork can

now be carried out on and among (as opposed to with) groups and individuals who are

not necessarily aware they are participating in an ethnographic project". Social media
thus provides a rich resource to study social and cultural phenomena.

2For example, workshops such as ‘NLP and computational social science’ (EMNLP 2016, WebSci 2016),
‘Computational approaches to code switching’ (EMNLP 2014, EMNLP 2016), ‘Language Technology for

Cultural Heritage, Social Sciences, and Humanities’ (LaTeCH at ACL 2016, now in its tenth year) and the
‘ACL joint workshop on social dynamics and personal attributes’ (ACL 2014), and conferences such as ACL,
EMNLP, ICWSM, SocInfo and the New Directions in Analyzing Text as Data Conference.
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The research in this dissertation fits into two emerging areas in which questions
about social and cultural phenomena are studied with computational means and dig-
ital texts: computational sociolinguistics and computational folkloristics. Lan-
guage is one of the main instruments by which people construct their identity and
manage their social network. The study of the social role of language has received
much attention in the field of sociolinguistics, which focuses on the reciprocal influ-
ence of society and language. However, within the field of computational linguistics
the social role of language has traditionally not received much attention. With the rise
of social media and the increasing interest in using text to study social phenomena,
the area of computational sociolinguistics (see also Chapter 2) is emerging, which
uses computational approaches to study the relation between language and society.
Another emerging area is computational folkloristics [Abello et al., 2012, Tangher-
lini, 2016], in which large datasets and computational approaches are leveraged to
study folklore (e.g., songs, urban legends, clothing, dance, etc., that are transmitted
through communication and behavioral example3). Efforts have ranged from digitiza-
tion of resources to the design of methods for computational analyses, visualizations,
and pattern extraction in the datasets. For example, automatic detection of similar
folk narratives (e.g., urban legends and fairy tales) can be used to study how these
narratives develop over time (see Chapter 3 for more background on this area).

Large datasets require the use of computational methods to analyze and pro-
cess the data, forcing researchers to rethink basic concepts and tools from the social
sciences and the humanities that were used for smaller datasets [Manovich, 2016,
Tangherlini, 2016] and thus stimulating interaction between computer scientists (who
usually develop these methods) and researchers from the social sciences and the hu-
manities (who use and interpret the output of these methods). Furthermore, when
analyzing big cultural and social datasets, aspects from the humanities and the social
sciences are often both relevant [Manovich, 2016]. Thus, a trend can be observed to-
wards computational and data-driven analyses in which multiple disciplines converge
to study social and cultural phenomena.

The fields of computational sociolinguistics and computational folkloristics are in-
herently interdisciplinary4. As argued by Nissani [1997], interdisciplinary research
has the potential to lead to creative breakthroughs and to prevent cross-disciplinary
oversights and disciplinary cracks (e.g., neglecting important research problems that
do not fall within disciplinary boundaries). However, interdisciplinary research also
introduces challenges, due to differences in terminology, data collection methods,
validation methods, etc. Thus, besides understanding the involved disciplines, in-
terdisciplinary research also requires understanding how to connect them [Karlqvist,
1999]. In my view, these emerging research areas should not be seen as a replacement
of the existing research areas. Rather, research in these areas should be considered
as complementing the more traditional research methods and data collection methods
that are used within sociolinguistics and folkloristics.

3Different definitions for the term folklore exist, see http://www.afsnet.org/?page=WhatIsFolklore.
4There is no agreement on the exact definition of the term interdisciplinarity, with various sources

(e.g., Institute of Medicine and National Academy of Sciences and National Academy of Engineering
[2004], Nissani [1997] and Aboelela et al. [2007]) providing slightly different definitions. Which of
these definitions is adopted does not influence the argumentation in this dissertation.
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1.2 Variation in Text

The theme of this dissertation and a common theme in both computational sociolin-
guistics and computational folkloristics research is variation in text. While variation
in itself is a broad term, in this dissertation, variation in text refers to the phenomenon
that the same can be said in different ways. From the perspective of folkloristics, or
more specifically folk narrative research, this refers to telling the same story in differ-
ent ways. From the perspective of sociolinguistics, this refers to variation in language
(e.g., language choice, word choice, grammar, etc.). Variation can be random, but
variation can also be a result of conscious choices to achieve a certain goal and such
variation often exhibits structural patterns. In this section the perspectives of soci-
olinguistics and folk narrative research on variation are described in more detail.

This dissertation first considers variation from the perspective of sociolinguistics.
In social media, language use tends to be informal and variation in language use is
therefore abundant. For example, orthographic variations of cool are coooool (alpha-
betical lengthening) and kewl. These variations are also sometimes combined with
intensifiers like hella, resulting in variations such as hellakewl and hellacool. As an-
other example of variation, social media users may use multiple language varieties in
their social media messages (e.g., English, Dutch and a Dutch dialect) and the social
context (e.g., audience, goal of the message) often influences which language variety
is selected. Language in social media is often being referred to as ‘noisy’, because
its informal nature makes it more challenging to be processed by various NLP tools
than, say, newswire texts. However, much of this variation exhibits regular patterns
and carries social meaning [Eisenstein, 2013a]. This kind of variation plays a central
role in linguistic change and is studied in the areas of sociolinguistics and computa-
tional sociolinguistics. Thus, the variation should be seen as part of the signal rather
than noise, and modeling and understanding variation in language is therefore key
towards more refined analyses of social phenomena as reflected in language use.

Variation is also an inherent feature of folk narrative data. Much of this data
comes from historical sources, and for example orthographic variations occur fre-
quently in historical texts. Being able to handle such variation is therefore important
for processing and analyzing historical texts [Piotrowski, 2012]. However, variation
in text can also be considered at a more abstract level when analyzing the structure
and content of folk narratives from the perspective of folkloristics. Different variants
of a story appear over time due to oral and written transmission. When asking people
to recall a specific story, everyone tells his or her own version. Sometimes details may
be left out simply because of recall problems. Other types of modifications are more
profound, including adding details, exchanging character roles, specialization (e.g.,
a bird becomes a specific bird, like a sparrow, or a car gets a specific brand), adding
repetition of events, and so on [Thompson, 1951]. Such modifications are often moti-
vated by social reasons. For example, when fairy tales became increasingly popular in
the 19th century, cruelties in these tales (e.g., the cannibalistic mother in the tale of
Snow White) were often removed or softened to make them suitable for children. In
adaptations intended for more adult audiences, often erotic and horrifying elements
are introduced or emphasized [Joosen, 2012]. As in sociolinguistics, variation in folk



1Introduction | 5

narratives often leads to change over time. Understanding the variation within folk-
tale data could therefore shed more light on how narratives develop over time and
geographically. For example, Karsdorp and Van den Bosch [2016] analyzed a corpus
of 427 Dutch literary Little Red Riding Hood retellings to study the processes through
which stories are retold. The increasing digitization of folk narratives enables the use
of computational approaches to analyze variation in folk narratives and automatically
enrich narratives with metadata to support information access.

1.3 Thesis Statement

While researchers in the humanities and the social sciences have long recognized
that variation in text can reveal social and cultural patterns, such variation has tra-
ditionally not been considered in the development of computational approaches to
processing and analyzing text. With the increasing recognition of text as social and

cultural data and the emergence of areas such as computational social science and
computational sociolinguistics, it is important to place a larger focus on the study of
variation in text within computational frameworks. Besides potentially leading to new
insights into social and cultural phenomena, computational modeling of variation in
text could also lead to more effective text processing tools.

Research focusing on text analysis to study cultural and social phenomena is in-
herently interdisciplinary, drawing from different research disciplines, such as compu-
tational linguistics, information retrieval, machine learning, statistics, anthropology,
linguistics, etc. While these disciplines make increasing use of the same data sources
(e.g., social media data) and study similar research questions, so far the interac-
tion between researchers from these different disciplines has been limited. Yet, the
biggest progress may be made when these disciplines join forces and, thus, I advo-
cate for more interaction between computer scientists and researchers from the social
sciences and humanities. The work described in this dissertation benefited from in-
terdisciplinary collaborations with researchers from various disciplines.

The interdisciplinary character of this dissertation is reflected in the goals of the
studies presented. Computer science studies often focus on prediction. The term
‘prediction’ is often used interchangeably with terms such as ‘forecasting’. In this
dissertation, prediction refers to the use of data points from a sample to predict the
values of other data points5. Forecasting involves making predictions into the future.
The performance of a certain prediction model is usually estimated with a quantitative
metric. In contrast, social science and humanities research often focus on explanation,
e.g., obtaining new insights into a social or cultural phenomenon, hypothesis testing,
theory development, etc. As a consequence, aspects such as interpretability of models
have traditionally been valued differently in the different research communities and
a further reflection on this issue is presented in Subsection 12.2.3. Thus, although
computer science studies often focus on performance on specific tasks, the goals of
the studies presented in this dissertation were often two-fold: not only doing ‘well’ on
a certain task, but also generating new insights into the data and the social or cultural
phenomenon that was studied.

5See a blogpost by Prof. Galit Shmueli: http://www.bzst.com/2011/09/predict-or-forecast.html.
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1.4 Research Questions

This section presents the research questions that are addressed in this dissertation.
The research questions are grouped according to the two main research themes: com-
putational sociolinguistics and computational folkloristics. The chapters that address
the research questions are indicated in parentheses.

Research Theme: Computational Sociolinguistics (Part II). Language is a social phe-
nomenon and variation is inherent to its social nature. Speakers use language as a
resource to construct their social identities. They may choose to use certain words,
phrases, style elements, etc. to represent themselves in a certain way, thus giving rise
to variation in language use. Within sociolinguistics, variation according to gender,
age and location have been well studied (see Chapter 2). However, it is only since the
rise of social media that computational linguists have become interested in this kind
of variation. Building on the insight that language use can sometimes reveal aspects
of an author’s identity, computational approaches have been explored to predict such
aspects based on the language use of the authors (a task often referred to as latent
attribute prediction). The first two research questions focus on predicting the gender
and age of authors, and more specifically Twitter users, based on their language use.

RQ1. To what extent can the age of Twitter users be predicted based on their

tweets? (Chapter 4)

Being able to automatically predict the age of authors based on their language use has
many practical applications, such as more fine-grained analyses of social phenomena
in social media, or personalized advertisements. It may also generate new insights
into the relation between age and language use. So far research on automatically
predicting the age of authors has been sparse (see also Subsection 2.3.3). For exam-
ple, how age should be operationalized in prediction studies (e.g., as a categorical
variable, a continuous variable, or based on life stages?) has not been explored yet.
This study uses Twitter data to analyze the relation between language use and age. To
what extent is it possible to predict the age of Twitter users based on their language
use? Does the accuracy of the model depend on the age of Twitter users? And, what
characterizes the language use of younger and older Twitter users?

RQ2. What are limitations and consequences of the typical operationaliza-

tions of gender and age in latent attribute studies? (Chapter 5)

Although early studies considered gender and age as static, biological variables, they
are increasingly considered social, fluid variables within the social sciences and the
humanities. The way in which variables such as age and gender are operationalized
has far reaching consequences, ranging from data collection to interpretation of the
results and expectations regarding the performance that prediction models can attain
on these tasks. We therefore explore consequences of these operationalizations for
the task of gender and age prediction, using a novel way of data collection based on
crowdsourcing.
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The previous research questions focused on prediction tasks. However, as discussed
earlier, studies in the social sciences and the humanities often focus on explanation
instead. The next research question therefore focuses on methods for analysis of lin-
guistic variation using computational approaches. More specifically, the next research
question is about variation according to the location of the speakers.

RQ3. What is a suitable method to test for geographical language variation?

(Chapter 6)

Identifying linguistic variables (corresponding to the sets of variants which mean the
same thing) that exhibit geographical variation is an essential step in many studies
on regional dialects. For example, two different ways to refer to french fries in the
Netherlands (patat versus friet) may be studied. Furthermore, automatically identi-
fying such variables could potentially help in tasks such as predicting the location of
social media users. Until recently, the selection of such variables was mostly done
manually. While various statistical methods exist to test for geographical variation, it
is not clear whether these methods are suitable for the domain of linguistic variation.
For example, some of these methods may make assumptions that do not hold (e.g., a
linear relationship between geographical and linguistic distance) or are only suitable
for certain types of data (e.g., frequency data).

Language may vary according to the location of the speakers, and speakers from
different regions may employ different language varieties. As speakers move, lan-
guage varieties may come into contact and evolve under each other’s influence. Most
speakers are multilingual (e.g., in the Netherlands someone may speak Dutch, English
and a minority language) and as a consequence, multiple language varieties may be
used in a single conversation. Which language variety is chosen, depends on various
factors, including social factors such as the conversation partner and the audience.
Multilingual communication has been well studied within linguistics. However, the
study of online multilingual communication, and in particular using computational
approaches, has been little explored so far (see also Section 2.5). The following
research questions therefore focus on analyzing variation in online multilingual com-
munication.

RQ4. How can automatic language identification be performed at the word

level? (Chapter 7)

Multilingual people often employ multiple languages within a single conversation or
document. Texts, therefore, may also contain multiple language varieties, but NLP
tools are usually designed for texts written in a single language. The following is an
example from an online forum for Turkish(TR)-Dutch(NL) speakers: “<TR>agazina

saglik,</TR><NL>ben helemaal met je mee eens</NL>" (“nicely said, I totally agree
with you"). Automatic language identification can help process such texts, but so far
automatic language identification has mainly focused on identification at the level
of documents. To facilitate the processing of texts with multiple language varieties
and to enable studying language choice patterns on a larger scale, this dissertation
explores different methods to automatically identify languages at the word level.
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RQ5. How does the target audience influence the language choice of social

media users? (Chapter 8)

Contextual factors, such as the audience, influence the language use of speakers. For
example, when speaking with her boss, a speaker may use the standard language
(e.g., Dutch), but while being at home with family she might use a minority lan-
guage. However, studies that analyze the influence of audiences on language choices
in multilingual communication are usually confined to small datasets. Building on
the theory of audience design [Bell, 1984] and automatic language identification, the
influence of audiences on whether Twitter users in the Netherlands use a minority
language or Dutch is analyzed.

Research Theme: Computational Folkloristics (Part III). In this theme we focus on
variation in folk narrative data. Variations of stories appear as stories are transmitted
across time and space. Folklorists have developed categorization schemes based on
the concept of tale types, which group similar stories together. For example, differ-
ent variants of Little Red Riding Hood are grouped into one tale type. The studies
presented in this theme therefore focus on similarity between narratives (see also
Chapter 3 for more background). Like for the previous theme, we will consider both
prediction and analysis. Building on the concept of tale types and the developed cat-
egorization schemes (i.e., tale type indexes), we explore the following two research
questions:

RQ6. Can the tale types of folk narratives be automatically predicted?

(Chapter 9)

Tale types are frequently used in folklore research to organize and analyze stories,
however manually assigning them to stories is time consuming and is a bottleneck in
the digitization of folk narrative collections. (Semi-)Automatically assigning tale types
to folk narratives facilitates and speeds up the digital curation step. While tale types
and the corresponding tale type indexes are well known and frequently used in the
folkloristics community, critics have pointed out several limitations regarding these
categorizations, as explained in Chapter 3. Automating the categorization process is
also a way to investigate these criticisms by analyzing the robustness and consistency
of the categorizations.

RQ7. How is folk narrative similarity perceived by experts and non-experts?

(Chapter 10)

While the previous research question started from the assumption that tale types are
appropriate to group similar folk narratives, this research question revisits the concept
of tale types by studying how non-experts perceive folk narrative similarity. For ex-
ample, do non-experts indeed assign narratives from the same tale type a higher sim-
ilarity? Which aspects do non-experts consider when judging the similarity between
folk narratives? And how does this differ from how experts make their judgement? A
better understanding of folk narrative similarity could guide the development of more
suitable similarity metrics.
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1.5 Scientific Methodology

As a consequence of the novel research design taken, two aspects of the methodolog-
ical framework adopted deserve special attention: evaluation and interdisciplinarity.

Evaluation. This dissertation builds on and contributes to natural language process-
ing and information retrieval approaches for studying social and cultural phenomena
through large-scale text analysis. Research in natural language processing and infor-
mation retrieval is often evaluated using well-known evaluation metrics and bench-
mark datasets. However, for many of the topics in this dissertation, no suitable ex-
isting datasets were available. For example, for language identification at the word
level, a new dataset was released containing annotations of posts in a Dutch-Turkish
online community6 (Chapter 7). As another example, a substantive annotation effort
was carried out to collect data with gender and age information of Dutch Twitter users
(Chapter 4). In case no empirical datasets with ground truth data could be collected,
synthetic data was generated to evaluate the approaches (Chapter 6).

Interdisciplinarity. This dissertation builds mostly on research from areas within com-
puter science. However, I believe that interdisciplinary collaborations are essential to
make the biggest progress in this area of research. Thus, in many of the presented
studies, I collaborated with researchers from outside the field of computer science.
The interdisciplinary character of this dissertation is reflected in the motivation, for-
mulation and evaluation of the various studies, which are heavily guided by insights
from sociolinguistics, folk narrative research, and the social sciences and the humani-
ties at large. Furthermore, while computer science studies tend to focus on prediction
tasks, this dissertation features both prediction tasks (Chapters 4, 6, 7, 9) and anal-
ysis studies (Chapters 4, 5, 6, 8 and 10). Six out of the nine publications on which
this dissertation is based have at least one co-author from the humanities or social
sciences. Interacting with researchers from these different disciplines was an enjoy-
able experience, as Nissani [1997, p. 211] describes: “To reach the pinnacle of their

profession, they [monodisciplinary researchers] often end up exploring one interesting

feature of a single atoll. Interdisciplinarians, by contrast, are forever treating themselves

to the intellectual equivalent of exploring exotic lands".
However, interdisciplinary research is also challenging. Differences in language

use can occur as a result of jargon, but also different conventions exist in writing (such
as the use of I versus we) because the role of the investigator in the research process
tends to be viewed differently [Bracken and Oughton, 2006]. Moreover, appropri-
ate publication venues are not abundant and research published at computer science
venues is often not found by social science researchers and vice versa. While the ma-
jority of the work has been published within the NLP and IR communities (e.g., CIKM,
EMNLP, ICWSM), later on I also presented at non-computer science conferences (e.g.,
New Ways of Analyzing Variation and the Language in the Media conference) and I
co-authored articles published in non-computer science journals (e.g., the Journal of
American Folklore [Meder et al., 2016]).

6In parallel with this work, other researchers also released a new dataset [King and Abney, 2013].
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1.6 Main Contributions

This dissertation provides the following contributions:

A comprehensive overview of the emerging area of computational sociolinguistics

(Chapter 2). In recent years a surge of interest can be observed in the study of the
social dimension of language using computational approaches. However, researchers
working in this area come from a variety of disciplines (e.g., computational linguis-
tics, social computing, sociolinguistics), and as a result, research articles are scattered
across various venues. In this dissertation, a comprehensive survey is provided of
research in the emerging area of computational sociolinguistics. Furthermore, the
survey explores commonalities and differences between the two main disciplines in-
volved, computational linguistics and sociolinguistics, and identifies the primary re-
search challenges in this area.

Methods for new natural language processing tasks (Chapters 7 and 9). Inspired by
research questions from sociolinguistics and folk narrative research, this dissertation
explores two new NLP tasks.

• Language identification at the word level. While automatic language identifica-
tion is a well-researched problem, until recently the dominant focus was on
document-level classification. However, multilingual speakers may use multiple
language varieties in a single conversation, sometimes even in the same sen-
tence or word (a phenomenon often referred to as code-switching). Drawing
from sociolinguistics, where code-switching is a well-researched topic, we were
among the first to study automatic identification of languages at the word level

[Nguyen and Doğruöz, 2013] and this particular task is now an active research
area [Solorio et al., 2014]. We show that incorporating context leads to im-
proved performance compared to only considering individual words and draw
attention to the different angles from which the performance can be measured.

• Automatic identification of tale types. In folk narrative research, tale types (col-
lections of similar stories, e.g., based on plot) are frequently used to organize
and study the narratives. In this dissertation, the task of automatically determin-
ing the tale type of a narrative is explored using a learning-to-rank approach.

Statistical testing for linguistic variation (Chapter 6). Identifying linguistic features
that exhibit geographical variation (e.g., pop/soda/coke to refer to the drink) is an
essential step in many dialect studies. However, existing approaches make assump-
tions about the nature of variation (e.g., Gaussian or aligned to geopolitical units)
that often do not hold in practice. Furthermore, they are not applicable to all types of
linguistic data. In this dissertation a non-parametric approach is explored that builds
on kernel methods from machine learning. The proposed approach is compared with
several existing methods using synthetic data. Furthermore, the approaches are ap-
plied to three empirical datasets.
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Reflection on operationalizations used in computational linguistics approaches (Chap-

ters 4, 5 and 10). To analyze and model social and cultural phenomena quantita-
tively, they have to be represented in a digital form, leading to simplification and dis-
cretization of the phenomena. In this dissertation we reflect on operationalizations
used in CL research by focusing on three different tasks and drawing from insights
from sociolinguistics and folk narrative research.

• Automatic age prediction. Within computational linguistics, age prediction has
usually been approached as a multiclass classification problem. However, for-
mulating the age prediction task in this way has several challenges. For ex-
ample, age boundaries have been determined heuristically and vary between
different datasets, making comparisons across datasets difficult. We were the
first to study age prediction from three different perspectives: based on age
categories, based on age as a continuous variable, and based on life stages.

• Automatic gender prediction. Within computational linguistics, gender is usually
treated as a binary variable. However, this has the risk of reinforcing stereotypes
and furthermore raises questions about the feasibility of the task to achieve
an errorless performance, since not everyone employs language in a gender-
stereotypical way. We provide a reflection on the operationalization of gender
in latent attribute prediction studies based on data collected using an online
game.

• Automatic tale type prediction. Tale types are a frequently used concept in folk
narrative research. However, the concept is not well-defined and many existing
catalogues are not consistent in their use of tale types. For example, within
the ATU, the most frequently used catalogue, some tale types are specifically
about a certain story (e.g., Little Red Riding Hood), while others group narra-
tives belonging to a broad theme (e.g., stories about certain groups of people).
We reflect on the operationalization of folk narrative similarity, and in partic-
ular on the concept of a tale type, based on similarity ratings of non-experts
(crowdworkers) and experts (folk narrative researchers).

New insights in language variation in social media (Chapters 4 and 8). The studies
presented in this dissertation also resulted in new insights regarding language varia-
tion in social media.

• Language variation according to age on Twitter. Based on manual annotation, the
(estimated) age of Twitter users is obtained. The study shows how differences in
language between ages decrease at older ages, and highlights linguistic features
that are characteristic of age differences.

• Language choice on Twitter. By employing automatic language identification,
a quantitative analysis is presented on the influence of audience on language
choices in Twitter. While the target audiences of social media posts are usually
unknown, this study focuses on two types of tweets (tweets with hashtags and
user mentions) for which an indication of the target audience is obtained based
on the tweet content.
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1.7 Structure

The remainder of this dissertation is organized as follows:

Background (Part I). This part provides background on the two relevant research
fields that are the focus of this dissertation. The chapters are not necessary for un-
derstanding the presented research in the remaining chapters, but they are useful
for understanding the context of the research in this dissertation. Chapter 2 pro-
vides background on computational sociolinguistics. A comprehensive overview of
research in this area is provided, as well as a reflection on methods and a discussion
of the main research challenges in this area. Chapter 3 provides background on com-
putational folkloristics. The most relevant concepts in folkloristics are explained and
related work is discussed.

Computational Sociolinguistics (Part II). This part presents research in which variation
is considered from the perspective of sociolinguistics. The first chapters focus on the
role of language in social identity construction. Chapter 4 presents research on auto-
matically identifying the gender and age of social media users based on their tweets.
Chapter 5 reflects on the operationalizations of gender and age in computational
linguistics studies using data collected using the TweetGenie demo. In Chapter 6 a
non-parametric approach is explored to test whether linguistic variables exhibit ge-
ographical variation. The focus then shifts to variation in the choice of language in
online multilingual communication. Chapter 7 develops an automatic approach to
identify languages at the word level and Chapter 8 studies the influence of the target
audience on language choice in Twitter.

Computational Folkloristics (Part III). This part presents research in which variation
is considered from the perspective of folk narrative research. Chapter 9 presents a
learning-to-rank approach to identify the tale types of folk narratives. Chapter 10

takes a closer look at narrative similarity and compares how non-experts and experts
perceive folk narrative similarity using a crowdsourcing experiment.

Discussion and Conclusion (Part IV). Chapter 11 reflects on the presented research
by discussing aspects related to ethical considerations and potential biases in the
collected data. The dissertation ends with a summary and outlook for future work
(Chapter 12).
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Background
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2
Computational Sociolinguistics

This chapter is based on D. Nguyen, A.S. Doğruöz, C.P. Rosé, and F. de Jong, “Computa-

tional Sociolinguistics: A Survey", In Computational Linguistics, 42(3), pages 537-593,

2016 [Nguyen et al., 2016]

2.1 Introduction

Human communication occurs in both verbal and nonverbal form. Research on com-
putational linguistics has primarily focused on capturing the informational dimension
of language and the structure of verbal information transfer. In the words of Krishnan
and Eisenstein [2015], computational linguistics has made great progress in modeling
language’s informational dimension, but with a few notable exceptions, computation
has had little to contribute to our understanding of language’s social dimension. The
recent increase in interest of computational linguists to study language in social con-
texts is partly driven by the ever-increasing availability of social media data. Data
from social media platforms provide a strong incentive for innovation in the CL re-
search agenda and the surge in relevant data opens up methodological possibilities for
studying text as social data. Textual resources, like many other language resources,
can be seen as a data type that is signaling all kinds of social phenomena. This is
related to the fact that language is one of the instruments by which people construct
their online identity and manage their social network. There are challenges as well.
For example, social media language is more colloquial and contains more linguistic
variation, such as the use of slang and dialects, than the language in datasets that
have been commonly used in CL research (e.g., scientific articles, newswire text and
the Wall Street Journal) [Eisenstein, 2013a]. However, an even greater challenge is
that the relation between social variables and language is typically fluid and tenuous,
while the CL field commonly focuses on the level of literal meaning and language
structure, which is more stable.

The tenuous connection between social variables and language arises because of
the symbolic nature of the relation between them. With the language chosen a social
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identity is signaled, which may buy a speaker1 something in terms of footing within
a conversation, or in other words: for speakers there is room for choice in how to
use their linguistic repertoire in order to achieve social goals. This freedom of choice
is often referred to as the agency of speakers and the linguistic symbols chosen can
be thought of as a form of social currency. Speakers may thus make use of specific
words or stylistic elements to represent themselves in a certain way. However, because
of this agency, social variables cease to have an essential connection with language
use. It may be the case, for example, that on average female speakers display certain
characteristics in their language more frequently than their male counterparts. Never-
theless, in specific circumstances, females may choose to de-emphasize their identity
as females by modulating their language usage to sound more male. Thus, while this
exception serves to highlight rather than challenge the commonly accepted symbolic
association between gender and language, it nevertheless means that it is less feasible
to predict how a female will sound in a randomly selected context.

Speaker agency also enables creative violations of conventional language patterns.
Just as with any violation of expectations, these creative violations communicate in-
direct meanings. As these violations become conventionalized, they may be one ve-
hicle towards language change. Thus, agency plays a role in explaining the variation
in and dynamic nature of language practices, both within individual speakers and
across speakers. This variation is manifested at various levels of expression – the
choice of lexical elements, phonological variants, semantic alternatives and grammat-
ical patterns – and plays a central role in the phenomenon of linguistic change. The
audience, demographic variables (e.g., gender, age), and speaker goals are among the
factors that influence how variation is exhibited in specific contexts. Agency thus in-
creases the intricate complexity of language that must be captured in order to achieve
a social interpretation of language.

Sociolinguistics investigates the reciprocal influence of society and language on
each other. Sociolinguists traditionally work with spoken data using qualitative and
quantitative approaches. Surveys and ethnographic research have been the main
methods of data collection [Eckert, 1989, Milroy and Milroy, 1985, Milroy and Gor-
don, 2003, Tagliamonte, 2006, Trudgill, 1974, Weinreich et al., 1968]. The datasets
used are often selected and/or constructed to facilitate controlled statistical analyses
and insightful observations. However, the resulting datasets are often small in size
compared to the standards adopted by the CL community. The massive volumes of
data that have become available from sources such as social media platforms have
provided the opportunity to investigate language variation quantitatively in a multi-
tude of social situations. The opportunity for the field of sociolinguistics is to identify
questions that this massive but messy data would enable them to answer. Sociolin-
guists must then also select an appropriate methodology. However, typical methods
used within sociolinguistics would require sampling the data down. If they take up
the challenge to instead analyze the data in its massive form, they may find them-
selves open to partnerships in which they may consider approaches more typical in
the field of CL.

1We use the term ‘speaker’ for an individual who has produced a message, either as spoken word or
in textual format. When discussing particular social media sites, we may refer to ‘users’ as well.
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As more and more researchers in the field of CL seek to interpret language from a
social perspective, an increased awareness of insights from the field of sociolinguistics
could inspire modeling refinements and potentially lead to performance gains. Re-
cently, various studies [Hovy, 2015, Stoop and Van den Bosch, 2014, Volkova et al.,
2013] have demonstrated that existing NLP tools can be improved by accounting for
linguistic variation due to social factors, and Hovy and Søgaard [2015] have drawn
attention to the fact that biases in frequently used corpora, such as the Wall Street
Journal, cause NLP tools to perform better on texts written by older people. The rich
repertoire of theory and practice developed by sociolinguists could impact the field of
CL also in more fundamental ways. The boundaries of communities are often not as
clear-cut as they may seem and the impact of agency has not been sufficiently taken
into account in many computational studies. For example, an understanding of lin-
guistic agency can explain why and when there might be more or less of a problem
when making inferences about people based on their linguistic choices. This issue is
discussed in depth in some recent computational work related to gender, specifically
Bamman et al. [2014b] and Nguyen et al. [2014a] who provide a critical reflection
on the operationalization of gender in CL studies.

The increasing interest in analyzing and modeling the social dimension of lan-
guage within CL encourages collaboration between sociolinguistics and CL in various
ways. However, the potential for synergy between the two fields has not been ex-
plored systematically so far [Eisenstein, 2013a] and to date there is no overview of the
common and complementary aspects of the two fields. This chapter aims to present
an integrated overview of research published in the two communities and to describe
the state-of-the-art in the emerging multidisciplinary field that could be labeled as
Computational Sociolinguistics. The envisaged audiences are CL researchers interested
in sociolinguistics and sociolinguists interested in computational approaches to study
language use. We hope to demonstrate that there is enough substance to warrant the
recognition of Computational Sociolinguistics as an autonomous yet multidisciplinary
research area. Furthermore, we hope to convey that this is the moment to develop a
research agenda for the scholarly community that maintains links with both sociolin-
guistics and computational linguistics.

In the remaining part of this section, we discuss the rationale and scope of our
survey as well as the potential impact of integrating the social dimensions of lan-
guage use in the development of practical NLP applications. In Section 2.2 (Methods

for Computational Sociolinguistics), we reflect on methods used in sociolinguistics and
computational linguistics. In Section 2.3 (Language and Social Identity Construction),
we discuss computational approaches to model language variation based on gender,
age and geographical location. In Section 2.4 (Language and Social Interaction), we
move from individual speakers to pairs, groups and communities and discuss the role
of language in shaping personal relationships, the use of style-shifting, and the adop-
tion of norms and language change in communities. In Section 2.5 (Multilingualism

and Social Interaction), we present an overview of tools for processing multilingual
communication and discuss approaches for analyzing patterns in multilingual com-
munication from a computational perspective. In Section 2.6 we conclude with a
summary of major challenges within this emerging field.
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2.1.1 Rationale for a Survey of Computational Sociolinguistics

The increased interest in studying a social phenomenon such as language use from a
data-driven or computational perspective exemplifies a more general trend in schol-
arly agendas. The study of social phenomena through computational methods is com-
monly referred to as Computational Social Science [Lazer et al., 2009]. The increasing
interest of social scientists in computational methods goes hand in hand with the in-
crease of attention for cross-disciplinary research perspectives. ‘Multidisciplinary’, ‘in-
terdisciplinary’, ‘cross-disciplinary’ and ‘transdisciplinary’ are among the labels used to
mark the shift from monodisciplinary research formats to models of collaboration that
embrace diversity in the selection of data and methodological frameworks. However,
in spite of various attempts to harmonize terminology, the adoption of such labels is
often poorly supported by definitions and they tend to be used interchangeably. The
objectives of research rooted in multiple disciplines often include the ambition to re-
solve real world or complex problems, to provide different perspectives on a problem,
or to create cross-cutting research questions, to name a few [Choi and Pak, 2006].

The emergence of research agendas for (aspects of) computational sociolinguis-
tics fits in this trend. We will use the term Computational Sociolinguistics for the
emerging research field that integrates aspects of sociolinguistics and computer sci-
ence in studying the relation between language and society from a computational
perspective. This chapter aims to show the potential of leveraging massive amounts
of data to study social dynamics in language use by combining advances in computa-
tional linguistics and machine learning with foundational concepts and insights from
sociolinguistics. Our goals for establishing Computational Sociolinguistics as an in-
dependent research area include the development of tools to support sociolinguists,
the establishment of new statistical methods for the modeling and analysis of data
that contains linguistic content as well as information on the social context, and the
development or refinement of NLP tools based on sociolinguistic insights.

2.1.2 Scope of Discussion

Given the breadth of this field, we will limit the scope of this survey as follows. First
of all, the coverage of sociolinguistics topics will be selective and primarily deter-
mined by the work within computational linguistics that touches on sociolinguistic
topics. For readers with a wish for a more complete overview of sociolinguistics, we
recommend the introductory readings by Bell [2013], Holmes [2013] and Meyerhoff
[2011].

The availability of social media and other online language data in computer-
mediated formats is one of the primary driving factors for the emergence of compu-
tational sociolinguistics. A relevant research area is therefore the study of Computer-
Mediated Communication (CMC) [Herring, 1996]. Considering the strong focus on
speech data within sociolinguistics, there is much potential for computational ap-
proaches to be applied to spoken language as well. Moreover, the increased avail-
ability of recordings of spontaneous speech and transcribed speech has inspired a
revival in the study of the social dimensions of spoken language [Jain et al., 2012],
as well as in the analysis of the relation between the verbal and the nonverbal lay-
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ers in spoken dialogues [Truong et al., 2014]. As online data increasingly becomes
multimodal, for example with the popularity of vlogs (video blogs), we expect the
use of spoken word data for computational sociolinguistics to increase. Furthermore,
we expect that multimodal analysis, a topic that has been the focus of attention in
the field of human-computer interaction for many years, will also receive attention in
computational sociolinguistics.

In the study of communication in pairs and groups, the individual contributions
are often analyzed in context. Therefore, much of the work on language use in set-
tings with multiple speakers draws from foundations in discourse analysis [De Fina
et al., 2006, Hyland, 2004, Martin and White, 2005, Schegloff, 2007], pragmatics
(such as speech act theory [Austin, 1975, Searle, 1969]), rhetorical structure theory
[Mann and Thompson, 1988, Taboada and Mann, 2006] and social psychology [Giles
and Coupland, 1991, Postmes et al., 2000, Richards, 2006]. For studies within the
scope of computational sociolinguistics that build upon these fields the link with the
foundational frameworks will be indicated. Another relevant field is computational
stylometry [Daelemans, 2013, Holmes, 1998, Stamatatos, 2009], which focuses on
computational models of writing style for various tasks such as plagiarism detection,
author profiling and authorship attribution. Here we limit our discussion to publica-
tions on topics such as the link between style and social variables.

2.1.3 NLP Applications

Besides yielding new insights into language use in social contexts, research in compu-
tational sociolinguistics could potentially also impact the development of applications
for the processing of textual social media and other content. For example, user profil-
ing tools might benefit from research on automatically detecting the gender [Burger
et al., 2011], age [Nguyen et al., 2013a], geographical location [Eisenstein et al.,
2010] or affiliations of users [Piergallini et al., 2014] based on an analysis of their
linguistic choices. The cases for which the interpretation of the language used could
benefit most from using variables such as age and gender are usually also the ones for
which it is most difficult to automatically detect those variables. Nevertheless, in spite
of this kind of challenge, there are some published proofs of concept that suggest po-
tential value in advancing past the typical assumption of homogeneity of language use
embodied in current NLP tools. For example, incorporating how language use varies
across social groups has improved word prediction systems [Stoop and Van den Bosch,
2014], algorithms for cyberbullying detection [Dadvar et al., 2012] and sentiment-
analysis tools [Hovy, 2015, Volkova et al., 2013]. Hovy and Søgaard [2015] show
that POS taggers trained on well-known corpora such as the English Penn Treebank
perform better on texts written by older authors. They draw attention to the fact that
texts in various frequently used corpora are from a biased sample of authors in terms
of demographic factors. Furthermore, many NLP tools currently assume that the in-
put consists of monolingual text, but this assumption does not hold in all domains.
For example, social media users may employ multiple language varieties, even within
a single message. To be able to automatically process these texts, NLP tools that are
able to deal with multilingual texts are needed [Solorio and Liu, 2008b].
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2.2 Methods for Computational Sociolinguistics

As discussed, one important goal of this chapter is to stimulate collaboration between
the fields of sociolinguistics in particular and social science research related to com-
munication at large on the one hand, and computational linguistics on the other hand.
By addressing the relationship with methods from both sociolinguistics and the social
sciences in general we are able to underline two expectations. First of all, we are
convinced that sociolinguistics and related fields can help the field of computational
linguistics to build richer models that are more effective for the tasks they are or
could be used for. Second, the time seems right for the CL community to contribute
to sociolinguistics and the social sciences, not only by developing and adjusting tools
for sociolinguists, but also by refining the theoretical models within sociolinguistics
using computational approaches and contributing to the understanding of the social
dynamics in natural language. In this section, we highlight challenges that reflect the
current state of the field of computational linguistics. In part these challenges relate
to the fact that in the field of language technologies at large, the methodologies of
social science research are usually not valued, and therefore also not taught. There
is a lack of familiarity with methods that could easily be adopted if understood and
accepted. However, there are promising examples of bridge building that are already
occurring in related fields such as learning analytics. More specifically, in the emerg-
ing area of discourse analytics there are demonstrations of how these practices could
eventually be observed within the language technologies community as well [Rosé, in
press, Rosé and Tovares, 2015, Rosé et al., 2008].

At the outset of multidisciplinary collaboration, it is necessary to understand dif-
ferences in goals and values between communities, as these differences strongly influ-
ence what counts as a contribution within each field, which in turn influences what it
would mean for the fields to contribute to one another. Towards that end, we first dis-
cuss the related but distinct notions of reliability and validity, as well as the differing
roles these notions have played in each field (Subsection 2.2.1). This will help lay a
foundation for exploring differences in values and perspectives between fields. Here,
it will be most convenient to begin with quantitative approaches in the social sciences
as a frame of reference. In Subsection 2.2.2 we discuss contrasting notions of theory
and empiricism as well as the relationship between the two, as that will play an im-
portant and complementary role in addressing the concern over differing values. In
Subsection 2.2.3 we broaden the scope to the spectrum of research approaches within
the social sciences, including strong quantitative and strong qualitative approaches,
and the relationship between CL and the social disciplines involved. This will help to
further specify the concrete challenges that must be overcome in order for a mean-
ingful exchange between communities to take place. In Subsection 2.2.4 we illustrate
how these issues come together in the role of data, as the collection, sampling, and
preparation of data are of central importance to the work in both fields.

2.2.1 Validation of Modeling Approaches

The core of much research in the field of computational linguistics, in the past decade
especially, is the development of new methods for computational modeling, such as
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probabilistic graphical models and deep learning within a neural network approach.
These novel methods are valued both for the creativity that guided the specification
of novel model structures and the corresponding requirement for new methods of
inference as well as the achievement of predictive accuracy on tasks for which there is
some notion of a correct answer.

Development of new modeling frameworks is part of the research production cycle
both within sociolinguistics (and the social sciences in general) and the CL commu-
nity. There is a lot of overlap with respect to the types of methods used. For example,
logistic regression is widely employed by variationist sociolinguists using a program
called VARBRUL [Tagliamonte, 2006]. Similarly, logistic regression is widely used in
the CL community, especially in combination with regularization methods when deal-
ing with thousands of variables, e.g., for age prediction [Nguyen et al., 2013a]. As
another example, latent variable modeling approaches [Koller and Friedman, 2009]
have grown in prominence within the CL community for dimensionality reduction,
managing heterogeneity in terms of multiple domains or multiple tasks [Zhang et al.,
2008], and approximation of semantics [Blei et al., 2003, Griffiths and Steyvers,
2004]. Similarly, it has grown in prominence within the quantitative branches of
the social sciences for modeling causality [Glymour et al., 1987], managing hetero-
geneity in terms of group effects and subpopulations [Collins and Lanza, 2010], and
time series modeling [Rabe-Hesketh and Skrondal, 2012, Rabe-Hesketh et al., 2004].

The differences in reasons for the application of similar techniques are indicative
of differences in values. While in CL there is a value placed on creativity and predic-
tive accuracy, within the social sciences, the related notions of validity and reliability

underline the values placed on conceptual contributions to the field. Validity is pri-
marily a measure of the extent to which a research design isolates a particular issue
from confounds so that questions can receive clear answers. This typically requires
creativity, and frequently research designs for isolating issues effectively are acknowl-
edged for this creativity in much the same way a novel graphical model would be
acknowledged for the elegance of its mathematical formulation. Reliability, on the
other hand, is primarily a measure of the reproducibility of a result and might seem
to be a distinct notion from predictive accuracy. However, the connection is apparent
when one considers that a common notion of reliability is the extent to which two
human coders would arrive at the same judgment on a set of data points, whereas
predictive accuracy is the extent to which a model would arrive at the same judgment
on a set of data points as a set of judgements decided ahead of time by humans.

While at some deep level there is much in common between the goals and values
of the two communities, the differences in values signified by the emphasis on creativ-
ity and predictive accuracy on the one side and reliability and validity on the other
side nevertheless poses challenges for mutual exchange. Validity is a multi-faceted
notion, and it is important to properly distinguish it from the related notion of reli-
ability. If one considers shooting arrows at a target, one can consider reliability to
be a measure of how much convergence is achieved in location of impact of multiple
arrows. On the other hand, validity is the extent to which the point of convergence
centers on the target. Reproducibility of results is highly valued in both fields, which
requires reliability wherever human judgment is involved, such as in the production
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of a gold standard [Carletta, 1996, Di Eugenio and Glass, 2004]. However, before
techniques from CL will be adopted by social science researchers, standards of vali-
dation from the social sciences will likely need to be addressed [Krippendorff, 2013].
We will see that this notion requires more than the related notion of creativity as
appreciated within the field of CL.

One aspect that is germane to the notion of validity that goes beyond pure cre-
ativity is the extent to which the essence that some construct actually captures corre-
sponds to the intended quantity. This aspect of validity is referred to as face validity.
For example, the face validity of a sentiment analysis tool could be tested as follows.
First, an automatic measure of sentiment would be applied to a text corpus. Then,
texts would be sorted by the resulting sentiment scores and the data points from the
end points and middle compared with one another. Are there consistent and clear
distinctions in sentiment between beginning, middle, and end? Is sentiment the main
thing that is captured in the contrast, or is something different really going on? While
the CL community has frequently upheld high standards of reliability, it is rare to find
work that deeply questions whether the models are measuring the right thing. Never-
theless, this deep questioning is core to high quality work in the social sciences, and
without it, the work may appear weak.

Another important notion is construct validity, or the extent to which the exper-
imental design manages extraneous variance effectively. If the design fails to do so,
it affects the interpretability of the result. This notion applies when we interpret the
learned weights of features in our models to make statements about language use.
When not controlling for confounding variables, the feature weights are misleading
and valid interpretation is not possible. For example, many studies on gender predic-
tion (see Section 2.3) ignore extraneous variables such as age, while gender and age
are known to interact with each other highly. Where confounds may not have been
properly eliminated in an investigation, again the results may appear weak regardless
of the numbers associated with the measure of predictive accuracy.

Another important methodological idea is triangulation. Simply put, it is the idea
that if you look at the same object through different lenses, each of which is designed
to accentuate and suppress different kinds of details, you get more information than
if you looked through just one, analogous to the value obtained through the use of en-
semble methods like bagging. Triangulation is thus an important way of strengthening
research findings in the social sciences by leveraging multiple views simultaneously
rather than just using one in addressing a question. Sentiment analysis can again
be used for illustration purposes. Consider a blog corpus for which the age of each
individual blogger is available. Let’s assume that a model for predicting age allocated
high weights to some sentiment-related words. This may be considered as evidence
that the model is consistent with previous findings that older people use more words
that express a positive sentiment. Another method could measure sentiment for each
blog individually. If the measured sentiment would correlate with the age of bloggers
across the corpus, the two methods for investigating the connection between age and
sentiment would tell the same story and the confidence in the validity of the story
would increase. This type of confirming evidence is referred to as an indication of
convergent validity.
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Another form of triangulation is where distinctions known to exist are confirmed.
For this example, assume that a particular model for predicting political affiliation
placed high weights on some sentiment-related words in a corpus related to issues
for which those affiliated with one political perspective would take a different stance
than those affiliated with another perspective, and this affiliation is known for all data
points. The experimenters may conclude that this evidence is consistent with previ-
ous findings suggesting that voters express more positive sentiment towards political
stances they are in favor of. If this is true, then if the model is applied to a corpus
where both parties agree on a stance, the measure of sentiment should become irrel-
evant. Assuming the difference in the role of sentiment between the corpora is con-
sistent with what is expected, the interpretation is strengthened. This is referred to as
divergent validity since an expected difference in relationship is confirmed. Seeking
convergent and divergent validity is a mark of high quality work in the social sci-
ences, but it is rare in evaluations in the field of CL, and without it, again, the results
may appear weak from a social science perspective. In order for methods from CL to
be acceptable for use within the social sciences, these perceived weaknesses must be
addressed.

2.2.2 Theory versus Empiricism

Above we discussed the importance placed on validity within the social sciences that
stems from the goal of isolating an issue in order to answer questions. In order to
clarify why that is important, it is necessary to discuss the value placed on theory
versus empiricism.

Within the CL community, a paradigm shift took place after the middle of the
1990s. Initially, approaches that combined symbolic and statistical methods were of
interest [Klavans and Resnik, 1996]. But with the focus on very large corpora and
new frameworks for large-scale statistical modeling, symbolic- and knowledge-driven
methods have been largely left aside, though the presence of linguistics as an active
force can still be seen in some areas of computational linguistics, such as tree banking.
Along with older symbolic methods that required carefully crafted grammars and
lexicons, the concept of knowledge source has become strongly associated with the
notion of theory, which is consistent with the philosophical notion of linguistic theory
advocated by Chomskyan linguistics and other formal linguistic theories [Backofen
and Smolka, 1993, Green, 1992, Schneider et al., 2004, Wintner, 2002]. As CL has
become increasingly data-driven and focused on improving prediction performance
on various tasks, a grounding in linguistic theory has become less and less valued. A
desire to replace theory with empiricism dominated the Zeitgeist and drove progress
within the field. Currently, the term theory is often associated with old and outdated
approaches and it seems to have a negative connotation in contrast to the positive
reception of empiricism.

In contrast, in the social sciences the value of a contribution is measured in terms
of the extent to which it contributes towards theory. Theories may begin with human
originated ideas. But these notions are only treated as valuable if they are confirmed
through empirical methods. As these methods are applied, theoretical models gain
empirical support. Findings are ratified and then accumulated. Therefore, theories
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become storehouses for knowledge obtained through empirical methods. Atheoretical
empiricism is not attractive within the social sciences where the primary value is on
building theory and engaging theory in the interpretation of models.

As CL seeks to contribute to sociolinguistics and the social sciences, this divide
of values must be addressed in order to avoid the fields talking at cross purposes.
To stimulate collaboration between fields, it is important to not only focus on task
performance, but also to integrate existing theories into the computational models
and use these models to refine or develop new theories.

2.2.3 Quantitative versus Qualitative Approaches

The social sciences have both strong qualitative and quantitative branches. Similarly,
sociolinguistics has branches in qualitative research (e.g., interactional sociolinguis-
tics) and quantitative research (variationist sociolinguistics). From a methodologi-
cal perspective, most computational sociolinguistics work has a strong resemblance
with quantitative and therefore variationist sociolinguistics, which has a strong focus
on statistical analysis to uncover the distribution of sociolinguistic variables [Taglia-
monte, 2006]. So far we have mostly reflected on methods used in CL and their
commonality with the methods used in the quantitative branches in sociolinguistics
and the social sciences, but the time is right for a greater focus on how qualitative
methods may also be of use. Some thoughts about what that might look like can be
found in the work of Rosé and Tovares [2015], who explore the productive tension
between the two branches as it relates to interaction analysis. The field of computa-
tional linguistics could benefit from exploring this tension to a greater degree in its
own work, for example by taking a deeper look at data through human eyes as part
of the validation of constructed models.

The tension between qualitative and quantitative branches can be illustrated with
the extent to which the agency of speakers is taken into account. As explained in
the introduction, linguistic agency refers to the freedom of speakers to make choices
about how they present themselves in interaction. A contrasting notion is the extent
to which social structures influence the linguistic choices speakers make. Regardless
of research tradition, it is acknowledged that speakers both have agency and are
simultaneously influenced by social structures. The question is which is emphasized
in the research approach. Quantitative researchers believe that the most important
variance is captured by representation of the social structure. They recognize that this
is a simplification, but the value placed on quantification for the purpose of identifying
causal connections between variables makes the sacrifice of accuracy worth it. In the
field of CL, this valuing is analogous to the well-known saying that all models are
wrong, but some are nevertheless useful. On the other side are researchers committed
to the idea that the most important and interesting aspects of language use are the
ones that violate norms in order for the speaker to achieve a goal. These researchers
may doubt that the bulk of choices made by speakers can be accounted for by social
structures. We see the balance and tension between the ideas of language reflecting
established social structures and language arising from speaker agency within current
trends in variationist sociolinguistics. Much of that work focused on the ways in which
language variation can be accounted for by reference to social structures [Bell, 2013].
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On the other hand, more recently the agency of speakers is playing a more central role
as well in variationist sociolinguistics [Eckert, 2012].

While some quantitative researchers may dismiss qualitative research as being
quantitative work that lacks rigor, one could argue that high quality qualitative re-
search has a separate notion of rigor and depth that is all its own [Morrow and Brown,
1994]. An important role for qualitative research is to challenge the operationaliza-
tions constructed by quantitative researchers. To achieve the adoption of CL methods
and models by social science researchers, the challenges from the qualitative branches
of the social sciences will become something to consider carefully.

As computational linguistics shares more values with variationist sociolinguistics,
many studies within computational sociolinguistics also focus on the influence of so-
cial structures. For example, work on predicting social variables such as gender (Sec-
tion 2.3) is built on the idea that gender determines the language use of speakers.
However, such research ignores the agency of speakers: Speakers use language to
construct their identity and thus not everyone might write in a way that reflects their
biological sex. Moving forward, it would make sense for researchers in computa-
tional sociolinguistics to reflect on the dominant role of social structures over agency.
Some work in CL has already begun to acknowledge the agency of speakers when
interpreting findings [Bamman et al., 2014b, Nguyen et al., 2014a].

One way of conceptualizing the contrast between the usage of computational
models in the two fields is to reconsider the trade-off between maximizing inter-
pretability — typical of the social sciences and sociolinguistics —, and maximizing
predictive accuracy, typical of CL. Both fields place a premium on rigor in evalua-
tion and generalization of results across datasets. To maintain a certain standard of
rigor, the CL community has produced practices for standardization of metrics, sam-
pling, and avoidance of overfitting or overestimation of performance through careful
separation of training and testing data at all stages of model development. Within
the social sciences, the striving for rigor has also produced statistical machinery for
analysis, but most of all it has resulted in an elaborate process for validation of such
modeling approaches and practices for careful application and interpretation of the
results.

One consequence of the focus on interpretability within the social sciences is that
models tend to be kept small and simple in terms of the number of parameters, fre-
quently no more than 10, or at least no more than 100. Because the models are kept
simple, they can be estimated on smaller datasets, as long as sampling is done care-
fully and extraneous variance is controlled. In the CL community, it is more typical
for models to include tens of thousands of parameters or more. For such large mod-
els, massive corpora are needed to prevent overfitting. As a result, research in the CL
community is frequently driven by the availability of large corpora, which explains the
large number of recent papers on data from the web, such as Twitter and Wikipedia.
Because of this difference in scale, a major focus on parallelization and approximate
inference has been an important focus of work in CL [Heskes et al., 2002], whereas
interest in such methods has only recently grown within the social sciences.
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2.2.4 Spotlight on Corpora and Other Data

Data collection is a fundamental step in the research cycle for researchers in both
sociolinguistics and computational linguistics. Here we will reflect on the differences
in the practices and traditions within both fields and on the emerging use of online
data. In the subsequent sections of this survey, there will be dedicated subsections
about the data sources used in the specific studies relevant to the discussed themes
(e.g., on identity construction).

Traditionally, sociolinguists have been interested in datasets that capture informal
speech (also referred to as the ‘vernacular’), i.e., the kind of language used when
speakers are not paying attention [Tagliamonte, 2006]. A variety of methods have
been used to collect data, including observation, surveys and interviews [Mallinson
et al., 2013, Tagliamonte, 2006]. The sociolinguistic datasets are carefully prepared
to enable in-depth analyses, carefully observing standards of reliability and validity
as discussed previously. Inevitably, these data collection methods are labor-intensive
and time-consuming. The resulting datasets are often small in comparison to the
ones used within computational linguistics. The small sizes of these datasets made
the work in sociolinguistics of limited interest to the field of CL.

The tide began to turn with the rise of computer mediated communication (CMC).
Herring [2007] defines CMC as “predominantly text-based human-human interaction

mediated by networked computers or mobile telephony". The content generated in CMC,
and in particular when generated on social media platforms, is a rich and easy to ac-
cess source of large amounts of informal language coming together with information
about the context (e.g., the users, social network structure, the time or geolocation at
which it was generated) that can be used for the study of language in social contexts
on a large scale. Examples include microblogs [Eisenstein et al., 2014, Kooti et al.,
2012], web forums [Garley and Hockenmaier, 2012, Nguyen and Rosé, 2011] and
online review sites [Danescu-Niculescu-Mizil et al., 2013b, Hovy et al., 2015]. For ex-
ample, based on data from Twitter (a popular microblogging site) dialectal variation
has been mapped using a fraction of the time, costs and effort that was needed in tra-
ditional studies [Doyle, 2014]. However, data from CMC is not always easy to collect.
As an example, while text messaging (SMS) is widely used, collecting SMS data has
been difficult due to both technical and privacy concerns. The SMS4science project
[Dürscheid and Stark, 2011] aims to overcome these difficulties by asking people to
donate their messages, collaborating with the service providers for the collection of
the messages, and applying anonymization to ensure privacy.

A complicating issue in data collection in sociolinguistics is that participants might
adjust their language use towards the expectations of the data collector. This phe-
nomenon is known as the ‘observer’s paradox’, a term first coined by Labov [1972]:
"the aim of linguistic research in the community must be to find out how people talk

when they are not being systematically observed; yet we can only obtain these data by

systematic observation". In social media, the observer’s paradox could potentially be
argued to have lost much of its strength, making it a promising resource to comple-
ment traditional data collection methods. While a convenient source of data, the use
of social media data does introduce new challenges that must be addressed regardless
of field, and this offers a convenient beginning to a potential exchange between fields.
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First, social media users are usually not representative of the general population
[Mislove et al., 2011, Nguyen et al., 2013a]. A better understanding of the demo-
graphics could aid the interpretation of findings, but often little is known about the
users. Collecting demographic information requires significant effort, or might not
even be possible in some cases due to ethical concerns. Furthermore, in many cases
the complete data is not fully accessible through an API, requiring researchers to apply
a sampling strategy (e.g., randomly, by topic, time, individuals/groups, phenomenon
[Androutsopoulos, 2013b, Herring, 2004]). Sampling may introduce additional bi-
ases or remove important contextual information. These problems are even more of a
concern when datasets are reused for secondary analysis by other researchers whose
purposes might be very different from those who performed the sampling.

Social media data also introduces new units of analysis (such as messages and
threads) that do not correspond entirely with traditional analysis units (such as sen-
tences and turns) [Androutsopoulos, 2013b]. This raises the question about valid
application of findings from prior work. Another complicating factor is that in social
media the target audience of a message is often not explicitly indicated, i.e., mul-
tiple audiences (e.g., friends, colleagues) are collapsed into a single context [Mar-
wick and boyd, 2011]. Some studies have therefore treated the use of hashtags and
user mentions as proxies for the target audience [Nguyen et al., 2015a, Pavalanathan
and Eisenstein, 2015b]. Furthermore, while historically the field of sociolinguistics
started with a major focus on phonological variation, e.g., Labov [1966], the use of
social media data has led to a higher focus on lexical variation in computational so-
ciolinguistics. However, a focus on lexical variation without regard to other aspects
may threaten the validity of conclusions. For example, phonology does impact social
media orthography at both the word level and structural level [Eisenstein, 2013b],
suggesting that studies on phonological variation could inform studies based on so-
cial media text data and vice versa. Eisenstein [2013b] found that consonant cluster
reduction (e.g., just vs. jus) in Twitter is influenced by the phonological context, in
particular, reduction was less likely when the word was followed by a segment that
began with a vowel.

There are practical concerns as well. First, while both access and content have
often been conceptualized as either public or private, in reality this distinction is not
as absolute, for example, a user might discuss a private topic on a public social media
site. In view of the related privacy issues, Bolander and Locher [2014] argue for more
awareness regarding the ethical implications of research using social media data.

Automatically processing social media data is more difficult compared to various
other types of data that have been used within computational linguistics. Many de-
veloped tools (e.g., parsers, named entity recognizers) do not work well due to the
informal nature of many social media texts. While the dominant response has been to
focus on text normalization and domain adaptation, Eisenstein [2013a] argues that
doing so is throwing away meaningful variation. For example, building on work on
text normalization, Gouws et al. [2011] showed how various transformations (e.g.,
dropping the last character of a word) vary across different user groups on Twitter.
As another example, Brody and Diakopoulos [2011] find that lengthening of words
(e.g., cooooll) is often applied to subjective words. They build on this observation
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to detect sentiment-bearing words. The tension between normalizing and preserving
the variation in text also arises in the processing and analysis of historical texts (see
Piotrowski [2012] for an overview), which also contain many spelling variations. In
this domain, normalization is often applied as well to facilitate the use of tools such as
parsers. However, some approaches first normalize the text, but then replace the mod-
ernized word forms with the original word forms to retain the original text. Another
issue with social media data is that many social media studies have so far focused
primarily on one data source. Comparisons of the online data sources in terms of
language use have been limited so far [Baldwin et al., 2013, Hu et al., 2013].

Another up and coming promising resource for studying language from a social
perspective is crowdsourcing. So far, crowdsourcing is mostly used to obtain large
numbers of annotations, e.g., Snow et al. [2008]. However, ‘crowds’ can also be used
for large-scale perception studies, i.e., to study how non-linguists interpret messages
and identify social characteristics of speakers [Clopper, 2013], and for the collection
of linguistic data, such as the use of variants of linguistic variables. Within sociolin-
guistics, surveys have been one of the instruments to collect data and crowdsourcing
is an emerging alternative to traditional methods for collecting survey data.

Crowdsourcing has already been used to obtain perception data for sociolinguis-
tic research, for example, to study how English utterances are perceived differently
across language communities [Makatchev and Simmons, 2011] and to obtain native-
likeness ratings of speech samples [Wieling et al., 2014]. For some studies, games
have been developed to collect data. Nguyen et al. [2014a] studied how Twitter
users are perceived based on their tweets by asking players to guess the gender and
age based on displayed tweets. Leemann et al. [2016] developed a mobile app that
predicted the user’s location based on a 16-question survey. By also collecting user
feedback on the predictions, the authors compared their data with the Linguistic At-
las of German-speaking Switzerland, which was collected about 70 years before the
crowdsourcing study. The mismatches between the Atlas data and self-reported data
from the mobile app were seen to suggest linguistic change in progress.

Crowdsourcing also introduces challenges. For example, the data collection method
is less controlled and additional effort for quality control is often needed. Even more
problematic is that usually little is known is about the workers, such as the communi-
ties they are part of. For example, Wieling et al. [2014] recruited participants using
e-mail, social media and blogs, which resulted in a sample that was likely to be biased
towards linguistically interested people. However, they did not expect that the possi-
ble bias in the data influenced the findings much. Another concern is that participants
in crowdsourcing studies might modulate their answers towards what they think is ex-
pected, especially when there is a monetary compensation. In the social sciences in
general, crowdsourcing is also increasingly used for survey research. Behrend et al.
[2011] compared the data collected using crowdsourcing with data collected from a
traditional psychology participant pool (undergraduates) in the context of organiza-
tional psychology research and concluded that crowdsourcing is a potentially viable
resource to collect data for this research area. While thus promising, the number of
studies so far using crowdsourcing for sociolinguistic research is limited and more
research needs to be done to study the strengths and weaknesses of this approach.
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2.3 Language and Social Identity

We now turn to discussing computational approaches for modeling language variation
related to social identity. Speakers use language to construct their social identity [Bu-
choltz and Hall, 2005]. Being involved in communicative exchange can be functional
for the transfer of information, but at the same it functions as a staged performance in
which users select specific codes (e.g., language, dialect, style) that shape their com-
munication [Wardhaugh, 2011]. Consciously or unconsciously speakers adjust their
performance to the specific social context and to the impression they intend to make
on their audience. Each speaker has a personal linguistic repertoire to draw linguistic
elements or codes from. Selecting from the repertoire is partially subject to ‘identity
work’, a term referring to the range of activities that individuals engage in to create,
present, and sustain personal identities that are congruent with and supportive of the
self-concept [Snow and Anderson, 1987].

Language is one of the instruments that speakers use in shaping their identities,
but there are limitations (e.g., physical or genetic constraints) to the variation that
can be achieved. For example, somebody with a smoker’s voice may not be able
to speak with a smooth voice but many individual characteristics still leave room
for variation. Although traditionally attributed an absolute status, personal features
(e.g., age and gender) are increasingly considered social rather than biological vari-
ables. Within sociolinguistics, a major thrust of research is to uncover the relation
between social variables (e.g., gender, age, ethnicity, status) and language use [Eck-
ert, 1997, Eckert and McConnell-Ginet, 2013, Holmes and Meyerhoff, 2003, Wagner,
2012]. The concept of sociolects, or social dialects, is similar to the concept of re-
gional dialects. While regional dialects are language varieties based on geography,
sociolects are based on social groups, e.g., different groups according to social class
(with labels such as ‘working class’ and ‘middle class’), or according to gender or age.
A study by Guy [2013] suggests that the cohesion between variables (e.g., nominal
agreement, denasalization) to form sociolects is weaker than usually assumed. The
unique use of language by an individual is an idiolect, and this concept is in particular
relevant for authorship attribution (e.g., Grieve [2007]).

Recognizing that language use can reveal social patterns, many studies in com-
putational linguistics have focused on automatically inferring social variables from
text. This task can be seen as a form of automatic metadata detection that can pro-
vide information on author features. The growing interest in trend analysis tools is
one of the drivers for the interest in the development and refinement of algorithms
for this type of metadata detection. However, tasks such as gender and age predic-
tion do not only appeal to researchers and developers of trend mining tools. Various
public demos have been able to attract the attention of the general public (e.g., Tweet-
Genie2 [Nguyen et al., 2014b] and Gender Guesser3), which can be attributed to a
widespread interest in the entertaining dimension of the linguistic dimension of iden-
tity work. The automatic prediction of individual features such as age and gender
based on only text is a nontrivial task. Studies that have compared the performance

2http://www.tweetgenie.nl
3http://www.hackerfactor.com/GenderGuesser.php
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of humans with that of automatic systems for gender and age prediction based on text
alone found that automatic systems perform better than humans [Burger et al., 2011,
Nguyen et al., 2013a]. A system based on aggregating guesses from a large number of
people still predicted gender incorrectly for 16% of the Twitter users [Nguyen et al.,
2014a]. While most studies use a supervised learning approach, a recent study by
Ardehaly and Culotta [2015] explored a lightly supervised approach using soft con-
straints. They combined unlabeled geotagged Twitter data with soft constraints, like
the proportion of people below or above 25 years in a county according to Census
data, to train their classifiers.

Within computational linguistics, linguistic variation according to gender, age and
geographical location have received the most attention, compared to other variables
such as ethnicity [Ardehaly and Culotta, 2015, Pennacchiotti and Popescu, 2011, Rao
et al., 2011] and social class. Labels for variables like social class are more difficult to
obtain and use because they are rarely made explicit in online user profiles that are
publically available. Only recently this direction has been explored, with occupation
or income as a proxy for variables like social class. Occupation labels for Twitter users
have been extracted from their profile description [Preo̧tiuc-Pietro et al., 2015a,b,
Sloan et al., 2015]. Preo̧tiuc-Pietro et al. [2015b] then mapped the derived occu-
pations to income and Sloan et al. [2015] mapped the occupations to social class
categories. However, these studies were limited to users with self-reported occupa-
tions in their profiles. Eisenstein et al. [2011] used income data of each ZIP Code
Tabulation Area from the US census for analyzing language variation in tweets. How-
ever, in their experiments income was less important than most other features (e.g.,
race and geography) in predicting text.

Many studies have focused on individual social variables, but these variables are
not independent. For example, there are indications that linguistic features that are
used more by males increase in frequency with age as well [Argamon et al., 2007]. As
another example, some studies have suggested that language variation across gender
tends to be stronger among younger people and to fade away with older ages [Bar-
bieri, 2008]. Eckert [1997] notes that the age considered appropriate for cultural
events often differs for males and females (e.g., getting married). The interaction
between these variables is further complicated by the fact that in many uncontrolled
settings the gender distribution may not be equal for different age ranges (as ob-
served in blogs [Burger and Henderson, 2006] and Twitter [Nguyen et al., 2013a]).
Therefore, failing to control for gender while studying age (and vice versa) can lead
to misinterpretation of the findings.

In this section an overview will be presented of computational studies of language
variation related to social identity. This section will first focus on the datasets that
have been used to investigate social identity and language variation in computational
linguistics (Subsection 2.3.1). After surveying computational studies on language
variation according to gender (Subsection 2.3.2), age (Subsection 2.3.3) and location
(Subsection 2.3.4), we conclude with a discussion of how various NLP tasks, such as
sentiment detection, can be improved by accounting for language variation related to
the social identity of speakers (Subsection 2.3.5).
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2.3.1 Data Sources

Early computational studies on social identity and language use were based on for-
mal texts, such as the British National Corpus [Argamon et al., 2003, Koppel et al.,
2002], or datasets collected from controlled settings, such as recorded conversations
[Singh, 2001] and telephone conversations [Boulis and Ostendorf, 2005, Garera and
Yarowsky, 2009, Van Durme, 2012] where protocols were used to coordinate the con-
versations (such as the topic). With the advent of social media, a shift is observed
towards more informal texts collected from uncontrolled settings. Much of the initial
work in this domain focused on blogs. The Blog Authorship Corpus [Schler et al.,
2006], collected in 2004 from blogger.com, has been used in various studies on gen-
der and age [Argamon et al., 2007, Gianfortoni et al., 2011, Goswami et al., 2009,
Nguyen et al., 2011, Sap et al., 2014]. Others have created their own blog corpus
from various sources including LiveJournal and Xanga [Burger and Henderson, 2006,
Mukherjee and Liu, 2010, Nowson and Oberlander, 2006, Rosenthal and McKeown,
2011, Sarawgi et al., 2011, Yan and Yan, 2006].

More recent studies are focusing on Twitter data, which contains richer interac-
tions in comparison to blogs. Burger et al. [2011] created a large corpus by following
links to blogs that contained author information provided by the authors themselves.
The dataset has been used in various subsequent studies [Bergsma and Van Durme,
2013, Van Durme, 2012, Volkova et al., 2013]. Others created their own Twitter
dataset [Eisenstein et al., 2011, Kokkos and Tzouramanis, 2014, Liao et al., 2014,
Rao et al., 2010, Zamal et al., 2012]. While early studies focused on English, recent
studies have used Twitter data written in other languages as well, like Dutch [Nguyen
et al., 2013a], Spanish and Russian [Volkova et al., 2013], and Japanese, Indonesian,
Turkish, and French [Ciot et al., 2013]. Besides blogs and Twitter, other web sources
have been explored, including LinkedIn [Kokkos and Tzouramanis, 2014], IMDb [Ot-
terbacher, 2010], YouTube [Filippova, 2012], e-mails [Corney et al., 2002], a Belgian
social network site [Peersman et al., 2011] and Facebook [Rao et al., 2011, Sap et al.,
2014, Schwartz et al., 2013].

Two aspects can be distinguished that are often involved in the process of creating
datasets to study the relation between social variables and language use.

Labeling. Datasets derived from uncontrolled settings such as social media often lack
explicit information regarding the identity of users, such as their gender, age or loca-
tion. Researchers have used different strategies to acquire adequate labels:

• User-provided information. Many researchers utilize information provided by
the social media users themselves, for example based on explicit fields in user
profiles [Burger et al., 2011, Schler et al., 2006, Yan and Yan, 2006], or by
searching for specific patterns such as birthday announcements [Zamal et al.,
2012]. While this information is probably highly accurate, such information is
often only available for a small set of users, e.g., for age, 0.75% of the users
in Twitter [Liao et al., 2014] and 55% in blogs [Burger and Henderson, 2006].
Locations of users have been derived based on geotagged messages [Eisenstein
et al., 2010] or locations in user profiles [Mubarak and Darwish, 2014].
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• Manual annotation. Another option is manual annotation based on personal
information revealed in the text, profile information, and public information
on other social media sites [Ciot et al., 2013, Nguyen et al., 2013a]. In the
manual annotation scenario, a random set of authors is annotated. However,
the required effort is much higher resulting in smaller datasets and biases of the
annotators themselves might influence the annotation process. Furthermore, for
some users not enough information may be available to even manually assign
labels.

• Exploiting names. Some labels can be automatically extracted based on the name
of a person. For example, gender information for names can be derived from
census information from the US Social Security Administration [Bamman et al.,
2014b, Prabhakaran et al., 2014b], or from Facebook data [Fink et al., 2012].
However, people who use names that are more common for a different gender
will be incorrectly labeled in these cases. In some languages, such as Russian,
the morphology of the names can also be used to predict the most likely gender
labels [Volkova et al., 2013]. However, people who do not provide their names,
or have uncommon names, will remain unlabeled. In addition, acquiring labels
this way has not been well studied yet for other languages and cultures and for
other types of labels (such as geographical location or age).

Sample selection. In many cases, it is necessary to limit the study to a sample of
persons. Sometimes the selected sample is directly related to the way labels are ob-
tained, for example by only including people who explicitly list their gender or age in
their social media profile [Burger et al., 2011], who have a gender-specific first name
[Bamman et al., 2014b], or who have geotagged tweets [Eisenstein et al., 2010].
Restricting the sample, e.g., by only including geotagged tweets, could potentially
lead to biased datasets. Pavalanathan and Eisenstein [2015a] compared geotagged
tweets with tweets written by users with self-reported locations in their profile. They
found that geotagged tweets are more often written by women and younger people.
Furthermore, geotagged tweets contain more geographically specific non-standard
words. Another approach is random sampling, or as random as possible due to re-
strictions of targeting a specific language [Nguyen et al., 2013a]. However, in these
cases the labels may not be readily available. This increases the annotation effort and
in some cases it may not even be possible to obtain reliable labels. Focused sampling
is used as well, for example by starting with social media accounts related to gender-
specific behavior (e.g., male/female hygiene products, sororities) [Rao et al., 2010].
However, such an approach has the danger of creating biased datasets, which could
influence the prediction performance [Cohen and Ruths, 2013].

2.3.2 Gender

The study of gender and language variation has received much attention in sociolin-
guistics [Eckert and McConnell-Ginet, 2013, Holmes and Meyerhoff, 2003]. Various
studies have highlighted gender differences. According to Tannen [1990], women
engage more in ‘rapport’ talk, focusing on establishing connections, while men en-
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gage more in ‘report’ talk, focusing on exchanging information. Similarly, according
to Holmes [1995], in women’s communication the social function of language is more
salient, while in men’s communication the referential function (conveying informa-
tion) tends to be dominant. Argamon et al. [2003] make a distinction between in-
volvedness (more associated with women) and informational (more associated with
men). However, with the increasing view that speakers use language to construct
their identity, such generalizations have also been met with criticism. Many of these
studies rely on small sample sizes and ignore other variables (such as ethnicity, social
class) and the many similarities between genders. Such generalizations contribute to
stereotypes and the view of gender as an inherent property.

2.3.2.1 Modeling Gender

Within computational linguistics, researchers have focused primarily on automatic
gender classification based on text. Gender is then treated as a binary variable based
on biological characteristics, resulting in a binary classification task. A variety of ma-
chine learning methods have been explored, including SVMs [Boulis and Ostendorf,
2005, Ciot et al., 2013, Corney et al., 2002, Fink et al., 2012, Gianfortoni et al., 2011,
Mukherjee and Liu, 2010, Nowson and Oberlander, 2006, Peersman et al., 2011, Rao
et al., 2010, Zamal et al., 2012], logistic regression [Bergsma and Van Durme, 2013,
Otterbacher, 2010], Naive Bayes [Goswami et al., 2009, Mukherjee and Liu, 2010,
Yan and Yan, 2006] and the Winnow algorithm [Burger et al., 2011, Schler et al.,
2006]. However, treating gender as a binary variable based on biological characteris-
tics assumes that gender is fixed and is something people have, instead of something
people do [Butler, 1990], i.e., such a setup neglects the agency of speakers. Many so-
ciolinguists, together with scholars from the social sciences in general, view gender as
a social construct, emphasizing that gendered behavior is a result of social processes
rather than inherent biological characteristics [Cheshire, 2002].

2.3.2.2 Features and Patterns

Rather than focusing on the underlying machine learning models, most studies have
focused on developing predictive features. Token-level and character-level unigrams
and n-grams have been explored in various studies [Bamman et al., 2014b, Burger
et al., 2011, Fink et al., 2012, Sarawgi et al., 2011, Yan and Yan, 2006]. Sarawgi
et al. [2011] found character-level language models to be more robust than token-
level language models. Grouping words by meaningful classes could improve the
interpretation and possibly the performance of models. Linguistic Inquiry and Word
Count (LIWC, Pennebaker et al. [2001]) is a dictionary-based word counting pro-
gram originally developed for the English language. It also has versions for other
languages, such as Dutch [Zijlstra et al., 2005]. LIWC has been used in experiments
on Twitter data [Fink et al., 2012] and blogs [Nowson and Oberlander, 2006, Schler
et al., 2006]. However, models based on LIWC alone tend to perform worse than
unigram/n-gram models [Fink et al., 2012, Nowson and Oberlander, 2006]. By ana-
lyzing the developed features, studies have shown that males tend to use more num-
bers [Bamman et al., 2014b], technology words [Bamman et al., 2014b] and URLs
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[Nguyen et al., 2013a, Schler et al., 2006], while females use more terms referring
to family and relationship issues [Boulis and Ostendorf, 2005]. A discussion of the
influence of genre and domain on gender differences is provided later in this section.

Various features based on grammatical structure have been explored, including
features capturing individual POS frequencies [Argamon et al., 2003, Otterbacher,
2010] as well as POS patterns [Argamon et al., 2003, 2009, Bamman et al., 2014b,
Schler et al., 2006]. Males tend to use more prepositions [Argamon et al., 2007, 2009,
Otterbacher, 2010, Schler et al., 2006] and more articles [Argamon et al., 2007, Now-
son and Oberlander, 2006, Otterbacher, 2010, Schler et al., 2006, Schwartz et al.,
2013], however Bamman et al. [2014b] did not find these differences to be signif-
icant in their Twitter study. Females tend to use more pronouns [Argamon et al.,
2003, 2007, 2009, Bamman et al., 2014b, Otterbacher, 2010, Schler et al., 2006,
Schwartz et al., 2013], in particular first person singular [Nguyen et al., 2013a, Ot-
terbacher, 2010, Schwartz et al., 2013]. A measure introduced by Heylighen and De-
waele [2002] to measure formality based on the frequencies of different word classes
has been used in experiments on blogs [Mukherjee and Liu, 2010, Nowson et al.,
2005]. Sarawgi et al. [2011] experimented with probabilistic context-free grammars
(PCFGs) by adopting the approach proposed by Raghavan et al. [2010] for author-
ship attribution. They trained PCFG parsers for each gender and computed the likeli-
hood of test documents for each gender-specific PCFG parser to make the prediction.
Bergsma et al. [2012b] experimented with three types of syntax features and found
features based on single-level context-free-grammar (CFG) rules (e.g., NP→ PRP) to
be the most effective. In some languages such as French, the gender of nouns (in-
cluding the speaker) is often marked in the syntax. For example, a male would write
je suis allé, while a female would write je suis allée (‘I went’). By detecting such je

suis constructions, Ciot et al. [2013] improved performance of gender classification
in French.

Stylistic features have been widely explored as well. Studies have reported that
males tend to use longer words, sentences and texts [Goswami et al., 2009, Otter-
bacher, 2010, Singh, 2001], and more swear words [Boulis and Ostendorf, 2005,
Schwartz et al., 2013]. Females use more emotion words [Bamman et al., 2014b,
Nowson and Oberlander, 2006, Schwartz et al., 2013], emoticons [Bamman et al.,
2014b, Gianfortoni et al., 2011, Rao et al., 2010, Volkova et al., 2013], and typical
social media words such as omg and lol [Bamman et al., 2014b, Schler et al., 2006].

Groups can be characterized by their attributes, for example females tend to have
maiden names. Bergsma and Van Durme [2013] used such distinguishing attributes,
extracted from common nouns for males and females (e.g., granny, waitress), to im-
prove classification performance. Features based on first names have also been ex-
plored. Although not revealing much about language use itself, they can improve
prediction performance [Bergsma and Van Durme, 2013, Burger et al., 2011, Rao
et al., 2011].

Genre. So far, not many studies have analyzed the influence of genre and domain
[Lee, 2001] on language use, but a better understanding will aid the interpretation of
observed language variation patterns. Using data from the British National Corpus,
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Argamon et al. [2003] found a strong correlation between characteristics of male
and non-fiction writing and likewise, between female and fiction writing. Based on
this observation, they trained separate prediction models for fiction and non-fiction
[Koppel et al., 2002]. Building on these findings, Herring and Paolillo [2006] investi-
gated whether gender differences would still be observed when controlling for genre
in blogs. They did not find a significant relation between gender and linguistic fea-
tures that were identified to be associated with gender in previous literature, however
the study was based on a relatively small sample. Similarly, Gianfortoni et al. [2011]
revisited the task of gender prediction on the Blog Authorship Corpus. After control-
ling for occupation, features that previously were found to be predictive for gender
on that corpus were not effective anymore.

Studies focusing on gender prediction have tested the generalizability of gender
prediction models by training and testing on different datasets. Although models tend
to perform worse when tested on a different dataset than the one used for training,
studies have shown that prediction performance is still higher than random, sug-
gesting that there are indeed gender-specific patterns of language variation that go
beyond genre and domain [Sap et al., 2014, Sarawgi et al., 2011]. Gianfortoni et al.
[2011] proposed the use of ‘stretchy patterns’, flexible sequences of categories, to
model stylistic variation and to improve generalizability across domains.

Social interaction. Most computational studies on gender-specific patterns in lan-
guage use have studied speakers in isolation. As the conversational partner4 and
social network influence the language use of speakers, several studies have extended
their focus by also considering contextual factors. For example, this led to the find-
ing that speakers use more gender-specific language in same-gender conversations
[Boulis and Ostendorf, 2005]. On the Fisher and Switchboard corpus (telephone con-
versations), classifiers dependent on the gender of the conversation partner improve
performance [Garera and Yarowsky, 2009]. However, exploiting the social network
of speakers on Twitter has been less effective so far. Features derived from the friends
of Twitter users did not improve gender classification (but it was effective for age)
[Zamal et al., 2012]. Likewise, Bamman et al. [2014b] found that social network
information of Twitter users did not improve gender classification when enough text
was available.

Not all computational studies on gender in interaction contexts have focused on
gender classification itself. Some have used gender as a variable when studying other
phenomena. In a study on language and power, Prabhakaran et al. [2014b] showed
how the gender composition of a group influenced how power is manifested in the
Enron corpus, a large collection of emails from Enron employees (described in more
detail in Subsection 2.4.1). In a study on language change in online communities,
Hemphill and Otterbacher [2012] found that females write more like men over time
in the IMDb community (a movie review site), which they explain by men receiv-
ing more prestige in the community. Jurafsky et al. [2009] automatically classified
speakers according to interactional style (awkward, friendly, or flirtatious) using var-
ious types of features, including lexical features based on LIWC [Pennebaker et al.,

4An individual who participates in a conversation, also referred to as interlocutor or addressee.
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2001], prosodic, and discourse features. Differences, as well as commonalities, were
observed between genders, and incorporating features from both speakers improved
classification performance.

2.3.2.3 Interpretation of Findings

As mentioned before, most computational approaches adopt a simplistic view of gen-
der as an inherent property based on biological characteristics. Only recently, the com-
putational linguistics community has noticed the limitations of this simplistic view by
acknowledging the agency of speakers. Two of these studies based their argumenta-
tion on an analysis of the social networks of the users. Automatic gender predictions
on YouTube data correlated more strongly with the dominant gender in a user’s net-
work than the user-reported gender [Filippova, 2012]. Likewise, in experiments by
Bamman et al. [2014b], incorrectly labeled Twitter users also had fewer same-gender
connections. In addition, they identified clusters of users who used linguistic markers
that conflicted with general population-level findings. Another study was based on
data collected from an online game [Nguyen et al., 2014a]. Thousands of players
guessed the age and gender of Twitter users based on their tweets, and the results
revealed that many Twitter users do not tweet in a gender-stereotypical way.

Thus, language is inherently social and while certain language features are on

average used more by males or females, individual speakers may diverge from the
stereotypical images that tend to be highlighted by many studies. In addition, gender
is shaped differently depending on the culture and language, and thus presenting gen-
der as a universal social variable can be misleading. Furthermore, linguistic variation
within speakers of the same gender holds true as well.

2.3.3 Age

Aging is a universal phenomenon and understanding the relation between language
and age can provide interesting insights in many ways. An individual at a specific
time represents both a place in history as well as a life stage [Eckert, 1997], and thus
observed patterns can generate new insights into language change as well as how in-
dividuals change their language use as they move through life. Within computational
linguistics, fewer studies have focused on language variation according to age com-
pared to studies focusing on gender, possibly because obtaining age labels requires
more effort than gender labels (e.g., the gender of people can often be derived from
their names; cf. Subsection 2.3.1). Most of these studies have focused on absolute
chronological age, although age can also be seen as a social variable like gender.

Sociolinguistic studies have found that adolescents use the most non-standard
forms, because at a young age the group pressure to not conform to established so-
cietal conventions is the largest [Eckert, 1997, Holmes, 2013]. In contrast, adults
are found to use the most standard language, because for them social advancement
matters and they use standard language to be taken seriously [Bell, 2013, Eckert,
1997]. These insights can explain why predicting the ages of older people is harder,
e.g., distinguishing between a 15- and a 20-year old person based on their language
use is easier than distinguishing between a 40- and a 45-year old person [Nguyen
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et al., 2013a, 2014a]. Thus, age is an important variable to consider, especially when
we consider processes relevant for language evolution, since the degree of language
innovation varies by age [Labov, 2001].

2.3.3.1 Modeling Age

A fundamental question is how to model age, and so far researchers have not reached
a consensus yet. Eckert [1997] distinguishes between chronological age (number of
years since birth), biological age (physical maturity) and social age (based on life
events). Speakers are often grouped according to their age, because the amount of
data is in many cases not sufficient to make more fine-grained distinctions [Eckert,
1997]. Most studies consider chronological age and group speakers based on age
spans [Barbieri, 2008, Labov, 1966, Trudgill, 1974]. However, chronological age can
be misleading since persons with the same chronological age may have had very dif-
ferent life experiences. Another approach is to group speakers according to ‘shared
experiences of time’, such as high school students [Eckert, 1997].

Within computational linguistics the most common approach is to model age-
specific language use based on the chronological age of speakers. An exception is
Nguyen et al. [2013a] who explored classification into life stages. However, even
when focusing on chronological age, the task can be framed in different ways as
well. Chronological age prediction has mostly been approached as a classification

problem, by modeling the chronological age as a categorical variable. Based on this
task formulation, various classical machine learning models have been used, such as
SVMs [Peersman et al., 2011, Rao et al., 2010], logistic regression [Nguyen et al.,
2013a, Rosenthal and McKeown, 2011] and Naive Bayes [Tam and Martell, 2009].

The boundaries used for discretizing age have varied depending on the dataset and
experimental setup. Experiments on the blog authorship corpus [Schler et al., 2006]
used categories based on the following age spans: 13-17, 23-27, and 33-47, removing
the age ranges in between to simplify the task. Rangel et al. [2013] adopted this
approach in the Author Profiling task at PAN 2013. The following year, the difficulty
of the task at PAN 2014 was increased by considering the more fine-grained categories
of 18-24, 25-34, 35-49, 50-64 and 65+ [Rangel et al., 2014]. Zamal et al. [2012]
classified Twitter users into 18-23 and 25-30. Other studies explored boundaries at 30
[Rao et al., 2010], at 20 and 40 [Nguyen et al., 2013a], at 40 [Garera and Yarowsky,
2009] and at 18 [Burger and Henderson, 2006].

In several studies experiments have been done by varying the classification bound-
aries. Peersman et al. [2011] experimented with binary classification and boundaries
at 16, 18 and 25. Tam and Martell [2009] experimented with classifying teens versus
20s, 30s, 40s, 50s and adults. Not surprisingly, in both studies a higher performance
was obtained when using larger age gaps (e.g., teens versus 40s/50s) than when us-
ing smaller age gaps (e.g., teens versus 20s/30s) [Peersman et al., 2011, Tam and
Martell, 2009]. Rosenthal and McKeown [2011] explored a range of splits to study
differences in performance when predicting the birth year of blog authors. They re-
lated their findings to pre- and post social media generations.

For many applications, modeling age as a categorical variable might be sufficient.
However, it does have several limitations. First, selecting age boundaries has proven
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to be difficult. It is not always clear which categories are meaningful. Secondly,
researchers have used different categories depending on the age distribution of their
dataset, which makes it difficult to make comparisons across datasets.

Motivated by such limitations, recent studies have modeled age as a continuous

variable, removing the need to define age categories. Framing age prediction as a
regression task, a frequently used method has been linear regression [Nguyen et al.,
2011, 2013a, Sap et al., 2014, Schwartz et al., 2013]. Liao et al. [2014] experimented
with a latent variable model that jointly models age and topics. In their model, age-
specific topics obtain low standard deviations of age, while more general topics obtain
high standard deviations. Another approach that would remove the need to define age
categories is the unsupervised induction of age categories. Analyzing the discovered
age groups could shed more light on the relation between language use and age, but
we are not aware of existing research in this area.

2.3.3.2 Features and Patterns

The majority of studies on age prediction have focused on identifying predictive fea-
tures. While some features tend to be effective across domains, others are domain-
specific [Nguyen et al., 2011]. Features that characterize male speech have been
found to also increase with age [Argamon et al., 2007], thus simply said, males tend
to sound older than they are.

Unigrams alone already perform well [Nguyen et al., 2011, 2013a, Peersman
et al., 2011]. Features based on part of speech are effective as well. For example,
younger people tend to use more first and second person singular pronouns (e.g., I,

you), while older people more often use first person plural pronouns (e.g., we) [Bar-
bieri, 2008, Nguyen et al., 2013a, Rosenthal and McKeown, 2011]. Older people
also use more prepositions [Argamon et al., 2009, Nguyen et al., 2013a], determiners
[Argamon et al., 2009, Nguyen et al., 2011] and articles [Schwartz et al., 2013]. Most
of these studies focused on English and therefore some of these findings might not be
applicable to other languages. For example, the effectiveness of pronoun-related fea-
tures should also be studied in pro-drop languages (e.g., Turkish and Spanish).

Various studies have found that younger people use less standard language. They
use more alphabetical lengthening (e.g., niiiice) [Nguyen et al., 2013a, Rao et al.,
2010], more contractions without apostrophes (e.g., dont) [Argamon et al., 2009],
more Internet acronyms (e.g., lol) [Rosenthal and McKeown, 2011], more slang [Bar-
bieri, 2008, Rosenthal and McKeown, 2011], more swear words [Barbieri, 2008,
Nguyen et al., 2011], and more capitalized words (e.g., HAHA) [Nguyen et al., 2013a,
Rosenthal and McKeown, 2011]. Specific words such as like are also highly associ-
ated with younger ages [Barbieri, 2008, Nguyen et al., 2011]. Younger people also
use more features that indicate stance and emotional involvement [Barbieri, 2008],
such as intensifiers [Barbieri, 2008, Nguyen et al., 2013a] and emoticons [Rosenthal
and McKeown, 2011]. Younger people also use shorter words and sentences and
write shorter tweets [Burger and Henderson, 2006, Nguyen et al., 2013a, Rosenthal
and McKeown, 2011].
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2.3.3.3 Interpretation of Findings

Age prediction experiments are usually done on datasets collected at a specific point
in time. Based on such datasets, language use is modeled and compared between
users with different ages. Features that are found to be predictive or that correlate
highly with age are used to highlight how differently ‘younger’ and ‘older’ people talk
or write. However, the observed differences in language use based on such datasets
could be explained in multiple ways. Linguistic variation can occur as an individual
moves through life (age grading). In that case the same trend is observed for individu-
als at different time periods. Linguistic variation can also be a result of changes in the
community itself as it moves through time (generational change) [Bell, 2013, Sankoff,
2006]. For example, suppose we observe that younger Twitter users include more
smileys in their tweets. This could indicate that smiley usage is higher at younger
ages, but that when Twitter users grow older they decrease their usage of smileys.
However, this could also indicate a difference in smiley usage between generations
(i.e., the generation of the current younger Twitter users use more smileys compared
to the generation of the older Twitter users). This also points to the relation be-
tween synchronic variation and diachronic change. Synchronic variation is variation
across different speakers or speech communities at a particular point in time, while
diachronic change is accumulation of synchronic variation in time and frequency. To
have a better understanding of change, we need to understand the spread of variation
across time and frequency. As is the case for gender, age can be considered a social
variable and thus when only modeling chronological age, we are ignoring the agency
of speakers and that speakers follow different trajectories in their lives.

2.3.4 Location

Regional variation has been extensively studied in sociolinguistics and related ar-
eas such as dialectology [Chambers and Trudgill, 1998] and dialectometry [Wieling
and Nerbonne, 2015]. The use of certain words, grammatical constructions, or the
pronunciation of a word, can often reveal where a speaker is from. For example,
yinz (a form of the second-person pronoun) is mostly used around Pittsburgh, which
can be observed on Twitter as well [Eisenstein, 2015]. Dialectology traditionally fo-
cuses on the geographical distribution of individual or small sets of linguistic variables
[Chambers and Trudgill, 1998]. A typical approach involves identifying and plotting
isoglosses, lines that divide maps into regions where specific values of the variable pre-
dominate. The next step involves identifying bundles of isoglosses, often followed by
the identification of dialect regions. While these steps have usually been done man-
ually, computational approaches have recently been explored as well. For example,
Grieve et al. [2011] demonstrated how methods from spatial analysis can be used for
automating such an analysis.

The study of regional variation has been heavily influenced by new statistical ap-
proaches, such as from computational linguistics, machine learning and spatial anal-
ysis. A separate branch has also emerged, referred to as dialectometry [Wieling and
Nerbonne, 2015]. In contrast to dialectology, which focuses on individual linguistic
variables, dialectometry involves aggregating linguistic variables to examine linguis-
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tic differences between regions. Nerbonne [2009] argues that studies that focus on
individual variables are sensitive to noise and that therefore aggregating linguistic
variables will result in more reliable signals. This aggregation step has led to the in-
troduction of various statistical methods, including clustering, dimensionality reduc-
tion techniques and regression approaches [Heeringa and Nerbonne, 2013, Nerbonne
and Wieling, 2015, Wieling and Nerbonne, 2010]. Recently, researchers within di-
alectometry have explored the automatic identification of characteristic features of
dialect regions [Wieling and Nerbonne, 2010], a task which aligns more closely with
the approaches taken by dialectologists.

While the datasets typically used in dialectology and dialectometry studies are
still small compared to datasets used in computational linguistics, similar statistical
methods have been explored. This has created a promising starting point for closer
collaboration with computational linguistics.

2.3.4.1 Modeling Geographical Variation

Within CL, we find two lines of work on computationally modeling geographical vari-
ation.

Supervised. The first approach starts with documents labeled according to their di-
alect, which can be seen as a supervised learning approach. Most studies taking this
approach focus on automatic dialect identification, which is a variation of automatic
language identification, a well-studied research topic within the field of computa-
tional linguistics [Baldwin and Lui, 2010, Hughes et al., 2006]. While some have
considered automatic language identification a solved problem [McNamee, 2005],
still many outstanding issues exist [Hughes et al., 2006], including the identifica-
tion of dialects and closely related languages [Zampieri et al., 2014, 2015]. In stud-
ies on automatic dialect identification, various dialects have been explored, includ-
ing Arabic [Darwish et al., 2014, Elfardy and Diab, 2013, Huang, 2015, Zaidan and
Callison-Burch, 2014], Turkish [Doğruöz and Nakov, 2014], Swiss German [Scherrer
and Rambow, 2010] and Dutch [Trieschnigg et al., 2012] dialects.

Unsupervised. An alternative approach is to start with location-tagged data to auto-
matically identify dialect regions. While the models are given labels indicating the
locations of speakers, the dialect labels themselves are not observed. In the context
of modeling dialects, we consider it an unsupervised approach (although it can be
considered a supervised approach when the task is framed as a location prediction
task). The majority of the work in this area has used Twitter data, because it contains
fine-grained location information in the form of GPS data for tweets or user-provided
locations in user profiles.

Much of the research that starts with location-tagged data is done with the aim
of automatically predicting the location of speakers. The setup is thus similar to the
setup for the other tasks that we have surveyed in this section (e.g., gender and age
prediction). Eisenstein et al. [2010] developed a topic model to identify geographi-
cally coherent linguistic regions and words that are highly associated with these re-
gions. The model was tested by predicting the locations of Twitter users based on
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their tweets. While the topic of text-based location prediction has received increasing
attention [Han et al., 2012, Wing and Baldridge, 2011], using these models for the
discovery of new sociolinguistic patterns is an option that has not been fully explored
yet, since most studies primarily focus on prediction performance.

Various approaches have been explored to model the location of speakers, an as-
pect that is essential in many of the studies that start with location-tagged data. In
Wing and Baldridge [2011], locations are modeled using geodesic grids, but these
grids do not always correspond to administrative or language boundaries. Users can
also be grouped based on cities [Han et al., 2012], but such an approach is not suit-
able for users in rural areas or when the focus is on more fine-grained geographical
variation (e.g., within a city). Eisenstein et al. [2010] model regions using Gaussian
distributions, but only focus on the United States and thus more research is needed to
investigate the suitability of this approach when considering other countries or larger
regions.

2.3.4.2 Features and Patterns

Word and character n-gram models have been frequently used in dialect identification
[King et al., 2014, Trieschnigg et al., 2012, Zaidan and Callison-Burch, 2014]. Simi-
larly, many text-based location prediction systems make use of unigram word features
[Eisenstein et al., 2010, Han et al., 2012, Wing and Baldridge, 2011].

Features inspired by sociolinguistics could potentially improve performance. Dar-
wish et al. [2014] showed that for identifying Arabic dialects a better classification
performance could be obtained by incorporating known lexical, morphological and
phonological differences in their model. Scherrer and Rambow [2010] also found
that using linguistic knowledge improves over an n-gram approach. Their method is
based on a linguistic atlas for the extraction of lexical, morphological and phonetic
rules and the likelihood of these forms across German-speaking Switzerland. Doğruöz
and Nakov [2014] explored the use of light verb constructions to distinguish between
two Turkish dialects.

To support the discovery of new sociolinguistic patterns and to improve prediction
performance, several studies have focused on automatically identifying characteristic
features of dialects. Han et al. [2012] explored various feature selection methods
to improve location prediction. The selected features may reflect dialectal variation
but this was not the focus of the study. The method by Prokić et al. [2012] was
based on in-group and out-group comparisons using data in which linguistic varieties
were already grouped (e.g., based on clustering). Peirsman et al. [2010] compared
frequency-based measures, such as chi-square and log-likelihood tests, with distribu-
tional methods. Automatic methods may identify many features that vary geographi-
cally such as topic words and named entities, and an open challenge is to separate this
type of variation from the more sociolinguistically interesting variations. For exam-
ple, the observation that the word beach is used more often near coastal areas or that
Times Square is used more often in New York is not interesting from the perspective
of a sociolinguist.

Making use of location-tagged data, several studies have focused on analyzing
patterns of regional variation. Doyle [2014] analyzed the geographical distribution
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of dialectal variants (e.g., the use of double modals like might could) based on Twitter
data, and compared it with traditional sociolinguistic data collection methods. Start-
ing with a query-based approach, he uses baseline queries (e.g., I) for estimating a
conditional distribution of data given metadata. His approach achieved high correla-
tions with data from sociolinguistic studies. Jørgensen et al. [2015] studied the use
of three phonological features of African American Vernacular English using manu-
ally selected word pairs. The occurrence of the features was correlated with location
data (longitude and latitude) as well as demographic information obtained from the
US census bureau. While these approaches start with attested dialect variants, auto-
matic discovery of unknown variation patterns could potentially lead to even more
interesting results. To study how a word’s meaning varies geographically, Bamman
et al. [2014a] extended the skip gram model by Mikolov et al. [2013] by adding con-
textual variables that represent states from the US. The model then learns a global
embedding matrix and additional matrices for each context (e.g., state) to capture
the variation of a word’s meaning.

The increasing availability of longitudinal data has made it possible to study the
spreading of linguistic innovations geographically and over time on a large scale.
A study by Eisenstein et al. [2014] based on tweets in the United States indicates
that linguistic innovations spread through demographically similar areas, in particular
with regard to race.

2.3.4.3 Interpretation of Findings

Labeling texts by dialect presumes that there are clear boundaries between dialects.
However, it is not easy to make absolute distinctions between language varieties (e.g.,
languages, dialects). Chambers and Trudgill [1998] illustrate this with the example
of traveling from village to village in a rural area. Speakers from villages at larger
distances have more difficulty understanding each other compared to villages that
are closer to each other, but there is no clear-cut distance at which speakers are no
longer mutually intelligible. A computational approach was taken by Heeringa and
Nerbonne [2001] to shed more light on this puzzling example. Besides linguistic dif-
ferences, boundaries between language varieties are often influenced by other factors
such as political boundaries [Chambers and Trudgill, 1998]. Therefore, deciding on
the appropriate labels to describe linguistic communication across different groups of
speakers (in terms of language, dialect, minority language, regional variety, etc.) is
an on-going issue of debate. The arbitrariness of the distinction between a language
and dialect is captured with the popular expression "A language is a dialect with an

army and navy" [Bright, 1997]. Methods that do not presume clear dialect boundaries
are therefore a promising alternative. However, such methods then rely on location-
tagged data, which is usually only available for a portion of the data.

2.3.5 Text Classification Informed by Identity Information

So far, we have focused on automatically predicting the variables themselves (e.g.,
gender, age, location) but linguistic variation related to the identity of speakers can
also be used to improve various other NLP tasks. Dadvar et al. [2012] trained gender-
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specific classifiers to detect instances of cyberbullying, noticing that language used
by harassers varies by gender. To improve the prediction performance of detecting
the power direction between participants in emails, Prabhakaran et al. [2014b] in-
corporated the gender of participants in e-mail conversations and the overall ‘gender
environment’ as features in their model. Volkova et al. [2013] studied gender differ-
ences in the use of subjective language on Twitter. Representing gender as a binary
feature was not effective, but the use of features based on gender-dependent senti-
ment terms improved subjectivity and polarity classification. Hovy [2015] found that
training gender- or age-specific word embeddings improved tasks such as sentiment
analysis and topic classification.

2.4 Language and Social Interaction

The previous section explored computational approaches to the study of identity con-
struction through language. We discussed variables such as gender, age and geograph-
ical location, thereby mostly focusing on the influence of social structures on language
use. However, as we also pointed out in the previous section, speaker agency enables
violations of conventional language patterns. Speakers do not act in isolation, but
they are part of pairs, groups and communities. Social interaction contexts produce
the opportunity for variation due to agency. In response to the particulars of these so-
cial settings and encounters (e.g., the addressee or audience, topic, and social goals of
the speakers), there is thus much variation within individual speakers. The variation
that is related to the context of interaction will be the focus of this section.

We start this section with a discussion of data sources for large-scale analyses of
language use in pairs, groups and communities (Subsection 2.4.1). Next, we dis-
cuss computational approaches to studying how language reflects and shapes foot-
ing within social relationships (Subsection 2.4.2). Much of this work has revolved
around the role of language in power dynamics by studying how speakers use lan-
guage to maintain and change power relations [Fairclough, 1989]. We will continue
with a discussion on style-shifting (i.e., the use of different styles by a single speaker)
in Subsection 2.4.3. We will discuss two prominent frameworks within sociolinguis-
tics, Audience Design [Bell, 1984] and Communication Accommodation Theory [Giles
et al., 1991], and discuss how these frameworks have been studied within the compu-
tational linguistics community. Finally, we will move our focus to the community level
and discuss computational studies on how members adapt their language to conform
to or sometimes diverge from community norms. One might speculate about how
these micro-level processes might eventually become conventional, and therefore con-
sider how these processes may lead to language change over time (Subsection 2.4.4).

2.4.1 Data Sources

Many of the types of data that are relevant for the investigation of concepts of social
identity, are also relevant for work on communication dynamics in pairs, groups and
communities. The availability of detailed interaction recordings in online data has
driven and enabled much of the work on this topic within computational linguistics.
A variety of online discussion forums have been analyzed, including online cancer
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support communities [Nguyen and Rosé, 2011, Wang et al., 2014], a street gang
forum [Piergallini et al., 2014], and more recently discussion forums in Massive Open
Online Courses (MOOCs) [Wen et al., 2014a,b]. Review sites, such as TripAdvisor
[Michael and Otterbacher, 2014], IMDb [Hemphill and Otterbacher, 2012] and beer
review communities [Danescu-Niculescu-Mizil et al., 2013b], have also been used in
studies on language in online communities.

The Enron email corpus is another frequently used data source. The Enron corpus
is a large email corpus with messages from Enron employees, which was made public
during the legal investigation of the Enron corporation. The corpus has been used in
various studies, for example, investigations related to email classification [Klimt and
Yang, 2004] and structure of communication networks [Diesner and Carley, 2005].
In particular, in studies on language and social dynamics, the Enron email corpus has
featured in analyses of power relationships [Diehl et al., 2007, Gilbert, 2012, Prab-
hakaran et al., 2012a, 2014b], since Enron’s organizational structure is known and
can be integrated in studies on hierarchical power structures connected with quanti-
tative capacity theories of power. Such theories treat power as a stable characteristic
that inheres in a person. An example theory within this space is Resource Dependency
Theory [Pfeffer and Salancik, 1978].

For studies that involve more dynamic notions of power (e.g., identifying individ-
uals who are pursuing power), other resources have also been explored, including
Wikipedia Talk Pages [Bender et al., 2011, Bracewell et al., 2012, Danescu-Niculescu-
Mizil et al., 2012, Swayamdipta and Rambow, 2012], transcripts of political de-
bates [Prabhakaran et al., 2013, 2014a] and transcripts of Supreme Court arguments
[Danescu-Niculescu-Mizil et al., 2012].

2.4.2 Shaping Social Relationships

Language is not only a means to exchange information but language also contributes
to the performance of action within interaction. Language serves simultaneously as a
reflection of the relative positioning of speakers to their conversation partners as well
as actions that accompany those positions [Ribeiro, 2006]. Sometimes distributions of
these actions can be considered to cohere to such a degree that they can be thought
of as defining conversational roles [Yang et al., 2015]. At a conceptual level, this
work draws heavily from a foundation in linguistic pragmatics [Grice, 1975, Levin-
son, 1983] as well as sociological theories of discourse [Gee, 2011, Tannen, 1993],
which each provide a complementary view. Concepts related to expectations or norms
that provide the foundation for claiming such positions may similarly be described ei-
ther from a philosophical perspective or a sociological one [Postmes et al., 2000]. In
viewing interaction as providing a context in which information and action may flow
towards the accomplishment of social goals, speakers position themselves and oth-
ers as sources or recipients of such information and action [Martin and Rose, 2003].
When performatives, i.e., speech acts used to perform an action, break norms related
to social positions, they have implications for relational constructs such as politeness
[Brown and Levinson, 1987], which codifies rhetorical strategies for acknowledging
and managing relational expectations while seeking to accomplish extra-relational
goals. In the remaining part of this section, we focus on computational studies within
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this theme. We first discuss the general topic of automatic extraction of social rela-
tionships from text, and then focus on power and politeness.

Automatic extraction of social relationships. Recognizing that language use may reveal
cues about social relationships, studies within CL have explored the automatic ex-
traction of different types of social relationships based on text. One distinction that
has been made is between weak ties (e.g., acquaintances) and strong ties (e.g., fam-
ily and close friends) [Granovetter, 1973]. Gilbert and Karahalios [2009] explored
how different types of information (including messages posted) can be used to pre-
dict tie strength on Facebook. In this study, the predictions were done for ties within
a selected sample. Bak et al. [2012] studied differences in self-disclosure on Twit-
ter between strong and weak ties using automatically identified topics. Twitter users
disclose more personal information to strong ties, but they show more positive senti-
ment towards weak ties, which may be explained by social norms regarding first-time
acquaintances on Twitter.

Other studies have automatically extracted social relationships from more exten-
sive datasets, enabling analyses of the extracted network structures. These studies
have focused on extracting signed social networks, i.e., networks with positive and
negative edges, for example based on positive and negative affinity between individu-
als or formal and informal relationships. Work within this area has drawn from Struc-
tural Balance Theory [Heider, 1946], which captures intuitions such as that when two
individuals have a mutual friend, they are likely to be friends as well, and from Sta-
tus Theory [Leskovec et al., 2010], which involves edges that are directed and reflect
status differences. Hassan et al. [2012] developed a machine learning classifier to
extract signed social networks and found that the extracted network structure mostly
agreed with Structural Balance Theory. Krishnan and Eisenstein [2015] proposed an
unsupervised model for extracting signed social networks, which they used to extract
formal and informal relations in a movie-script corpus. Furthermore, their model also
induced the social function of address terms (e.g., dude). To infer edge signs in a so-
cial network, West et al. [2014] formulated an optimization problem that combined
two objectives, capturing the extent to which the inferred signs agreed with the pre-
dictions of a sentiment analysis model, and the extent to which the resulting triangles
corresponded with Status and Structural Balance Theory.

Power. Work on power relations draws from social psychological concepts of rela-
tive power in social situations [Guinote and Vescio, 2010], in particular aspects of
relative power that operate at the level of individuals in relation to specific others
within groups or communities. Relative power may be thought of as operating in
terms of horizontal positioning or vertical positioning: Horizontal positioning relates
to closeness and related constructs such as positive regard, trust and commitment,
while vertical positioning relates to authority and related constructs such as approval
and respect among individuals within communities. Within the areas of linguistics
and computational linguistics, investigations have focused on how speakers use lan-
guage to maintain and change power relations [Fairclough, 1989].



2

46 | Chapter 2

Within computational linguistics, much of the work related to analysis of power
as it is reflected through language has focused on automatically identifying power
relationships from text. Though some of the literature cited above is referenced in
this work, the engagement between communities has remained so far at a simple
level. Fine-grained distinctions between families of theories of power, and subtleties
about the relationship between power and language are frequently glossed over. One
way in which this is visible is in the extent to which the locus of meaning is treated
as though it is in the text itself rather than an emergent property of the interaction
between speakers. Though some references to external power structures and transient
power relationships are mentioned, much room remains for deeper reflection on the
connection between power and language.

Research in the computational linguistics community related to these issues is nor-
mally centered around classification tasks. Earlier studies have focused on hierarchi-
cal power relations based on the organizational structure, thereby frequently making
use of the Enron corpus. Bramsen et al. [2011] extracted messages between pairs
of participants and developed a machine learning classifier to automatically deter-
mine whether the messages of an author were UpSpeak (directed towards a person
of higher status) or DownSpeak (directed towards a person of lower status). With
a slightly different formulation of the task, Gilbert [2012] used logistic regression
to classify power relationships in the Enron corpus and identified the most predictive
phrases. Besides formulating the task as a classification task, ranking approaches have
been explored as well [Diehl et al., 2007, Nguyen et al., 2014d, Prabhakaran et al.,
2013]. For example, Prabhakaran et al. [2013] predicted the ranking of participants
in political debates according to their relative poll standings.

Studies based on external power structures, such as the organizational structure
of a company, treat power relations as static. Recent studies have adopted more
dynamic notions of power. For example, Prabhakaran et al. [2012a] discuss a setting
with an employee in a Human Resources department who interacts with an office
manager. The HR employee has power over the office manager when the situation is
about enforcing a HR policy, but the power relation will be reversed when the topic is
allocation of new office space. In their study using the Enron corpus, they compared
manual annotations of situational power with the organization hierarchy and found
that these were not well aligned. Other studies have focused on a dynamic view
of power as arising through asymmetries with respect to needed resources or other
goals, as characterized in consent-based theories of power such as exchange theory
[Guinote and Vescio, 2010]. For example, studies on identifying persons who are
pursuing power [Bracewell et al., 2012, Swayamdipta and Rambow, 2012], detecting
influencers [Biran et al., 2012, Huffaker, 2010, Nguyen et al., 2014d, Quercia et al.,
2011] and studying how language use changes when users change their status in
online communities [Danescu-Niculescu-Mizil et al., 2012].

Depending on the conceptualization of power and the used dataset, labels for
the relations or roles of individuals have been collected in different ways, such as
based on the organizational structure of Enron [Bramsen et al., 2011, Gilbert, 2012],
the number of followers in Twitter [Danescu-Niculescu-Mizil et al., 2011], standings
in state and national polls to study power in political debates [Prabhakaran et al.,
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2013], admins and non-admins in Wikipedia [Bender et al., 2011, Danescu-Niculescu-
Mizil et al., 2012], and manual annotation [Biran et al., 2012, Nguyen et al., 2014d,
Prabhakaran and Rambow, 2013].

Many computational approaches within this sphere build on a foundation from
pragmatics related to speech act theory [Austin, 1975, Searle, 1969], which has most
commonly been represented in what are typically referred to as conversation, dialog
or social acts [Bender et al., 2011, Ferschke et al., 2012]. Such categories can also
be combined into sequences [Bracewell et al., 2012]. Other specialized representa-
tions are also used, such as features related to turn taking style [Prabhakaran et al.,
2013, Swayamdipta and Rambow, 2012], topic control [Nguyen et al., 2014d, Prab-
hakaran et al., 2014a, Strzalkowski et al., 2012], and ‘overt displays of power’, which
Prabhakaran et al. [2012b] define as utterances that constrain the addressee’s actions
beyond what the underlying dialog act imposes.

Politeness. Polite behavior contributes to maintaining social harmony and avoiding
social conflict [Holmes, 2013]. Automatic classifiers to detect politeness have been
developed to study politeness strategies on a large scale. According to politeness
theory by Brown and Levinson [1987], three social factors influence linguistically
polite behavior: social distance, relative power, and ranking of the imposition (i.e.,
cost of the request). Drawing from this theory, Peterson et al. [2011] performed a
study on the Enron corpus by training classifiers to automatically detect formality
and requests. Emails that contained requests or that were sent to people of higher
ranks indeed tended to be more formal. According to politeness theory, speakers with
greater power than their addressees are expected to be less polite [Brown and Levin-
son, 1987]. Danescu-Niculescu-Mizil et al. [2013a] developed a politeness classifier
and found that in Wikipedia polite editors were more likely to achieve higher status,
but once promoted, they indeed became less polite. In StackExchange, a site with
an explicit reputation system, users with a higher reputation were less polite than
users with a lower reputation. Their study also revealed new interactions between
politeness markings (e.g., please) and morphosyntactic context.

2.4.3 Style Shifting

According to Labov [1972], there are no single-style speakers since speakers may
switch between styles (style-shifting) depending on their communication partners
(e.g., addressee’s age, gender and social background). Besides the addressee, other
factors such as the topic (e.g., politics vs. religion) or the context (e.g., a courtroom
vs. family dinner) can contribute to style shifting. In early studies, Labov stated that
"styles can be arranged along a single dimension, measured by the amount of attention

paid to speech" [Labov, 1972], which thus views style shifting as mainly something
responsive. The work by Labov on style has been highly influential, but not everyone
agreed with his explanation for different speech styles. We will discuss two theories
(Communication Accommodation Theory and Audience Design) that have received
much attention in both sociolinguistics and computational linguistics and that focus
on the role of audiences and addressees on style. Even more recent theories are em-
phasizing the agency of speakers as they employ different styles to represent them-
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selves in a certain way or initiate a change in the situation. Besides switching between
styles, multilingual speakers may also switch between languages or dialects. This is
discussed in more depth in Section 2.5.

Communication Accommodation Theory. Communication Accommodation Theory (CAT)
[Giles et al., 1973, 1991, Soliz and Giles, 2014] seeks to explain why speakers accom-
modate5 to each other during conversations. Speakers can shift their behavior to
become more similar (convergence) or more different (divergence) to their conver-
sation partners. Convergence reduces the social distance between speakers and con-
verging speakers are often viewed as more favorable and cooperative. CAT has been
developed in the 1970s and has its roots in the field of social psychology. While CAT
has been studied extensively in controlled settings, e.g., Gonzales et al. [2010], only
recently studies have been performed in uncontrolled settings such as Twitter con-
versations [Danescu-Niculescu-Mizil et al., 2011], online forums [Jones et al., 2014],
Wikipedia Talk pages and Supreme Court arguments [Danescu-Niculescu-Mizil et al.,
2012], and even movie scripts [Danescu-Niculescu-Mizil and Lee, 2011].

Speakers accommodate to each other on a variety of dimensions, ranging from
pitch and gestures, to the words that are used. Within computational linguistics, re-
searchers have focused on measuring linguistic accommodation. LIWC has frequently
been employed in these studies to capture stylistic accommodation, for example as
reflected in the use of pronouns [Danescu-Niculescu-Mizil and Lee, 2011, Danescu-
Niculescu-Mizil et al., 2011, Jones et al., 2014, Niederhoffer and Pennebaker, 2002].
Speakers do not necessarily converge on all dimensions [Giles et al., 1991], which has
also been observed on Twitter [Danescu-Niculescu-Mizil et al., 2011]. Although ear-
lier studies used correlations of specific features between participants, at turn level or
overall conversation level [Levitan et al., 2011, Niederhoffer and Pennebaker, 2002,
Scissors et al., 2009], these correlations fail to capture the temporal aspect of ac-
commodation. The measure developed by Danescu-Niculescu-Mizil et al. [2011] is
based on the increase in probability of a response containing a certain stylistic dimen-
sion given that the original message contains that specific stylistic dimension. Wang
et al. [2014] used a measure based on repetition of words (or syntactic structures)
between target and prime posts. Jones et al. [2014] proposed a measure that takes
into account that speakers differ in their tendency to accommodate to others. Simi-
larly, Jain et al. [2012] used a Dynamic Bayesian Model to induce latent style states
that group related style choices together in a way that reflects relevant styles within a
corpus. They also introduce global accommodation states that provide more context
in identification of style shifts in interactions that extend for more than a couple of
turns.

Social roles and orientations taken up by speakers influence how conversations
play out over time and computational approaches to measure accommodation have
been used to study power dynamics [Danescu-Niculescu-Mizil et al., 2011, 2012,
Jones et al., 2014]. In a study on power dynamics in Wikipedia Talk pages and
Supreme court debates, Danescu-Niculescu-Mizil et al. [2012] found that people with

5The phenomenon of adapting to the conversation partner has also been known as ‘alignment’, ‘co-
ordination’ and ‘entrainment’.
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a lower status accommodated more than people with a higher status. In addition,
users accommodated less once they became an admin in Wikipedia. Using the same
Wikipedia data, Noble and Fernández [2015] found that users accommodated more
towards users that occupied a more central position, based on eigenvector and be-
tweenness centrality, in the social network. Furthermore, whether a user was an
admin did not had a significant effect on the amount of coordination that highly cen-
tral users received. From a different angle, Gweon et al. [2013] studied transactive
exchange in debate contexts. Transactivity is a property of an assertion that requires
that it displays reasoning (e.g., a causal mechanism) and refers to or integrates an
idea expressed earlier in the discussion. In this context, high concentrations of trans-
activity reflect a balance of power in a discussion. In their data, higher levels of speech
style accommodation were correlated with higher levels of transactivity.

Audience design. In a classical study set in New Zealand, Allan Bell found that news-
readers used different styles depending on which radio station they were talking for,
even when they were reporting the same news on the same day. Bell’s audience de-
sign framework [Bell, 1984] explains style shifting as a response to audiences and
shares similarities with CAT. One of the differences with CAT is that different types of
audiences are defined from the perspective of the speaker (ranging from addressee
to eavesdropper) and thus can also be applied to settings in which there is only a
one-way interaction (such as broadcasting). Social media provides an interesting set-
ting to study how audiences influence style. In many social media platforms, such as
Twitter or Facebook, multiple audiences (e.g., friends, colleagues) are collapsed into
a single context. Users of such platforms often imagine an audience when writing
messages and they may target messages to different audiences [Marwick and boyd,
2011].

Twitter has been the focus of several recent large-scale studies on audience de-
sign. In a study on how audiences influence the use of minority languages on Twitter,
Nguyen et al. [2015a] showed how characteristics of the audience influence language
choice on Twitter by analyzing tweets from multilingual users in the Netherlands us-
ing automatic language identification. Tweets directed to larger audiences were more
often written in Dutch, while within conversations users often switched to the minor-
ity language. In another study on audience on Twitter, Bamman and Smith [2015]
showed that incorporating features of the audience improved sarcasm detection. Fur-
thermore, their results suggested that users tend to use the hashtag #sarcasm when
they are less familiar with their audience. Pavalanathan and Eisenstein [2015b] stud-
ied two types of non-standard lexical variables: those strongly associated with specific
geographical regions of the United States and variables that were frequently used in
Twitter but considered non-standard in other media. The use of non-standard lexical
variables was higher in messages with user mentions, which are usually intended for
smaller audiences, and lower in messages with hashtags, which are usually intended
for larger audiences. Furthermore, non-standard lexical variables were more often
used in tweets addressed to individuals from the same metropolitan area. Using a
different data source, Michael and Otterbacher [2014] showed that reviewers on the
TripAdvisor site adjust their style to the style of preceding reviews. Moreover, the
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extent to which reviewers are influenced correlates with attributes such as experience
of the reviewer and their sentiment towards the reviewed attraction.

2.4.4 Community Dynamics

As we just discussed, people adapt their language use towards their conversation part-
ner. Within communities, norms emerge over time through interaction between mem-
bers, such as the use of slang words and domain-specific jargon [Danescu-Niculescu-
Mizil et al., 2013b, Nguyen and Rosé, 2011], or conventions for indicating retweets
in Twitter [Kooti et al., 2012]. Community members employ such markers to signal
their affiliation. In an online gangs forum, for example, graffiti style features were
used to signal group affiliation [Piergallini et al., 2014]. To become a core member
of a community, members adopt such community norms. As a result, often a change
in behavior can be observed when someone joins a community. Multiple studies have
reported that members of online communities decrease their use of first person singu-
lar pronouns (e.g., I) over time and increase their use of first person plural pronouns
(e.g., we) [Cassell and Tversky, 2005, Danescu-Niculescu-Mizil et al., 2013b, Nguyen
and Rosé, 2011], suggesting a stronger focus on the community. Depending on the
frequency of use and social factors, local accommodation effects could influence how
languages change in the long term [Labov, 1994, 2001]. Fine-grained, large-scale
analyses of language change are difficult in offline settings, but the emergence of
online communities has enabled computational approaches for analyzing language
change within communities.

Early investigations of this topic were based on data from non-public communities,
such as email exchanges between students during a course [Postmes et al., 2000] and
data from the Junior Summit ’98, an online community where children from across
the world discussed global issues [Cassell and Tversky, 2005, Huffaker et al., 2006].
In these communities, members joined at the same time. Furthermore, the studies
were based on data spanning only several months.

More recent studies have used data from public, online communities, such as on-
line forums and review sites. Data from these communities typically span longer time
periods (e.g., multiple years). Members join these communities intermittently and
thus, when new users join, community norms have already been established. Nguyen
and Rosé [2011] analyzed an online breast cancer community, in which long-time
members used forum-specific jargon, highly informal style, and showed familiarity
and emotional involvement with other members. Time periods were represented by
the distribution of high frequency words and measures such as Kullback-Leibler di-
vergence were used to study how language changed over time. Members who joined
the community showed increasing conformity to community norms during the first
year of their participation. Based on these observations, a model was developed
to determine membership duration. Hemphill and Otterbacher [2012] also studied
how members adopt community norms over time but focused specifically on gender
differences. They studied changes in the use of various characteristics, such as hedg-
ing, word/sentence complexity and vocabulary richness, in IMDb (the Internet Movie
Database), a community in which males tend to receive higher prestige than females.
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Not only members change their behavior over time as they participate in a com-
munity, communities themselves are also constantly evolving. Kershaw et al. [2016]
identified and analyzed word innovations in Twitter and Reddit based on variation in
frequency, form and meaning. They performed their analyses at a global level, i.e.,
the whole dataset, and at a community level, based on applying a community detec-
tion algorithm to the Reddit data and grouping the geotagged tweets by geopolitical
units.

Language change at both member level and community level was analyzed by
Danescu-Niculescu-Mizil et al. [2013b] in two beer review communities. Language
models were created based on monthly snapshots to capture the linguistic state of
a community over time. Cross-entropy was then used to measure how much a cer-
tain post deviated from a language model. Members in these communities turned
out to follow a two-stage lifecycle: They first align with the language of the com-
munity (innovative learning phase), however at some point they stop adapting their
language (conservative phase). The point at which members enter the conservative
phase turned out to be dependent on how long a user would end up staying in the
community.

These studies illustrate the potential of using large amounts of online data to study
language change in communities in a quantitative manner. However, in such analyses
biases in the data should be considered carefully, especially when the dynamics and
content of the data are not understood fully. For example, Pechenick et al. [2015]
call into question the findings on linguistic change based on the Google books corpus,
due to its bias towards scientific publications. Furthermore, they point out that prolific
authors in the dataset can influence the findings as well.

2.5 Multilingualism and Social Interaction

Languages evolve due to the interaction of speakers within and outside their speech
communities. Within sociolinguistics, multilingual speakers and speech communities
have been studied widely with respect to the contexts and conditions of language
mixing and/or switching across languages. We use the term ‘multilingual speaker’
for someone who has a repertoire of various languages and/or dialects and who may
mix them depending on contextual factors like occasion (e.g., home vs. work) and
conversation partners (e.g., family vs. formal encounters). This section is dedicated
to computational approaches for analyzing multilingual communication in relation to
the social and linguistic contexts. We first start with a brief introduction into mul-
tilingual communication from a sociolinguistic point of view. Later, we expand the
discussion to include the analysis of multilingual communication using computational
approaches.

Human mobility is one of the main reasons for interaction among speakers of
different languages. Weinreich [1953] was one of the first to explain why and how
languages come into contact and evolve under each other’s influence in a systematic
manner. Sociolinguists [Auer, 1988, Gumperz, 1982, Myers-Scotton, 2002, Poplack
et al., 1988] have studied various aspects of language contact and mixing across
different contact settings.
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Language mixing and code-switching are used interchangeably and there is not al-
ways a consensus on the terminology. According to Gumperz [1982], language mixing
refers to the mixing of languages within the same text or conversation. Wei [1998]
describes language alternations at or above the clause level and calls it code-mixing.
Romaine [1995] differentiates between inter-sentential (i.e., across sentences) and
intra-sentential (i.e., within the same sentence) switches. Poplack et al. [1988] refer
to complete languages shifts of individual users as code-switching.

Language mixing spans across a continuum ranging from occasional switches
(e.g., words or fixed multi-word expressions) to more structural ones (e.g., morpho-
logical, syntactic borrowings). The duration and intensity of interaction between
speakers of contact languages influence the types of switches. When the frequency of
switched words increases in use, they may get established in the speech community
and become borrowed/loan words (e.g., hip hop-related Anglicisms in a German hip
hop forum [Garley and Hockenmaier, 2012]).

Earlier studies on language mixing were mostly based on multilingual spoken data
collected in controlled or naturalistic settings [Auer, 1988, Myers-Scotton, 1995].
Nowadays, the wide-spread use of internet in multilingual populations provides am-
ple opportunities for large-scale and in-depth analyses of mixed language use in on-
line media [Danet and Herring, 2007, Hinnenkamp, 2008, Hinrichs, 2006, Paolillo,
2001, Tsaliki, 2003]. Still most of these studies focus on qualitative analyses of mul-
tilingual online communication with limited data in terms of size and duration.

The rest of this section presents a discussion of data sources for studying mul-
tilingual communication on a large scale (Subsection 2.5.1). Consequently, we dis-
cuss research on adapting various NLP tools to process mixed-language texts (Sub-
section 2.5.2). We conclude this section with a discussion of studies that analyze,
or even try to predict, the use of multiple languages in multilingual communication
(Subsection 2.5.3).

2.5.1 Data Sources

In sociolinguistics, conversational data is usually collected by the researchers them-
selves, either among small groups of speakers at different times [Doğruöz and Backus,
2007, 2009] or from the same group of speakers longitudinally [Milroy and Milroy,
1978, Trudgill, 2003]. Multilingual data from online environments is usually ex-
tracted in small volumes and for short periods, often because resources or technical
support are lacking.

Within computational linguistics, there is a growing interest in the automatic pro-
cessing of mixed-language texts. Lui et al. [2014] and Yamaguchi and Tanaka-Ishii
[2012] studied automatic language identification in mixed-language documents from
Wikipedia by artificially concatenating texts from monolingual sources into multilin-
gual documents. However, such approaches lead to artificial language boundaries.
More recently, social media (such as Facebook [Vyas et al., 2014], Twitter [Jurgens
et al., 2014, Peng et al., 2014, Solorio et al., 2014] and online forums [Nguyen and
Doğruöz, 2013]) provide large volumes of data for analyzing multilingual commu-
nication in social interaction. Transcriptions of conversations have been explored by
Solorio and Liu [2008b], however their data was limited to three speakers. Language
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pairs that have been studied for multilingual communication include English-Hindi
[Vyas et al., 2014], Spanish-English [Peng et al., 2014, Solorio and Liu, 2008a,b],
Turkish-Dutch [Nguyen and Doğruöz, 2013], Mandarin-English [Adel et al., 2013,
Peng et al., 2014], and French-English [Jurgens et al., 2014]. Besides being a valu-
able resource for studies on multilingual social interaction, multilingual texts in social
media have also been used to improve general-purpose machine translation systems
[Huang and Yates, 2014, Ling et al., 2013].

Processing and analyzing mixed-language data often requires identification of lan-
guages at the word level. Language identification is a well-researched problem in CL
and we discussed it in the context of dialect identification in Subsubsection 2.3.4.1.
Here, we discuss language identification for mixed-language texts. Several datasets
are publicly available to stimulate research on language identification in mixed-language
texts, including data from the shared task on Language Identification in Code-Switched
Data [Solorio et al., 2014] covering four different language pairs on Twitter, roman-
ized Algerian Arabic and French texts from the comments section of an online Algerian
newspaper [Cotterell et al., 2014], Turkish-Dutch forum posts [Nguyen and Doğruöz,
2013] and web documents in different languages [King and Abney, 2013].

Annotation at a fine-grained level such as individual words has introduced new
challenges in the construction of datasets. More fine-grained annotations require
more effort and sometimes the segments are so short that they can no longer be
clearly attributed to a particular language. For example, annotating the language of
named entities remains a challenge in mixed-language texts. Named entities have
been labeled according to the context [King and Abney, 2013], ignored in the evalu-
ation [Elfardy and Diab, 2012b, Nguyen and Doğruöz, 2013] or treated as a separate
category [Elfardy and Diab, 2012a, Solorio et al., 2014]. Annotation at the level of
sentences is also challenging. For example, Zaidan and Callison-Burch [2014] an-
notated a large corpus for Arabic dialect identification using crowdsourcing. Their
analysis indicated that many annotators over-identify their native dialect (i.e., they
were biased towards labeling texts as written in their own dialect). Elfardy and Diab
[2012a] presented guidelines to annotate texts written in dialectal variants of Arabic
and Modern Standard Arabic at the word level.

2.5.2 NLP Tools for Multilingual Data

Most of the current NLP tools, such as parsers, are developed for texts written in a
single language. Therefore, such tools are not optimized for processing texts contain-
ing multiple languages. In this section, we discuss the development of NLP tools that
specifically aim to support the processing of multilingual texts. We start with research
on automatic language identification, which is an important step in the preprocessing
pipeline of many language-specific analysis tasks. Mixed-language documents have
introduced new challenges to this task. We then continue with a discussion of work
on various other NLP tools (e.g., parsers, topic modeling).

Automatic language identification. Automatic language identification is often the first
step for systems that process mixed-language texts [Vyas et al., 2014]. Furthermore,
it supports large-scale analyses of patterns in multilingual communication [Jurgens
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et al., 2014, Kim et al., 2014, Papalexakis et al., 2014]. Most of the earlier research
on automatic language identification focused on document-level identification of a
single language [Baldwin and Lui, 2010]. To handle mixed-language texts, more
fine-grained approaches have been explored, ranging from language identification
at the sentence [Elfardy and Diab, 2013, Zaidan and Callison-Burch, 2014, Zampieri
et al., 2014] and word level [Elfardy and Diab, 2012b, King and Abney, 2013, Nguyen
and Doğruöz, 2013, Solorio et al., 2014, Voss et al., 2014], approaches for text seg-
mentation [Yamaguchi and Tanaka-Ishii, 2012], and estimating the proportion of the
various languages used within documents [Lui et al., 2014, Prager, 1999]. Depend-
ing on the application, different approaches may be suitable, but studies that analyze
patterns in multilingual communication have mostly focused on word-level identifica-
tion [Nguyen and Doğruöz, 2013, Solorio et al., 2014]. Off-the-shelf tools developed
for language identification at the document level (e.g., the TextCat program [Cav-
nar and Trenkle, 1994]) are not effective for word-level identification [Alex, 2005,
Nguyen and Doğruöz, 2013]. Language models [Elfardy and Diab, 2012b, Nguyen
and Doğruöz, 2013] and dictionaries [Alex, 2005, Elfardy and Diab, 2012b, Nguyen
and Doğruöz, 2013], which are also commonly used in automatic language identifi-
cation at the document level, have been explored. Furthermore, the context around
the words has been exploited using Conditional Random Fields for language identifi-
cation at the word level [King and Abney, 2013, Nguyen and Doğruöz, 2013].

Parsing. Early studies on language mixing within computational linguistics focused
on developing grammars to model language mixing (e.g., Joshi [1982]). However, the
models developed in these early studies were not tested on empirical data. The more
recently developed systems have been validated on large, real-world data. Solorio
and Liu [2008b] explored various strategies to combine monolingual taggers to parse
mixed-language texts. The best performance was obtained by including the output
of the monolingual parsers as features in a machine learning algorithm. Vyas et al.
[2014] studied the impact of different preprocessing steps on POS tagging of English-
Hindi data collected from Facebook. Language identification and transliteration were
the major challenges that impacted POS performance.

Language and topic models. Language models have been developed to improve speech
recognition for mixed-language speech, by adding POS and language information to
the language models [Adel et al., 2013] or by incorporating syntactic inversion con-
straints [Li and Fung, 2012]. Peng et al. [2014] developed a topic model that infers
language-specific topic distributions based on mixed-language text. The main chal-
lenge for their model was aligning the inferred topics across languages.

2.5.3 Analysis and Prediction of Multilingual Communication

According to Thomason [2001], Gardner-Chloros and Edwards [2004], and Bhatt
and Bolonyai [2011], social factors (e.g., attitudes and motives of the speakers, social
and political context) are as important as linguistic factors in multilingual settings.
Large-scale analysis of social factors in multilingual communication has only recently
been possible with the availability of automatic language identification tools.
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Twitter is frequently used as a resource for such studies. Focusing on language
choice at the user level, researchers have extracted network structures, based on fol-
lowers and followees [Eleta and Golbeck, 2014, Kim et al., 2014], or mentions and
retweets [Hale, 2014], and analyzed the relation between the composition of such
networks and the language choices of users. Users tweeting in multiple languages are
often found to function as a bridge between communities tweeting in one language.
Besides analyzing language choice at the user level, there is also an interest in the
language choices for individual tweets. Jurgens et al. [2014] studied tweets written
in one language but containing hashtags in another language. Automatic language
identification was used to identify the languages of the tweets. However, as they
note, some tweets were written in another language because they were automatically
generated by applications rather than being a conscious choice of the user. Nguyen
et al. [2015a] studied users in the Netherlands who tweeted in a minority language
(Limburgish or Frisian) as well as in Dutch. Most tweets were written in Dutch, but
during conversations users often switched to the minority language (i.e., Limburgish
or Frisian). Mocanu et al. [2013] analyzed the geographic distribution of languages
in multilingual regions and cities (such as New York and Montreal) using Twitter.

In addition to the analysis of patterns in multilingual communication, several stud-
ies have explored the automatic prediction of language switches. The task may seem
similar to automatic language identification, yet there are differences between the
two tasks. Rather than determining the language of an utterance, it involves predict-
ing whether the language of the next utterance is the same without having access to
the next utterance itself. Solorio and Liu [2008a] were the first to predict whether
a speaker will switch to another language in English-Spanish bilingual spoken con-
versations based on lexical and syntactic features. The approach was evaluated us-
ing standard machine learning metrics as well as human evaluators who rated the
naturalness/human-likeness of the sentences the system generated. Papalexakis et al.
[2014] predicted when multilingual users switch between languages in a Turkish-
Dutch online forum using various features, including features based on multi-word
units and emoticons.

2.6 Research Agenda

Computational sociolinguistics is an emerging multidisciplinary field. Closer collab-
oration between sociolinguists and computational linguists could be beneficial to re-
searchers from both fields. In this chapter, we have outlined some challenges related
to differences in data and methods that must be addressed in order for synergy to be
effective. In this section, we summarize the main challenges for advancing the field
of computational sociolinguistics. These fall under three main headings, namely, ex-
panding the scope of inquiry of the field, adapting methods to increase compatibility,
and offering tools.

2.6.1 Expanding the Scope of Inquiry

The field of computational linguistics has begun to investigate issues that overlap with
those of the field of sociolinguistics. The emerging availability of data that is of inter-
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est to both communities is an important factor, but in order for real synergy to come
out of this, additional angles in the research agendas and tuning of the methodologi-
cal frameworks in the respective communities would be needed.

Going beyond lexical and stylistic variation. Many studies within CL focus on lexical
variation (e.g., Section 2.3 on social identity), possibly driven by the focus on pre-
diction tasks. Stylistic variation has also received attention. Several of the discussed
studies focus on variation in the usage of functional categories. For example, they
zoom in on the usage of determiners, prepositions and pronouns for studying linguis-
tic style accommodation (Subsection 2.4.3). Others employ measures such as average
word and sentence length (e.g., in Section 2.3). Advances in the area of stylometry
[Stamatatos, 2009] could inspire the exploration of more fine-grained features to
capture style. Besides lexical and stylistic variation, linguistic variation also occurs at
many other levels. Some computational studies have focused on phonological [Eisen-
stein, 2013b, Jain et al., 2012, Jørgensen et al., 2015] and syntactic [Doyle, 2014,
Gianfortoni et al., 2011, Johannsen et al., 2015, Wiersma et al., 2011] variation, but
so far the number of studies is limited. In combination with the surge in availability
of relevant data, these examples suggest that there seems to be ample opportunities
for an extended scope.

Extending focus to other social variables. A large body of work exists on the modeling
of gender, age and regional variation (Cf. Section 2.3). Other variables, like social
class [Labov, 1966], have barely received any attention so far within computational
sociolinguistics. Although it is more difficult to obtain labels for some social variables,
they are essential for a richer understanding of language variation and more robust
analyses.

Going beyond English and monolingual data. The world is multilingual and multicul-
tural, but English has received much more attention within computational sociolin-
guistics than other languages. There is a need for research to validate the general-
izability of findings based on English data for other languages [Danet and Herring,
2007]. Furthermore, most studies within computational linguistics generally assume
that texts are written in one language. However, these assumptions may not hold,
especially in social media. A single user may use multiple languages, sometimes even
within a syntactic unit, while most NLP tools are not optimized to process such texts.
Tools that are able to process mixed-language texts will support the analysis of such
data and shed more light on the social and linguistic factors involved in multilingual
communication.

From monomodal to multimodal data. Another recommendable shift in scope would be
a stronger focus on multimedia data. Video and audio recordings with a speech track
encapsulate a form of language in which the verbal and nonverbal dimensions of hu-
man communication are available in an integrated manner and they represent a rich
source for the study of social behavior. Among the so-called paralinguistic aspects for
which detection models and evaluation frameworks exist are age, gender and affect
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[Schuller et al., 2010]. The increasing volumes of recordings of spoken dialogue and
aligned transcriptions, e.g., in oral history collections [Boyd, 2013, De Jong et al.,
2014], meeting recording archives [Janin et al., 2003], and video blogs [Biel et al.,
2013], can add new angles to the investigation of sociolinguistic variation. In partic-
ular, the study of the interaction between (transcribed) speech, non-speech (laughter,
sighs, etc.), facial expression and gestures is a promising area for capturing and pre-
dicting social variables as well as the related affective layers.

2.6.2 Adapting Methodological Frameworks to Increase Compatibility

To make use of the rich repertoire of theory and practice from sociolinguistics and to
contribute to it, we have to appreciate the methodologies that underlie sociolinguistic
research, e.g., the rules of engagement for joining into the ongoing scientific discourse.
However, as we have highlighted in the methodology discussion earlier in this chap-
ter, the differences in values between the communities can be perceived as a divide.
While the CL community has experienced a history in which theory and empiricism
are treated as the extreme ends of a spectrum, in the social sciences there is no such
dichotomy, and empiricism contributes substantially to theory. Moving forward, re-
search within computational sociolinguistics should build on and seek to partner in
extending existing sociolinguistic theories and insights. This requires placing a strong
focus on the interpretability of the developed models. The feasibility of such a shift
in attention can be seen when observing successes of applied computational soci-
olinguistics work that has been adopted in other fields like health communication
[Mayfield et al., 2014] and education [Rosé et al., 2008].

Controlling for multiple variables. Sociolinguistic studies typically control for multiple
social variables (e.g., gender, age, social class, ethnicity). However, many studies
in computational sociolinguistics focus on individual variables (e.g., only gender, or
only age), which can be explained by the focus on social media data. The uncon-
trolled nature of social media makes it challenging to obtain data about the social
backgrounds of the speakers and to understand the various biases that such datasets
might have. The result is that models are frequently confounded, which results in low
interpretability as well as limited justification for generalization to other domains.

On the other hand, much work in the CL community has focused on structured
modeling approaches that take a step towards addressing these issues [Joshi et al.,
2012, 2013]. These approaches are very similar to the hierarchical modeling ap-
proaches used in sociolinguistic research to control for multiple sources of variation
and thus avoid misattributing weight to extraneous variables. A stronger partnership
within the field of CL between researchers interested in computational sociolinguistics
and researchers interested in multi-domain learning would be valuable for address-
ing some of the limitations mentioned above. In this regard, inferring demographic
variables automatically (see Section 2.3) may also help, since predicted demographic
variables could be used in structuring the models. Another approach is the use of cen-
sus data when location data is already available. For example, Eisenstein et al. [2014]
studied lexical change in social media by using census data to obtain demographic in-
formation for the geographical locations. They justified their approach by assuming
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that lexical change is influenced by the demographics of the population in these loca-
tions, and not necessarily by the demographics of the particular Twitter users in these
locations.

Developing models that generalize across domains. Many of the studies within the area
of computational sociolinguistics have focused on a single domain. However, domain
effects can influence the findings, such as which features are predictive for gender
(e.g., Herring and Paolillo [2006]). Studies considering multiple domains enable
distinguishing variables that work differently in different contexts, and therefore im-
prove the interpretation of the findings. Recently, several studies within the area
of computational sociolinguistics have performed experiments across domains [Sap
et al., 2014, Sarawgi et al., 2011] and explored the effectiveness of domain adap-
tation approaches [Nguyen et al., 2011, Piergallini et al., 2014]. Another approach
involves reconsidering the features used in an attempt to include more features with
a deep connection with the predicted variable of interest. For example, Gianfortoni
et al. [2011] show that features such as n-grams, usually reported to be predictive
for gender classification, did not perform well after controlling for occupation in a
blog corpus, but pattern-based features inspired by findings related to gender-based
language practices did.

Using sociolinguistics and the social sciences as a source of inspiration for methodological

reflection. Going forward, we need to appreciate where our work stands along an
important continuum that represents a fundamental tension in the social sciences:
qualitative approaches that seek to preserve the complexity of the phenomena of in-
terest, versus quantitative approaches that discretize (but thereby also simplify) the
phenomena to achieve more generalizability. For computational linguistics, a primar-
ily quantitative field, work from research areas with a less strong or less exclusive
focus on quantitative measures, such as sociolinguistics and the social sciences, could
serve as a source of inspiration for methodological reflection. In this survey, we have
questioned the operationalizations of the concepts of gender (Subsection 2.3.2), age
(Subsection 2.3.3) and language variety (Subsection 2.3.4) as discrete and static cat-
egories, based on insights from sociolinguistics. More critical reflection on such op-
erationalizations could lead to a deeper insight into the limitations of the developed
models and the incorrect predictions that they sometimes make.

2.6.3 Tuning NLP Tools to Requirements of Sociolinguistics Research

As a final important direction, we should consider what would be required for NLP
tools to be supportive for sociolinguistic work.

Developing models that can guide users of data analysis systems in taking next steps. So-
ciolinguists are primarily interested in new insights about language use. In contrast,
much of the work within CL is centered around highly specific analysis tasks that are
isolated from scenarios of use, and the focus on the obtained performance figures for
such tasks is fairly dominant. As Manning [2015] mentions: "[..], there has been an
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over-focus on numbers, on beating the state of the art". Only for few analysis meth-
ods, validation of the outcomes has been pursued (e.g., have we measured the right
thing?) in view of the potential for integration of the models outside lab-like environ-
ments. Furthermore many of the models developed within CL make use of thousands
of features. As a result, their value for practical data exploration tasks is therefore
often limited. Sparse models, such as used in Eisenstein et al. [2011], that iden-
tify small sets of predictive features would be more suited for exploratory analysis.
However, when the focus is on interpretability of the models, we must consider that
the resulting average prediction performance of interpretable models may be lower
[Piergallini et al., 2014].

Developing pre-processing tools to support the analysis of language variation. The per-
formance of many developed NLP tools is lower on informal text. For example, POS
taggers perform less well on texts written by certain user groups (e.g., younger peo-
ple [Hovy and Søgaard, 2015]) or on texts in certain language varieties (e.g., African
American Vernacular English [Jørgensen et al., 2015]). One of the approaches to
improve the performance of tools has been to normalize the texts, but as Eisenstein
[2013a] argues, doing so is removing the variation that is central to the study of so-
ciolinguistics. To support deeper sociolinguistic analyses and to go beyond shallow
features, we thus need pre-processing tools, such as POS taggers, that are able to
handle the variation found in informal texts and that are not biased towards certain
social groups.

2.7 Conclusion

While the computational linguistics field has historically emphasized interpretation
and manipulation of the propositional content of language, another valid perspective
on language is that it is a dynamic, social entity. While some aspects of language
viewed from a social perspective are predictable, and thus behave much like other
aspects more commonly the target of inquiry in the field, we must acknowledge that
linguistic agency is a big part of how language is used to construct social identities, to
build and maintain social relationships, and even to define the boundaries of commu-
nities. The increasing research on social media data has contributed to the insight that
text can be considered as a data source that captures multiple aspects and layers of
human and social behavior. The recent focus on text as social data and the emergence
of computational social science are likely to increase the interest within the computa-
tional linguistics community on sociolinguistic topics. In this chapter, we have defined
and set out a research agenda for the emerging field of Computational Sociolinguistics.
We have aimed to provide a comprehensive overview of studies published within the
field of CL that touch upon sociolinguistic themes in order to provide an overview of
what has been accomplished so far and where there is room for growth. In particular,
we have endeavored to illustrate how the large-scale data-driven methods of our com-
munity can complement existing sociolinguistic studies, but also how sociolinguistics
can inform and challenge our methods and assumptions.
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Computational Folkloristics

3.1 Introduction

In the second part of this dissertation, the studies focus on the domain of folk narra-
tives. Folk narratives (e.g., legends, fairy tales, jokes) are part of folklore and are a
significant part of a society’s culture. Traditionally, folk narratives have been transmit-
ted from generation to generation through oral communication, but nowadays many
of such narratives are also transmitted through written means. Variations of a story
appear as the story is transmitted over time. For example, a character might be added
or a location might be changed, and such changes are often influenced by the needs
of society. Folk narratives are therefore an important source to study diachronic and
synchronic variability, shifts in beliefs and moral values, and individual and collective
identities [Meder, 2010]. The increasing digitization of folk narratives [Abello et al.,
2012, La Barre and Tilley, 2012, Meder, 2010] and advances in the fields of com-
putational linguistics and information retrieval enable the discovery of new patterns
and could help speed up the digitization by automatically enriching the narratives
with metadata, such as the genre or keywords. In this dissertation, variation in folk
narratives is explored by focusing on computational models to analyze folk narrative
similarity.

This chapter provides background on the research presented in this dissertation.
Section 3.2 describes relevant concepts from folk narrative research. Section 3.3 then
continues with a discussion of related work. Section 3.4 discusses the Dutch Folktale
Database, which served as the data source for experiments in this dissertation. Finally,
this chapter concludes with a short summary and outlook on presented research in
this dissertation (Section 3.5).

3.2 Folktales Background

Folklore has been studied using different approaches. One of the main approaches
has been the historic-geographic method, which has its roots in Finland and was de-
veloped by Julius and Kaarle Krohn. The historic-geographic method assumes that
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1

A car driver picks up a hitchhiker. They talk about spiritual topics in life. Suddenly
the hitchhiker vanishes. The driver tells the story to the police. They tell him that
they have heard the story earlier that day as well.

2

A guy bikes through the park at night. He encounters a girl covered in blood. He
brings her to the police, but during the trip she suddenly disappears. She resembles
a murdered girl.

3

A car driver picks up a hitchhiker and borrows her his sweater. When he stops by
to pick up the sweater, he discovers she passed away due to a car accident a while
ago. He finds his sweater on her grave.

4

A car driver picks up a girl wearing a white dress. He accidently spills red wine on
her dress. He brings her home, and the next day he finds out she died a year ago.
When the police open her grave, they find the white dress with the red wine spot.

Table 3.1: Variants of The Vanishing Hitchhiker (BRUN 01000), “A ghostly or heavenly hitchhiker

that vanishes from a vehicle, sometimes after giving warning or prophecy".

variants are derived from a single source [Goldberg, 1984]. By collecting and analyz-
ing multiple variants of the same story, the geographical and temporal trajectory of
the story can be studied and the original form can be identified. In the words of Uther
[2009, p. 19]: “variation [..] is essential for understanding the narrative’s age, the pro-

cess of its transmission, and its place in tradition". For example, there may be different
variants for the identity of a character in a particular tale (e.g., king vs. emperor). By
analyzing the distribution of such variants over time and geographically, the original
form of a story may be recovered [Thompson, 1951].

Tale types. Tale types – also called story types – are a fundamental concept that tra-
ditionally originated in the historic-geographic approach within the study of folklore.
According to Thompsom, “A type is a traditional tale that has an independent existence,

it may be told as a complete narrative and does not depend for its meaning on any other

tale" [Thompson, 1951, p. 415]. Stories with the same type are usually ‘similar’ in
terms of plot, motifs or themes. Furthermore, they are assumed to have the same
genetic origin [Thompson, 1951]. To illustrate the concept of a tale type, we use the

Vanishing Hitchhiker, a well-known urban legend found in the Brunvand index. In the
Dutch Folktale Database, there are 19 variants of this particular story (March 2016).
A selection of the variants of this story is presented in Table 3.1. The characters (the
hitchhiker as well as the driver), can be male or female. Sometimes the clothing of
the hitchhiker is described in specific details (e.g., wearing white clothes or a red
coat). The particular vehicle also varies (e.g., car, motor, bicycle, horse and carriage).
The location can be unspecified, or set in a specific place (e.g., city or park). The
person that disappears is sometimes described as someone who was murdered, or as
an angel. In some variants the clothes of the hitchhiker are found on a grave. Thus,
many story elements can be varied.

As another example, the tale type Little Red Riding Hood (ATU 333) is about a
young girl who visits her grandmother, but then is eaten by a wolf disguised as her
grandmother. In some variants the girl manages to escape from the wolf, and in others
the story is transformed into a joke. Variants of Little Red Riding Hood have been the
subject of various studies (e.g., Tehrani [2013] and Zipes [1993]).
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Folktale narrative researchers have developed type indexes to classify and organize
stories according to their tale types. For example, many narratives are written in
language varieties that are not well known to most researchers. By classifying the
narratives with tale types and annotating them with various other metadata, such
narratives can still be included in the analyses. Many type indexes have been proposed
(see discussions by Uther [1996, 2009]), some tailored to certain narrative genres
or geographical locations. The best-known type index is the Aarne-Thompson-Uther
(ATU) type index [Uther, 2004] that covers many fairy tales, but also legends, jokes
and other folktale genres. The initial version was published by Antti Aarne in 1910
[Aarne, 1910] and the most recent version was published in 2004 [Uther, 2004]. An
example tale type in the ATU index is Little Red Riding Hood (ATU 333). Examples
of other type indexes are the Type Index of Urban Legends proposed by Brunvand
[2012] and the SINSAG [Sinninghe, 1943] catalogue which focuses specifically on
legends.

While tale types have been useful to organize narratives, they also suffer from
limitations [Dundes, 1997, Uther, 2009]. First, tale types provide a simplified, binary
view of similarity (stories either belong or not belong to the same tale type), while
as some critics note, folktales are fluid. The operationalization of story similarity this
way, as argued by critics, ignores aspects such as the social context and stylistic el-
ements [Goldberg, 1984]. Being able to distinguish tale types using computational
methods has been seen as providing support for the validity of the use of tale types.
For example, Tehrani [2013] demonstrate that using phylogenetic methods it is possi-
ble to distinguish ATU 333 and ATU 123 as distinct types. In this dissertation, we also
use computational methods to take a closer look at the concept of tale types. Second,
tale types do not always group narratives at the same level of specificity. Some tale
types are very specific, grouping narratives that share a common plot (e.g., Little Red

Riding Hood, ATU 333), while others group narratives that share a common structure
(e.g., repetition). The broadest category of tale types only share a common theme
(e.g., Jokes about devout women, ATU 1855). Third, many type indexes are heavily
biased towards a geographic region. For example, the original type index developed
by Antti Aarne was based on Finnish, Danish and German folktales. Materials from
other regions were used for further revisions of the index, but the geographic bias
remains a limitation in many of these type indexes.

Motifs. Motifs are the smallest elements “in a tale having a power to persist in tra-

dition" [Thompson, 1951, p. 415]. Each tale type entry in the ATU index is accom-
panied with a description that is annotated with motifs from the Thompson’s Motif
Index (TMI, [Thompson, 1955-1958]). The number of motifs to describe a tale type
ranges from one to many [Thompson, 1951]. Motifs play a key role in the classifi-
cation of stories into tale types. However, the tale type descriptions with annotated
motifs in the ATU do not capture the variation in the motifs that are present in the
individual stories [Haase, 2008]. The second edition of the TMI was published in
the 1950s and contains over 45,000 motifs. Example motifs are Choice between evils

(J210) and Transformation to person of different social class (D20). Like the ATU clas-
sification, TMI has also received criticism. For example, a study by Karsdorp et al.
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[2012a] found that the description level of motifs is too specific for modeling tale
types as sequences of recurring motifs.

Subgenres. Folktales belong to various subgenres. The most frequent subgenres in
the Dutch Folktale Database are [Nguyen et al., 2012]:

• Fairy tales are set in an unspecified time and place, with often a happy ending
and magical elements.

• Legends are situated in a known place and recent past, with human characters
but also supernatural elements such as witches.

• Urban legends take place in modern times and are claimed to have happened.
They are often about hazardous or embarrassing situations.

• Jokes are stories told to entertain, frequently ending with a punch line.

Narratives belonging to the same tale type do not necessarily occur in only one
genre. For example, besides as a fairy tale, the Little Red Riding Hood tale type also
has variants in which the story is told as a joke. In the Dutch Folktale Database, some
of these instances revolve around a funny dialogue between Little Red Riding Hood
and the Big Bad Wolf, the two main characters of the story.

3.3 Related Work

In this section we discuss prior work on using computational approaches to support
the processing and analysis of folktale data. Traditionally, studies of folklore are con-
fined to small, well-defined collections and ‘close reading’ is applied to study the
data. However, as Abello et al. [2012] argue, the sizes of current corpora prevent
close-reading of even a fraction of the corpora. They label the emerging field that
uses computational approaches for the study of folklore as computational folkloristics.
Abello et al. propose a network representation of folklore data to overcome the limi-
tation of classification schemes and to combine ‘distant reading’ with ‘close reading’.
La Barre and Tilley [2012] studied information-seeking and information-use practices
of folktale searchers. They note that contextual information and domain-specific fea-
tures are desirable in search systems and that integrating tale types and motifs into
search mechanisms (e.g., for query expansion) is a promising research direction.

Metadata generation. Metadata facilitates the exploration and analysis of folktale
data and therefore the automatic extraction of metadata has been pursued in var-
ious studies to annotate large corpora. One direction has focused on automatically
extracting the characters in folktales. As Karsdorp et al. [2012b] point out, traditional
NER systems are not easily transferred to the domain of folktales. For example, inan-
imate entities may be characters as well, such as the fleeing pancake in the story of
The Fleeing Pancake. Declerck et al. [2012] identified characters based on extracting
indefinite and definite nominal phrases and matching them with an ontology. How-
ever, the approach was evaluated on only one narrative. Karsdorp et al. [2012b]
identified characters by searching on direct and indirect speech, which they see as
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indicators of intentionality. The characters were ranked based on their dispersion
pattern in the narrative. Genre classification in the folktale domain has also been
explored. Guerini and Strapparava [2016] developed a system to automatically dis-
tinguish between urban legends, news and fairy tales. They built on the idea that
urban legends should share some properties with both news (who, where, when) and
fairy tales (emotional). Nguyen et al. [2012] developed a classifier to distinguish be-
tween nine different genres. Character n-grams were found to be effective, however
the performance on some genres, such as songs, was low due to the low number of
training examples in their data.

Motif identification and analysis. Thompson’s Motif Index contains over 45,000 mo-
tifs and thus manually assigning them to stories is a daunting task. Therefore, the
automatic identification of such motifs is a promising research direction to scale-up
motif analyses and to improve the accessibility of folktale data. Voigt et al. [1999]
aimed to automatically identify motifs in Hungarian texts. They employed principal
component factor analysis, where the identified principal components were used as
motifs. However, interpreting the principal components may be difficult. Karsdorp
and Van den Bosch [2013] explored the use of Labeled LDA and a simple retrieval
model to automatically assign motifs. They found that both models performed fairly
well. Ofek et al. [2013] explored classifying sequences of motifs into categories (e.g.,
magic tales, jokes) of tale types of the ATU. Motif sequences were represented at
different levels of abstraction.

Easy accessibility of a source like TMI is essential for its usefulness and success
in research. The TMI consists of six volumes, with the last volume being an index
to facilitate searching in the TMI. However, as Karsdorp et al. [2015a] point out,
manually searching through the TMI using the index is still problematic in many
cases. Recently, NLP and IR methods have been explored to enrich the TMI and
improve its accessibility. Declerck and Lendvai [2011] used lexical, syntactic and
semantic analysis to annotate the TMI index. Much of their system was based on
manually crafted rules. For example, when searching for a human, the system would
now also return results with e.g., woman, old man, etc. Similarly, Karsdorp et al.
developed MOMFER [Karsdorp et al., 2015a], a search engine for the TMI. By making
use of tools such as WordNet, MOMFER enables searching for semantic concepts.
They demonstrate the usability of their tool using several case studies.

Story similarity. Measuring the similarity between folktales is an interesting task be-
cause of the inherent variation of this data. Lestari and Manurung [2015] mea-
sured the similarity between folktales based on structural similarity between their
plot graphs, which they extracted using a dependency parser and a coreference res-
olution tool. The approach was tested on a small corpus of folktales (24) that were
grouped into five categories based on the ATU index. They found that combining their
approach with a bag of words approach performed best. Measuring story similarity
is an essential component in clustering systems. Lobo and de Matos [2010] explored
clustering a set of fairy tales from Project Gutenberg using a combination of Latent Se-
mantic Mapping and item-based top-n recommendation algorithm. Grundkiewicz and
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Gralinski [2011] explored different clustering algorithms and the use of text normali-
sation for clustering urban legends. Abello et al. [2012] created links between stories
based on various approaches, including shared keywords and a domain-specific ontol-
ogy, and for the final clustering various similarity measures were explored. However,
evaluating the quality of the produced clusterings remains problematic. For exam-
ple, the produced clustering is often compared against an existing classification (e.g.,
Grundkiewicz and Gralinski [2011]) or based on an informal demonstration through
a use case (e.g., Abello et al. [2012]). The presented studies in this dissertation con-
sider variation in stories by focusing on story similarity. In Chapter 9 automatic iden-
tification of tale types using a learning-to-rank framework is explored and in Chap-
ter 10 human perception of folktale similarity is investigated using a crowdsourcing
experiment.

Sentiment analysis. Folktales – in particular fairy tales– have also been of interest for
the study of emotions in text. Mohammad [2011] found that fairy tales have a wider
distribution of emotion word densities (the expected number of emotion words in a
certain window of words) than novels. Alm and Sproat [2005] found that fairy tales
often start neutral, but end with a happy emotion.

3.4 The Dutch Folktale Database

With the increasing interest in digital humanities, many cultural heritage collections
have been digitized. One such digitized resource is the Dutch Folktale Database
(DFD), which is the main resource used in Part III of this dissertation, which focuses
on variation in folk narratives. The DFD (screenshot in Figure 3.1) is a large collection
of Dutch folktales and available online at http://www.verhalenbank.nl. The database
contains over 45,000 folk narratives (Aug, 2016) from a variety of subgenres, such
as fairy tales, urban legends and jokes [Meder, 2010]. The narratives have been
collected through various methods, ranging from fieldwork to scraping social media,
and the narratives have been manually annotated with metadata such as a summary,
keywords, language, tale type and named entities. When performing research based
on data from the DFD, folktale researchers typically use an online search interface
to make the relevant selection of narratives for their research. Searches are typically
aimed at groups of narratives from the same subgenre or collector, or with the same
main character [Trieschnigg et al., 2013a].

Manually annotating the folktale data is time consuming and as a result there
is a large backlog of narratives waiting to be annotated to facilitate accessibility. In
addition, folk narrative research using the DFD has traditionally been limited to small
sets of narratives, because the size of the collection prevents manually analyzing all
the narratives. In the context of the FACT (Folktales as Classifiable Texts) and Tunes
and Tales projects, the use of computational tools to analyze and process these folk
narratives has been explored, such as the automatic classification of genre [Nguyen
et al., 2012], automatic extraction of keywords [Trieschnigg et al., 2013b], animacy
detection [Karsdorp et al., 2015b] and motif detection [Karsdorp and Van den Bosch,
2013]. The majority of this research has been summarized in Meder et al. [2016].
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The DFD has been at the forefront of digitization in the folklore community, but
more recently the availability of other digitized folk narrative data has also increased,
for example, with a large collection of online Danish folklore1 and efforts in annotat-
ing French folktales using NLP methods [Garcia-Fernandez et al., 2014]. Thus, future
research in this area could also consider other folktale databases.

Figure 3.1: Screenshot of the Dutch Folktale Database, August 2016

3.5 Conclusion

Analyzing folk narratives using computational approaches to study culture fits in the
emerging trend of treating text as cultural data. The transmission of stories over time
and across space gives rise to variation in folk narrative data. This variation, and its
implications for measuring and perceiving the similarity between folk narratives, is
studied in this dissertation using computational approaches. In this chapter, the main
relevant concepts from folk narrative research were explained and relevant research
was discussed. Then, the Dutch Folktale Database was introduced, which will be the
source of Chapters 9 and 10 in this dissertation.

1http://etkspace.scandinavian.ucla.edu/danishfolklore
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Language varies across social groups (e.g., gender and age) and geographically
(e.g., the north versus the south of the Netherlands). There is also variation within
the language of a single speaker. Certain aspects of a person’s identity may be shown
more or less explicitly in language use, depending on their culture, the recipient of
their utterance, the topic of the conversation, etc. From a sociolinguistic perspective,
language is a resource which can be drawn on to study different aspects of a person’s
social identity [Holmes and Meyerhoff, 2003]. From a computational linguistics per-
spective, language variation offers the possibility to automatically infer aspects of a
person’s identity from their language use (see Section 2.3 for an overview).

This part of the dissertation first focuses on predicting the gender and age of
authors based on their texts. Earlier research in sociolinguistics regarded male and
female, and age as static variables (e.g., Labov [1966] and Trudgill [1974]). How-
ever, researchers within sociolinguistics now view them primarily as social variables.
Concepts such as gender and age are shaped differently depending on an individual’s
experiences and personality, as well as the society and culture a person is part of [Eck-
ert, 1997, Holmes and Meyerhoff, 2003]. The operationalizations of gender and age
in latent attribute prediction studies are revisited in this dissertation.

Next, computational methods are studied that could be used to support the pro-
cessing and analysis of large-scale text corpora for sociolinguistic research. Regional
dialect studies are often based on a small set of linguistic variables. A study is pre-
sented that investigates statistical methods that could support the selection of such
variables. A study is also carried out to analyze the use of two regional (or, minority)
languages in the Netherlands on Twitter. The use of multiple languages in a single
text introduces challenges for NLP tools. An automatic language identification system
is therefore developed to identify languages at a fine-grained level in texts to help
processing and analyzing texts written by multilinguals.

This part of the dissertation is organized as follows. In Chapter 4, a study is
described on automatic age prediction of Twitter users based on their tweets. The
chapter also discusses the TweetGenie demo, which resulted from this research.

In Chapter 5, a reflection is provided on the tasks of gender and age prediction
based on data collected using the TweetGenie demo. By analyzing data in which
demo visitors tried to guess the gender and age of Twitter users themselves, the oper-
ationalizations of gender and age in latent attribute tasks are questioned.

In Chapter 6, different approaches are compared to test whether the geographical
variation of a linguistic variable is significant. Furthermore, an approach is presented
based on non-parametric statistics that overcomes limitations of existing approaches.

In Chapter 7, work is presented on identifying Dutch and Turkish in posts from a
large online forum for Turkish-Dutch speakers living in the Netherlands. Compared
to previous work on automatic language identification that traditionally has focused
on documents (see Section 2.5), this chapter explores language identification at the
fine-grained level of words.

In Chapter 8, automatic language identification is used to study the influence of
the (target) audience on the use of minority languages by Twitter users in two Dutch
provinces.
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A Study of Language and Age in Twitter

This chapter is based on:

D. Nguyen, R. Gravel, D. Trieschnigg, and T. Meder, “‘How old do you think I am?’ A

study of language and age in Twitter", In Proceedings of the Seventh International AAAI

Conference on Weblogs and Social Media, pages 439-448, Boston, Massachusetts, USA,

2013 [Nguyen et al., 2013a]

and on: D. Nguyen, D. Trieschnigg, and T. Meder, “Tweetgenie: Development, eval-

uation, and lessons learned", in Proceedings of COLING 2014, the 25th International

Conference on Computational Linguistics: System Demonstrations, pages 62-66, Dublin,

Ireland, 2014 [Nguyen et al., 2014b]

4.1 Introduction

A person’s language use reveals much about their social identity. Early sociolinguistic
studies only had access to relatively small datasets (e.g., a couple of hundred per-
sons), due to time and practical constraints on the collection of data. With the rise of
social media such as Twitter, new resources have emerged that can complement these
analyses. Twitter offers the opportunity to gather large amounts of informal language
from many individuals. However, the Twitter population might be biased and only
little is known about the studied persons. To overcome this, we carried out a large
annotation effort to annotate the gender and age of Twitter users. While gender is
one of the most studied variables within the emerging field of computational sociolin-
guistics, the relation between age and language has only recently become a topic of
interest.

In this chapter we present work on automatically predicting people’s age, which
can offer new insights into the relation between language use and age. An automatic
age prediction system could also be used to improve targeting of advertisements and
to support fine-grained analyses of trends on the web. So far, age prediction has pri-
marily been approached by classifying persons into age categories. We revisit this
approach by being the first to approach age prediction from three different angles:
classifying users into age categories (20-, 20-40, 40+), predicting their exact age, and
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classifying users by their life stage (secondary school student, college student, em-
ployee). We compare the performance of an automatic system with that of humans
on these tasks. Next, to allow a more fine-grained analysis, we use the exact ages of
Twitter users and analyze how language use changes with age.

Specifically, we make the following contributions: 1) We present a characteri-
zation of Dutch Twitter users as a result of a fine-grained annotation effort; 2) we
explore different ways of approaching age prediction (age categories, life stages and
exact age); 3) we find that an automatic system has better performance than humans
on the task of inferring age from tweets; 4) we analyze variables that change with
age, and find that most changes occur at younger ages; 5) we develop a public demo
of the research, called TweetGenie, and use the demo to evaluate the age prediction
system in the wild.

We start with discussing related work (Section 4.2) and our dataset (Section 4.3).
Next, we discuss our experiments on age prediction (Section 4.4). We then continue
with a more fine-grained analysis of variables that change with age (Section 4.5). The
next section describes the public demo and presents an evaluation of the system using
the collected data (Section 4.6). We conclude with a summary (Section 4.7).

4.2 Related Work

Eckert [1997] distinguishes between chronological age (number of years since birth),
biological age (physical maturity) and social age (based on life events). Studies about
language and age usually consider chronological age and apply an etic approach,
grouping speakers based on age spans (e.g., Barbieri [2008], Labov [1966], Trudgill
[1974]). But speakers can have a very different position in society than their chrono-
logical age indicates. Therefore, it might be reasonable to apply an emic approach,
grouping speakers according to ‘shared experiences of time’, such as school as a shared
experience for teenagers [Eckert, 1997].

So far, automatic age prediction has mostly been approached as a two-class or
three-class classification problem based on age spans with for example boundaries at
30 or 40 years (e.g., Garera and Yarowsky [2009], Goswami et al. [2009], Rao et al.
[2010]), thus corresponding to an etic approach. However, as choosing boundaries
still remains problematic, several researchers have looked more closely into this issue.
For example, Rosenthal and McKeown [2011] experimented with varying the binary
split for creating age categories. In contrast, Nguyen et al. [2011] approached age
prediction as a regression problem, eliminating the need to create age categories.
In our work, we will experiment with age prediction as a regression problem, as
a classification problem based on age categories and explore an emic approach, by
classifying persons according to their life stages.

Both content features and stylistic features (such as part-of-speech and the amount
of slang words) have been found to be useful for predicting the age of users [Arga-
mon et al., 2007, Goswami et al., 2009, Nguyen et al., 2011]. Pennebaker and Stone
[2003] found that as people get older, they tend to use more positive and fewer
negative words, focus more on the future and less on the past and make fewer self-
references. Not much research has been done yet on investigating the relationship
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between gender and age from a computational perspective. Argamon et al. [2007]
found that certain linguistic features that increase with age, also increase more with
males. Nguyen et al. [2011] incorporated gender using a binary variable, only al-
lowing a simple interaction between gender and age. Many others have ignored the
effect of gender when predicting the age of users.

Experiments on automatic classification of users according to latent attributes such
as gender and age have been done on a wide range of resources, including telephone
conversations [Garera and Yarowsky, 2009], blogs [Sarawgi et al., 2011], forum posts
[Nguyen et al., 2011] and scientific articles [Bergsma et al., 2012b, Sarawgi et al.,
2011]. Recently, Twitter has started to attract interest by researchers as a resource to
study automatic identification of user attributes, such as ethnicity [Pennacchiotti and
Popescu, 2011, Rao et al., 2011], gender [Bamman et al., 2014b, Burger et al., 2011,
Fink et al., 2012, Rao et al., 2010, 2011], geographical location [Eisenstein et al.,
2010] and age [Rao et al., 2010].

4.3 Data

In this section we describe a large annotation effort we carried out to annotate Dutch
Twitter users. Based on the results we present a characterization of Dutch Twitter
users.

4.3.1 Selecting and Crawling Users

Twitter users can indicate information such as their name, location, website and short
biography in their profile. However, gender and age are not explicit fields in Twitter
profiles1. As a result, other researchers working on identification of such attributes
have resorted to a variety of approaches to construct a corpus, ranging from focused
crawling to using lists with common names.

Rao et al. [2010] constructed a corpus by focused crawling. To collect users they
used a crawl with seeds by looking for profiles that had baby boomers, junior, freshman

etc. in their description. However, this leads to a potential bias by starting with users
that explicitly indicate their age identity in their profile. Burger et al. [2011] sampled
users from the Twitter stream and used links to blogging sites, indicated in their
profile, to find the gender. Therefore, their set of users was restricted to users having
blogs and willing to link them using Twitter. Some approaches used lists of male and
female names, for example obtained using Facebook [Fink et al., 2012] or from the
US social security department [Bamman et al., 2014b, Zamal et al., 2012].

Our goal was to select a set of users as randomly as possible, and not biasing user
selection by searching on well-known stereotypical behavior or relying on links to ex-
plicit sources (see Subsection 2.3.1 for a discussion of labeling methods). This did
create the need for a large annotation effort, and resulted in a smaller user sample.
Using the Twitter API we collected tweets that contained the word het, which can be
used as a definite article or pronoun in Dutch. This allowed us to restrict our tweets to
Dutch as much as possible, and limit the risk of biasing the collection somehow. Dur-

1In 2015, an optional birthday field was added to Twitter profiles.
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ing a one-week period in August 2012 we sampled users according to this method. Of
these users, we randomly selected a set for annotation. We then collected all followers
and followees of these users and randomly selected additional users from this set. We
only included accounts with less than 5000 followers, to limit the inclusion of celebri-
ties and organizations. For all users, we initially downloaded their last 1000 tweets.
Then new tweets from these users were collected from September to December 2012.

Het Followe(e/r)s

Annotated 1842 (76%) 1343 (43%)
Not enough tweets 15 (0.6%) 129 (4%)

Not a person 221 (9%) 441 (14%)
Not public 264 (11%) 719 (23%)
Not Dutch 51 (2%) 468 (15%)

Other 46 (2%) 17 (0.5%)

Total 2439 3117

Table 4.1: Reasons why accounts were discarded/kept by sampling method.

4.3.2 Dutch Twitter Users

In this section we analyze the effect of our sampling procedure, and present a charac-
terization of Dutch Twitter users in our corpus. We employed two students to perform
the annotations. Annotations were done by analyzing a user’s profile, tweets, and ad-
ditional external resources (like Facebook or LinkedIn) if available. In this chapter,
we only focus on the annotations that are relevant to this study.

Effect of Sampling Method

The annotators were instructed to only annotate the users that met the following
requirements:

• The account should be publicly accessible.

• The account should represent an actual person (e.g., not an organization).

• The account should have ‘sufficient’ tweets (at least 10).

• The account should have Dutch tweets (note that this does not eliminate multi-
lingual accounts).

We separated the reasons why accounts were discarded by the two sampling meth-
ods (het and followers/followees) that were used (the first requirement in the list that
was not satisfied was marked). The results are reported in Table 4.1. We observe that
the proportion of actual annotated users is much higher for the users obtained using
the query het. The users obtained by sampling from the followers and followees in-
cluded more non-Dutch accounts, as well as accounts that did not represent persons.
In addition, there was also a group of people who had protected their account be-
tween the time of sampling and the time of annotation. In total, 3,185 users were
annotated.
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Gender

The biological gender was annotated for 3,166 persons (for some accounts, the anno-
tators could not identify the gender). The gender ratio was almost equal, with 49.5%
of the persons being female. However, as we will see later, the ratio depends on age.
The annotation of the gender was mostly determined based on the profile photo or a
person’s name, but sometimes also their tweets or profile description.

Mislove et al. [2011] analyzed the US Twitter population using data from 2006-
2009. Using popular female and male names they were able to estimate the gender
of 64% of the people, finding a highly biased gender ratio with 72% being male. A
more recent study [Beevolve.com] however found that 53% were women, based on
information such as name and profile.

Age

Because we expected most Twitter users to be young, the following three categories
were used: 20-, 20-40, 40+. The age category was annotated for 3,110 accounts.
The results separated by gender are shown in Table 4.22. There are more females in
the young age group, while there are more men in the older age groups. The same
observation was made in statistics reported by [Beevolve.com].

20- 20-40 40+

M 796 488 265
F 1078 316 157

Table 4.2: Age and gender Age
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Figure 4.1: Frequencies per age

We also asked our annotators to annotate the exact age. Sometimes it was possible to
get an almost exact estimate, for example by using LinkedIn profiles, exact age men-
tions in the profile, tweets, or mentioning which grade the person was in. However,
since this was not always the case, annotators also indicated a margin (0, 2, 5 or 10
years) of how sure they were. Figure 4.1 shows a graph with the frequencies per year
of age. Table 4.3 reports the frequencies of the indicated margins. In our data, we
find that the margin for young users is low, and that for older users the margin is
much higher.

As discussed earlier in this chapter, it may be more natural to distinguish users
according to their life stage instead of a fixed age category. Life stages can be ap-
proached from different dimensions. In this chapter, we use life stages based on the
occupation of people, by distinguishing between students, employed, retired etc. The
results are displayed in Table 4.4. Unfortunately, the decision to annotate this was
done while the annotation process was already underway; therefore the accounts of
some users were not available anymore (either removed or protected).

2Note that this table only takes persons into account for whom both age and gender were annotated.
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Age estimation margin Frequency

0 703
2 1292
5 918

10 173

Table 4.3: Age annotation margins

Life Stage Frequency

Secondary school student 1352
College student 316

Employee 1021
Retired 5

Other 15
Unknown 132

Not accessible 344

Table 4.4: Life stage frequencies

We find that the most common life stages are associated with clear age boundaries,
although the boundaries are not the same as for the age categories. We find the
following age spans in which 90% of the persons fall: secondary school students (12–
16 yrs), college students (16–24 yrs), employees (24–52 yrs). However, note that
with the life stage approach, people may be assigned to a different group than the
group that most resembles their age, if this group matches their life stage better. We
have plotted the overlap between life stage and age categories in Figure 4.2.
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Figure 4.2: Overlap life stage and age categories

4.3.3 Inter-annotator Agreement

We employed two students to perform the annotations. 84 accounts were annotated
by both. Inter-annotator agreement was measured using Cohen’s kappa. Generally,
a value above 0.7 is considered acceptable. We found the following kappa values:
gender (1.0), age category (0.83) and life stage (0.70). For the actual age, the mean
absolute difference was 1.59 years.
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4.4 Age Prediction

4.4.1 Goal

In this section we compare the different ways of approaching age, by testing how
feasible age prediction is using simple features based only on the text of tweets. We
will automatically predict the following:

• Age category: 20-, 20-40, 40+

• Age: continuous variable

• Life stage: secondary school student3, college student, employee

For the life stage, we only use categories for which we had a sufficient number of
persons. Note that classifying age according to age category and life stage are mul-
ticlass classification problems, while treating age as a continuous variable results in
a regression problem. In addition, we compare our systems with the performance of
humans on this task.

4.4.2 Evaluation

We will evaluate the performance of our classification methods (to predict the age
category and life stage) using the F1 measure. We will report both the macro and
micro averages. The regression problem (predicting age as a continuous variable) will
be evaluated using the Pearson’s correlation coefficient, mean absolute error (MAE)
and accuracy, where a prediction was counted as correct if it fell within the margin as
specified by the annotators.

4.4.3 Dataset

We restricted our dataset to users who had at least 20 tweets and for whom the gender,
age category and exact age were annotated (Table 4.5). For each user we sampled up
to 200 tweets. We divided the dataset into a train and test set. Each set contains an
equal number of males and females, and the same age distribution (according to the
annotated age categories) across gender categories. This limits the risks of the model
learning features that for example are more associated with a particular gender, due
to that gender occurring more in the particular age category. Parameter tuning and
development of the features were done using cross-validation on the training set.

4.4.4 Learning Algorithm

We use linear models, specifically logistic and linear regression, for our tasks. Given
an input vector x ∈ Rm, x1, . . . , xm represent features (also called independent vari-
ables or predictors). In the case of classification with two classes, e.g., y ∈ {−1, 1},
the model estimates a conditional distribution P (y|x, β) = 1/(1+exp(−y(β0+x

⊤β))),
where β0 and β are the parameters to estimate. We use a one-versus-all method to

3In Dutch this is translated to scholier, which includes all students up to and including high school,
there is no direct translation in English.
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Train Test

M F M F

20- 602 602 186 186
20-40 231 231 73 73

40+ 118 118 37 37

Total 1902 592

Table 4.5: Dataset statistics

handle multiclass classification. In the case of regression, we find a prediction ŷ ∈ R

for the exact age of a person y ∈ R using a linear regression model: ŷ = β0 +x
⊤β. In

order to prevent overfitting we use Ridge (also called L2) regularization. We make use
of the liblinear [Fan et al., 2008] and scikit-learn [Pedregosa et al., 2011] libraries.

4.4.5 Preprocessing & Features

Tokenization is done using the tool by O’Connor et al. [2010]. All user mentions
(e.g., @user) are replaced by a common token. Because preliminary experiments
showed that a unigram system already performs very well, we only use unigrams to
keep the approach simple. We keep words that occur at least 10 times in the training
documents. In the next section, we will look at more informed features and how they
change as people are older.

4.4.6 Results

In this section we present the results of the three age prediction tasks. The results
can be found in Tables 4.6 and 4.7. We find that a simple system using only unigram
features can already achieve high performance, with micro F1 scores of above 0.86
for the classification approaches and a MAE of less than 4 years for the regression ap-
proach. We also experimented with applying a log transformation of the exact age for
the regression task. The predicted values were converted back when calculating the
metrics. We find that the MAE and accuracy both improve. In the rest of this section,
when referring to the regression run, we refer to the run without a log transformation.

Run F1 macro F1 micro

Age categories 0.7670 0.8632
Life stages 0.6785 0.8628

Table 4.6: Results classification

Run ρ MAE Accuracy

Age regression 0.8845 3.8812 0.4730
Age regression - log 0.8733 3.6172 0.5709

Table 4.7: Results age regression
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A scatterplot of the actual age versus the predicted age can be found in Figure 4.3.
Figure 4.4 shows the errors per actual age. We find that starting from older ages
(around 40-50) the system almost always underpredicts the age. This could have
several reasons. It may be that the language changes less as people get older (we
show evidence for this in the next section), another plausible reason is that we have
very little training data in the older age ranges.
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Figure 4.3: Scatterplot age

The most important features for old and young persons are presented in Tables
4.8 and 4.9. We find both content features and stylistic features to be important.
For example, content words like school, son, and daughter already reveal much about
a person’s age. Younger persons talk more about themselves (I), and use more chat
language such as haha, xd, while older people use more conventional words indicating
support or wishing well (e.g., wish, enjoy, thanks, take care).
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Figure 4.4: Scatterplot absolute error

For the age categories we redid the classification using only persons for whom
the life stage was known to allow better comparison between the two classification
tasks. We found that people in the 40+ class are often misclassified as belonging to
the 20-40 class, and college students are often classified as secondary school students.
The precision and recall for the individual classes are listed in Tables 4.10 and 4.11.
The performances are comparable. The micro average for life stages is slightly better
(0.86 vs. 0.85), the macro average is worse (0.68 vs. 0.75) as the metric is heavily
affected by the bad performance on the students class. Although life stages are better
motivated from a sociolinguistics viewpoint [Eckert, 1997], it is not yet clear which
classes are the most suitable. In our corpus, almost all persons were either secondary
school students or employees. If a more fine-grained distinction is necessary (for
example for personalization), it is still a question which categories should be used.
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Dutch English Weight

school school -0.081
ik I -0.073
:) :) -0.071
werkgroep work group -0.069
stages internships -0.069
oke okay -0.067
xd xd -0.066
ben am -0.066
haha haha -0.064
als if -0.064

Table 4.8: Top features for younger people

(regression)

Dutch English Weight

verdomd damn 0.119
dochter daugther 0.112
wens wish 0.112
zoon son 0.111
mooie beautiful 0.111
geniet enjoy 0.110
dank thanks 0.108
goedemorgen good morning 0.107
evalueren evaluate 0.105
sterkte take care 0.102

Table 4.9: Top features for older people

(regression)

Precision Recall

20- 0.9297 0.9775
20 - 40 0.6739 0.7561
40+ 0.8158 0.4493

Table 4.10: Results per class: Age categories

Precision Recall

Sec. school student 0.8758 0.9853
College student 0.6667 0.1250
Employee 0.8541 0.8977

Table 4.11: Results per class: Life stages

Train Test Age categories Regression Life stages

Macro F1 Micro F1 ρ MAE Accuracy Macro F1 Micro F1

All F 0.7778 0.8750 0.9101 3.4220 0.5135 0.7038 0.8765
M 0.7563 0.8514 0.8625 4.3405 0.4324 0.6538 0.8500

Male F 0.6861 0.8277 0.8784 3.9617 0.5135 0.6151 0.8642
M 0.7027 0.8311 0.8431 4.5017 0.4459 0.6116 0.8346

Female F 0.7281 0.8581 0.8965 3.5586 0.5270 0.6438 0.8560
M 0.6373 0.8041 0.8195 5.2099 0.3682 0.6829 0.8538

Table 4.12: Effect of gender

Treating age prediction as a regression problem eliminates the need to choose
boundaries. The main drawback is that annotating the exact age of users requires
more effort than annotating the life stage or an age category. However, as mentioned
before, our annotators showed that reliable annotations are possible (on average less
than 2 years difference).

In summary, we believe that both classifying users according to their life stage
and treating age prediction as a regression problem are promising approaches. Both
approaches complement each other. Age prediction as a regression problem relies on
chronological age, while life stages are built on shared experiences between people.
Depending on the practical application, knowing the chronological age or life stage
might be more informative. For example, groups based on life stage might be more
useful for marketing purposes, while the chronological age might be more informa-
tive when targeting medical information.
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Effect of gender. In Table 4.12 we have separated the performance according to gen-
der. We also experimented with training on data of only one gender, and reported the
performance separated by gender. Across the three tasks the performance for females
is better than the performance for males. We also find that across the three tasks,
the performance for females is better when trained on only females, compared to the
performance of males, when trained on only males.

One of the explanations could be that females write slightly more than men (av-
erage #tokens: 2,235 versus 2,130), although the differences between the means are
small and there is no significant difference in the number of tweets per person (note
that we sampled up to 200 tweets per person).

Another explanation can be found in sociolinguistic studies. It has been pointed
out that females assert their identity more through language than males [Eckert,
1989, Labov, 1990]. Hence, they might use all kinds of in-group vocabulary more
often, thereby marking their affiliation with a certain group. Men’s vocabulary, on the
contrary, is more homogenous across the in-groups [Eckert, 2000]. Consistent with
this, Ling [2005, p. 348] found that females “seem to have a broader register when

using SMS". Due to this, it might be easier to determine the age of women. However,
neither Eckert [1989] nor Labov [1990] looked at age specifically, and the studied
people were also not comparable (e.g,. Eckert [1989] only studied young people, and
social media settings have not been explored much yet).

4.4.7 Error Analysis

As reported in the previous section, not for all cases the correct age was predicted.
This is of course not surprising. People do not only constitute their identity on the
basis of their age, but they combine various variables in order to express their selves.
For example, a person is not only a teenager, but also a female, a high school student,
a piano player, etc. [Eckert, 2008]. Depending on what a person wants to express
at a particular moment and towards a particular person, certain aspects of his/her
identity may be more emphasized, making age prediction even more complicated. To
illustrate this, we will discuss two Twitter users for whom the age was incorrectly
predicted.

Case study 1

The first person is a 24-year old student, who the system estimated to be a 17-year old
secondary school student. The top 10 most frequent words for this user are @USER,

RT, •, Ik (I), ≪, G, :D, Hahaha, tmi, and jij (you). The use of special characters like a
dot (•) and the ‘much less than’ sign (≪) is characteristic for younger Twitter users,
who separate statements in their tweets employing these characters. I is one of the
words being the most predictive of younger people as was presented in the feature
analysis (see Table 4.8) and the other words like hahaha, you etc. are also highly
associated with younger persons in our corpus. As we can see, this person employs
these words with such a high frequency that he can easily be mistaken for a secondary
school student under 20. Examples containing salient words are the ones below:
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@USER kommmdan nurd

@USER comeonthen nurd [nerd]

Hahaahhahaha kkijk rtl gemist holland in da hood, bigga huiltt ik ga stukkk

Hahaahhahaha [I am] wwatching rtl gemist 4 holland in da hood 5, bigga is cryingg

it’s killinggg me

RT @USER: Ook nog eens rennen voor me bus #KutDag • Ik heb weekend :)

RT @USER: Had to run for my bus too #StupidDay • I have weekend :)

In addition to the words mentioned above, me (my), and heb (have) appear, which are
indicative for younger persons in our corpus, as well. Next to the fact that this person
employs words rather associated with teenagers on Twitter, we can also derive what
kind of identity is constituted here. In the tweets, unconventional punctuation, emoti-
cons, ellipsis, in-group vocabulary (nurd), and alphabetical lengthening (stukkk) are
used to create an informal, unconventional style particularly addressing an in-group.
It can be concluded that this person does not appear to stress his identity as an adult,
but finds other aspects of his identity more important to emphasize. These aspects,
however, are expressed with features employed most frequently by younger persons
in our corpus, resulting in a wrong age prediction for this person.

Case study 2

The second person is a 19-year old student. However, the system predicted him as
being a 33-year old employee. The top 10 most frequent words for this user are
@USER, CDA, RT, Ik (I), VVD, SGP, PvdA, D66, bij (at) and Groenlinks. It becomes
clear that this person tweets about politics a lot, with Dutch political parties (CDA,

VVD, SGP, D66, Groenlinks) being six out of his ten most frequent words. Tweets that
are characteristic for this user and that relate to some of his most salient words are,
for example:

@USER Woensdagochtend 15 augustus start het landelijke CDA met haar regiotour

op Goeree-Overflakkee i.s.m. @USER.

@USER On Wednesday morning, the 15th of August the national CDA starts with

its tour through the region in Goeree-Overflakkee in collaboration with @USER

RT @USER: Vanmiddag met @USER gezellig bij @USER een wijntje gedaan en naar

de Emmaüskerk #Middelharnis geweest. Mooie dag zo!

RT @USER: Had fun this afternoon had wine at @USER with @USER and went to

the Emmaüschurch #Middelharnis. Beautiful day!

Almost all of his tweets are (like the first example) about politics, so we can as-
sume this user wants to stress his identity as a person interested in politics, or even

4Website where people can watch tv shows online.
5Dutch reality show.
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as a politician on Twitter. Certainly, this is a more common topic for users older than
a 19-year old. Proof for this is the fact that words such as ministers, elections, voter

etc. are highly ranked features associated with older people in the regression model.
In addition, the person uses more prepositions, conventional punctuation, formal ab-
breviations and for example mentions wine which is also rather associated with older
people in our corpus. Moreover, beautiful is one of the top ten features predictive
of older people. Thus, not only the main topic of his tweets (politics) is associated
more with older people, but he also represents himself as a grown-up person in his
other tweets by using which what we perceive as rather conservative vocabulary and
punctuation.

Thus, the discussed cases show that people can emphasize other aspects of identity
than age. This can result in a deviation from style and content from their peers,
thereby making the automatic prediction of age more difficult.

4.4.8 Manual Prediction

In this section we compare the performance of our systems with the performance of
humans on the task of inferring age only from tweets. A group of 17 people (including
males and females, old and young, active and non-active Twitter users) estimated the
gender, life stage, exact age and age categories for a random subset of the Twitter
users in the test set. Each person was assigned a different set of about 20 Twitter
users. For each Twitter user, a text file was provided containing the same text as used
in our automatic prediction experiments. The participants received no additional
information such as the name, profile information etc. They could decide themselves
how carefully they would read the text, as long as they could make a serious and
informed prediction. On average, it took about 60-90 min to do the task. In total
there are 337 users for whom we both have manual and automatic predictions. The
results can be found in Tables 4.13 and 4.14.

Run F1 macro F1 micro

Age categories

Manual 0.619 0.752
Automatic 0.751 0.858
Life stages

Manual 0.658 0.778
Automatic 0.634 0.853

Table 4.13: Results classification - manual vs.

automatic

Run ρ MAE Acc.

Manual 0.784 4.875 0.552
Automatic 0.879 4.073 0.466

Table 4.14: Results age regression - manual

vs. automatic

Using McNemar’s Test we find that the automatic system is significantly better in
classifying according to age categories (χ2 = 18.01, df=1, p < 0.01) and life stages
(χ2 = 9.76, df=1, p < 0.01). The automatic system is also significantly better in
predicting the exact age when comparing the MAEs (paired t-test, t(336) = 2.79, p
< 0.01). In addition, for each metric and task we calculated which fraction of the
persons performed equal or better than the automatic system. This ranged from 0.24
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(age cat., all metrics) to 0.41 (life stages, micro F1) and 0.47 (life stages, macro F1),
to 0.29 (exact age, MAEs) and 0.82 (exact age, accuracy).

In addition we find the following. First, humans achieve a better accuracy for the
regression task. The accuracy is based on margins as indicated by the annotators.
Humans were often closer at the younger ages, where the indicated margins were
also very low and a slightly off prediction would not be counted as correct. Second,
humans have trouble predicting the ages of older people as well. The correlation
between the MAEs and exact ages are 0.58 for humans and 0.60 for the automatic
system. Third, humans are better in classifying people into life stages than in age
categories.

To conclude, we find that an automatic system is capable of achieving better per-
formance than humans, and being much faster (on average, taking less than a second
compared to 60-90 minutes to predict the age of 20 users).

4.5 Analysis of Age-Related Linguistic Variables

By analyzing the importance of features in an automatic prediction system, only gen-
eral effects can be seen (i.e., this feature is highly predictive for old versus young).
However, to allow for a more detailed analysis, we now use the exact ages of Twitter
users to track how variables change with age.

4.5.1 Variables

We explore variables that capture style as well as content.

Style

The following style variables capture stylistic aspects that a person is aware of and
explicitly chooses to use:

• Capitalized words, for example HAHA and LOL. The words need to be at least 2
characters long.

• Alphabetical lengthening, for example niiiiiice instead of nice. Matching against
dictionaries was found to be too noisy. Therefore, this is implemented as the
proportion of words that have a sequence of the same three characters in the
word. The words should also contain more than one unique character (e.g.,
tokens such as www are not included) and contain only letters.

• Intensifiers, which enhance the emotional meaning of words (e.g., in English,
words like so, really and awful)6.

The following variables capture stylistic aspects that a person usually is not aware of:

• LIWC-prepositions, the proportion of prepositions such as for, by and on. The
wordlist was obtained from the Dutch LIWC [Zijlstra et al., 2005]7 and contains
48 words.

6Zo, heel, helemaal, hele, super, so, kut, kapot, fucking, vet, zeer, kanker, zoo, dik, facking, kei, tering,

bijzonder, zooo, klote, keihard, rot, zoooo.
7Obtained from Zijlstra in October 2012.
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• Word length, the average word length. Only tokens starting with a letter are
taken into account, so hashtags and user mentions are ignored. Urls are also
ignored.

• Tweet length, the average tweet length.

References

Pennebaker and Stone [2003] found that as people get older, they make fewer self-
references. We adapt the categories for the Dutch LIWC [Zijlstra et al., 2005] to use
on Twitter data by including alphabetical lengthening, slang, and English pronouns
(since Dutch people often tweet in English as well).

• I, such as I, me, mine, ik, m’n, ikke.

• You, such as you, u, je, jij.

• We, such as we, our, ons, onszelf, wij.

• Other, such as him, they, hij, haar.

Conversation

• Replies, proportion of tweets that are a reply or mention a user (and are not a
retweet).

Sharing

• Retweets, proportion of tweets that are a retweet.

• Links, proportion of tweets that contain a link.

• Hashtags, proportion of tweets that contain a hashtag.

4.5.2 Analysis

We calculate the Pearson’s correlation coefficients between the variables and the ac-
tual age using the same data from the age prediction experiments (train and test
together), and report the results separated by gender in Table 4.15.

We find that younger people use more explicit stylistic modifications such as al-
phabetical lengthening and capitalization of words. Older people tend to use more
complex language, with longer tweets, longer words and more prepositions. Older
people also have a higher usage of links and hashtags, which can be associated with
information sharing and impression management. The usage of pronouns is one of
the variables most studied in relation with age. Consistent with Pennebaker and Stone
[2003] and Barbieri [2008] we find that younger people use more first-person (e.g.,
I) and second person singular (e.g., you) pronouns. These are often seen as indicating
interpersonal involvement. In line with the findings of Barbieri [2008], we also find
that older people more often use first-person plurals (e.g., we).
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Figure 4.5: Plots of variables as they change with age. Blue: males, Red: females

In Figure 4.5 we have plotted a selection of the variables as they change with age,
separated by gender. We also show the fitted LOESS curves [Cleveland et al., 1992].
One should keep in mind that we have less data in the extremes of the age ranges.
We find strong changes in the younger ages; however after an age of around 30 most
variables show little change. What little sociolinguistics research there is on this issue
has looked mostly at individual features. Their results suggest that the differences
between age groups above age 35 tend to become smaller [Barbieri, 2008]. Such
trends have been observed with stance [Barbieri, 2008] and tag questions [Tottie and
Hoffmann, 2006]. Related to this, it has been shown that adults tend to be more
conservative in their language, which could also explain the observed trends. This
has been attributed to the pressure of using standard language in the workplace in
order to be taken seriously and get or retain a job [Eckert, 1997].

One should keep in mind, however, that we have studied people with different
ages, and we did not perform a longitudinal study that looked at changes within
persons as they became older. Therefore the observed patterns may not indicate
actual change within persons, but could be a reflection of changes between different
generations (see also Subsubsection 2.3.3.3).
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Variable Females ρ Males ρ

Style

Capitalized words -0.281∗∗ -0.453∗∗

Alph. lengthening -0.416∗∗ -0.324∗∗

Intensifiers -0.308∗∗ -0.381∗∗

LIWC-prepositions 0.577∗∗ 0.486∗∗

Word length 0.630∗∗ 0.660∗∗

Tweet length 0.703∗∗ 0.706∗∗

References

I -0.518∗∗ -0.481∗∗

You -0.417∗∗ -0.464∗∗

We 0.312∗∗ 0.266∗∗

Other -0.072 -0.148∗∗

Conversation

Replies 0.304∗∗ 0.026
Sharing

Retweets -0.101∗ -0.099∗

Links 0.428∗∗ 0.481∗∗

Hashtags 0.502∗∗ 0.462∗∗

Table 4.15: Analysis of variables. For both genders n = 1247. Bonferroni correction was applied

to p-values. ∗p ≤ 0.01 ∗∗p ≤ 0.001

Reflecting on the age prediction task and the analysis presented in this section, we
make the following observations. First, for some variables there is almost no differ-
ence between males and females (e.g., tweet length), while for some other variables
one of the genders consistently uses that variable more (e.g., the first singular pro-
nouns for females, links for men). In our prediction experiments, we also observed
differences in the prediction performance between genders. We also found differences
in the gender distribution across age categories on Twitter. Therefore, we conclude
that researchers interested in the relation between language use and age should not
ignore the gender variable.

Second, in the automatic prediction of exact age we found that as people get
older the system almost always underpredicts the age. When studying how language
changes over time, we find that most change occurs in the younger ages, while at the
older ages most variables barely change. This could be an explanation of why it is
harder to predict the correct age of older people (for both humans and the automatic
system). This also suggests that researchers wanting to improve an automatic age
prediction system should focus on improving prediction for older persons, and thus
identifying variables that show more change at older ages.
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4.6 Evaluation in the Wild

To evaluate the age prediction system in the wild, we developed TweetGenie8, a web-
site that allows visitors to enter public Dutch Twitter accounts. We evaluate the system
in two ways: 1) using the feedback from users; and 2) using manual annotation. We
first describe the demo and then discuss the results.

4.6.1 TweetGenie

Description. TweetGenie predicts the gender and age of the users behind the entered
accounts based on the 200 most recent tweets. For this demo, age was modeled
as a continuous variable as described earlier in this chapter. The gender prediction
was carried out using logistic regression. Due to press attention from various media
outlets, we were able to attract a large number of visitors. After a visitor enters a
public Twitter account, a results page is shown (see Figure 4.6 for a screenshot).
The results page shows the predicted age (in years), the gender, and a gender ‘score’
indicating how strong the prediction was (based on x

⊤β with x being the features
and β the estimated parameters). In addition, an option is available to share their
results page on Twitter. To collect data and improve the system, users are encouraged
to provide feedback on the predictions. On the page with the automatic prediction
(Figure 4.6), users have the option to enter the correct age and confirm whether the
gender prediction was correct. An overview of the components is shown in Figure 4.8.
The first webserver hosts the frontend. A second webserver is used to retrieve the data
from Twitter and perform the predictions. A MySQL database is used to keep track of
the progress of each prediction, and to store logs and feedback received by users.

Figure 4.6: Screenshot prediction interface

Public response. TweetGenie was launched on May 13, 2013 at around 11.30 AM.
To reach a large audience, a press statement was released and messages were posted
on social media networks. We now analyze the data in the first week after the launch.

8www.tweetgenie.nl
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Figure 4.7 shows the number of entered Twitter users and the number of tweets men-
tioning TweetGenie in the first week after the launch. The number of tweets and
the number of users entered follow similar trends. We observe a high peak in the
beginning, but it also rapidly decreases over time. The system was asked to make a
prediction 87,818 times and 9,291 tweets were posted with the word ‘TweetGenie’.
1,931 of these tweets were created using the tweet sharing function of TweetGenie.
The observed sentiment was mostly positive. If TweetGenie made an incorrect predic-
tion, most people joked about it (e.g., “*grin* I just became 13 years younger without

plastic chirurgy #tweetgenie").
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Figure 4.7: Entered users and tweets per hour
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Frontend

(PHP, jQuery)
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Backend

(Python)

MySQL database

Twitter

Figure 4.8: Architecture

4.6.2 Evaluation

We now discuss the evaluation of the system based on data collected using TweetGe-
nie.

Evaluation based on user feedback. Visitors were encouraged to give feedback on the
predictions of TweetGenie. In the first week, we received feedback on the gender of
16,563 users and on the age of 17,034 users. We randomly sampled 150 Twitter users
for which we received feedback on both the gender and age. We checked the feedback
of these users by visiting their Twitter profiles. If the feedback seemed plausible based
on the profile, we assumed the feedback was correct (i.e., we did not visit any other
social media profiles to find the exact age). The results are shown in Table 4.16. We
find that 90% of the feedback appears to be correct. Only a small fraction (4%) of the
feedback was incorrect, this could be deliberate or due to sloppiness. The remaining
feedback was on Twitter accounts of non-Dutch users (e.g., English, German, French),
or accounts that did not represent a person (e.g., a sports team, animal, multiple
persons).

We calculate the performance based on the 135 users for who we received correct
feedback. The results show that the users who gave feedback are not representative of
the general Dutch Twitter population as estimated in Section 4.3. The users are older
than average (the age distribution is shown in Figure 4.9). There are more older
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Feedback Freq. Perc.

Correct 135 90%
Incorrect 6 4%

Not a Dutch account 5 3.33%
Not a person 4 2.67%

Table 4.16: Statistics feedback reliability

males, and more younger females using Twitter in the Netherlands (Section 4.3), and
as a consequence the number of males (60.7%) is higher than the number of females
(39.3%).

Based on this dataset, we find that the accuracy of the gender predictions was
94%. The Mean Absolute Error (MAE) for the age predictions is 6.1 years, which
is higher than reported earlier in this chapter (Section 4.4.6). However, this can be
explained by the observation that relatively many older Twitter users give feedback,
and as discussed, automatic age predictions for older Twitter users tend to be less
accurate.

Evaluation based on manual annotation. We also evaluated the system by manually
annotating 50 users that were randomly sampled from the entered users in the logs.
We did not include accounts that were not Dutch or did not represent individual
persons. If feedback was available for a Twitter user, we used the provided feedback
(after a manual check). Otherwise, we manually annotated the gender and age using
all available information (e.g., social media profiles, websites).

The gender was correctly predicted for 82% of the users, which is lower than mea-
sured in the evaluation based on the user feedback. The Mean Absolute Error (MAE)
is 6.18 years, which is in line with the observed MAE based on the user feedback.

Our analyses confirm that users for who feedback was available are not represen-
tative of all users who were entered in the system. Of the sampled 50 entered users,
the fraction of males and females is almost equal (52% and 48%) compared to 60.7%
and 39.3% according to the evaluation based on the user feedback. The number of
users who were less than 20 years old (15) is similar to the number of users in the
range of > 20 and ≤ 30 years (17), while in the previous analysis the fraction of
users below 20 years is smaller. Thus, less feedback was received for younger Twitter
users. In line with the analysis based on user feedback, we also find that relatively
many older Twitter users were entered into TweetGenie compared to the more rep-
resentative set of Dutch Twitter users that was collected to train the age prediction
model.
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4.7 Conclusion

We presented a study on the relation between the age of Twitter users and their
language use. A dataset was constructed by means of a fine-grained annotation effort
of more than 3,000 Dutch Twitter users. We studied age prediction based only on
tweets. Next, we presented a detailed analysis of variables as they change with age.

We approached age prediction in different ways: predicting the age category, life
stage, and the actual age. Our system was capable of predicting the exact age within
a margin of 4 years. Compared with humans, the automatic system performed better
and was much faster than humans. For future research, we believe that life stages or
exact ages are more meaningful than dividing users based on age groups. In addition,
gender should not be ignored as we showed that how age is displayed in language is
also strongly influenced by the gender of the person.

We also found that most changes occur when people are young, and that after
around 30 years the studied variables show little change. This may also explain why it
is more difficult to predict the age of older people (for both humans and the automatic
system).

Our models were based only on the tweets of the user. This has as a practical
advantage that the data is easy to collect, and thus the models can easily be applied
to new Twitter users. However, a deeper investigation into the relation between lan-
guage use and age should also take factors such as the social network and the direct
conversation partners of the tweeters into account.

The age prediction model was tested in the wild by developing a public demo
called TweetGenie. The demo was an excellent opportunity to gather more data.
Compared to the evaluation on the dataset that was used to develop the model, the
performance numbers achieved by TweetGenie were lower. Users who were entered
into the system were not representative of the Dutch Twitter population: relatively
more older Twitter users were entered in the system, leading to more errors in the
automatic age prediction.
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5
On Gender and Age Prediction: Lessons

from a Crowdsourcing Experiment

This chapter is based on D. Nguyen, D. Trieschnigg, A.S. Doğruöz, R. Gravel, M. Theune,

T. Meder, and F. de Jong, “Why gender and age prediction from tweets is hard: Lessons

from a crowdsourcing experiment", In Proceedings of COLING 2014, the 25th Interna-

tional Conference on Computational Linguistics: Technical Papers, pages 1950-1961,

Dublin, Ireland, 2014 [Nguyen et al., 2014a]

5.1 Introduction

In line with scholars from a variety of disciplines, including the social sciences and
philosophy, sociolinguists consider age and gender as social and fluid variables [Eck-
ert, 2012]. Gender and age are shaped depending on the societal context, the culture
of the speakers involved in a conversation, the individual experiences and the multi-
tude of social roles: a female teenager might also be a high school student, a piano
player, a swimmer, etc. [Eckert, 2008].

Speakers use language as a resource to construct their identity [Bucholtz and Hall,
2005]. For example, a person’s gender identity is constructed through language by
using linguistic features associated with male or female speech. These features gain
social meaning in a cultural and societal context. On Twitter, users construct their
identity through interacting with other users [Marwick and boyd, 2011]. Depending
on the context, they may emphasize specific aspects of their identity, which leads to
linguistic variation both within and between speakers. We illustrate this with the
following three tweets:

Tweet 1: I’m walking on sunshine <3 #and don’t you feel good

Tweet 2: lalaloveya <3

Tweet 3: @USER loveyou ;D

In these tweets, we find linguistic markers usually associated with females (e.g.,
a heart represented as <3). Indeed, 77% of the 181 players guessed that a female
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wrote these tweets in our online game. However, this is a 16-year old biological male1,
whose Twitter account reveals that he mostly engages with female friends. Therefore,
he may have accommodated his style to them [Danescu-Niculescu-Mizil et al., 2011]
and as a result he employs linguistic markers associated with the opposite biological
sex.

Most of the NLP research focusing on predicting gender and age has approached
these variables as biological and static, rather than social and fluid. For example,
current approaches use supervised machine learning models trained on tweets from
males and females. However, the resulting stereotypical models are ineffective for
Twitter users who tweet differently from what is to be expected from their biological
sex. As explained above, language use is based on social gender and age identity, and
not on biological sex and chronological age. In other words, treating gender and age
as fixed biological variables in analyzing language use is too simplistic. By comparing
the biological sex and chronological age of Twitter users with how they are perceived
by the crowd (as an indication of socially constructed identities), we shed light on the
difficulty of predicting gender and age from language use and draw attention to the
inherent limitations of current approaches.

As has been demonstrated in several studies, the crowd can be used for experi-
mentation (e.g., Munro et al. [2010]). Our study illustrates the value of the crowd
for the study of human behavior, in particular for the experimental study of the social
dimension of language use. To collect data, we created an online game (an example
of gamification [Deterding et al., 2011]) in which thousands of players (the crowd)
guessed the biological sex and chronological age of Twitter users based on only the
users’ tweets. While variance between annotators has traditionally been treated as
noise, more recently variation is being treated as a signal rather than noise [Aroyo
and Welty, 2013]. For example, Makatchev and Simmons [2011] analyze how En-
glish utterances are perceived differently across language communities.

This chapter follows this trend, treating variation as meaningful information. We
assume that the crowd’s perception (based on the distribution of the players’ guesses)
is an indication of to what extent Twitter users emphasize their gender and age iden-
tity in their tweets. For example, when a large proportion of the players guess the
same gender for a particular user, the user is assumed to employ linguistic mark-
ers that the crowd associates with gender-specific speech (e.g., iconic hearts used by
females). Our contributions are as follows:

• We demonstrate the use of gamification to study sociolinguistic research prob-
lems (Section 5.3).

• We study the difficulty of predicting an author’s gender (Section 5.4) and age
(Section 5.5) from text alone by analyzing prediction performance by the crowd.
We relate our results to sociolinguistic theories and show that approaching gen-
der and age as fixed biological variables is too simplistic.

• Based on our findings, we reflect on current approaches to predicting age and
gender from text, and draw attention to the limitations of these approaches
(Section 5.6).

1Estimated based on his Twitter profile and tweets.
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5.2 Related Work

Gender. Within sociolinguistics, studies on gender and language have a long history
[Eckert and McConnell-Ginet, 2013]. More recently, the NLP community has become
increasingly interested in this topic. Most of the work aims at predicting the gender
of authors based on their text, thereby focusing more on prediction performance than
sociolinguistic insights.

A variety of datasets have been used, including Twitter [Bamman et al., 2014b,
Bergsma and Van Durme, 2013, Burger et al., 2011, Fink et al., 2012, Rao et al.,
2010], blogs [Mukherjee and Liu, 2010, Schler et al., 2006], telephone conversa-
tions [Garera and Yarowsky, 2009], YouTube [Filippova, 2012] and chats in social
networks [Peersman et al., 2011]. Females tend to use more pronouns, emoticons,
emotion words, and blog words (lol, omg, etc.), while males tend to use more num-
bers, technology words, and links [Bamman et al., 2014b, Nguyen et al., 2013a, Rao
et al., 2010]. These differences have also been exploited to improve sentiment classi-
fication [Volkova et al., 2013] and cyberbullying detection [Dadvar et al., 2012].

To the best of our knowledge, the study by Bamman et al. [2014b] is the only
computational study that approaches gender as a social variable. By clustering Twitter
users based on their tweets, they show that multiple gendered styles exist. Unlike
their study, we use the crowd and focus on implications for gender and age prediction.

Age. Eckert [1997] makes a distinction between chronological (number of years
since birth), biological (physical maturity), and social age (based on life events). Most
of the studies on language and age focus on chronological age. However, speakers
with the same chronological age can have very different positions in society, resulting
in variation in language use. Computational studies on language use and age usually
focus on automatic (chronological) age prediction. This has typically been modeled
as a classification problem, although this approach often suffers from ad hoc and
dataset dependent age boundaries [Rosenthal and McKeown, 2011]. In contrast,
recent works also explored predicting age as a continuous variable and predicting
lifestages [Nguyen et al., 2011, 2013a].

Similar to studies on gender prediction, a variety of resources have been used
for age prediction, including Twitter [Nguyen et al., 2013a, Rao et al., 2010], blogs
[Goswami et al., 2009, Rosenthal and McKeown, 2011], chats in social networks
[Peersman et al., 2011] and telephone conversations [Garera and Yarowsky, 2009].
Younger people use more alphabetical lengthening, more capitalization of words,
shorter words and sentences, more self-references, more slang words, and more In-
ternet acronyms [Barbieri, 2008, Goswami et al., 2009, Nguyen et al., 2013a, Pen-
nebaker and Stone, 2003, Rao et al., 2010, Rosenthal and McKeown, 2011].

Perception experiments. In perception experiments by sociolinguists, non-linguists
have been asked to identify social characteristics of speakers based on their speech
[Clopper, 2013]. Perception experiments have also been used to map regional varia-
tion from the viewpoint of non-linguists [Preston, 2015]. The use of crowdsourcing
to obtain perception data is a relatively unexplored direction.
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5.3 Data

To study how people perceive the gender and age identity of Twitter users based on
their tweets, we created an online game. Players were asked to guess the gender
and age of Twitter users from tweets. The game was part of a website (TweetGenie,
www.tweetgenie.nl) that also hosted an automatic system that predicts the gender
and age of Twitter users based on their tweets [Nguyen et al., 2014b]. To attract
players, a link to the game was displayed on the page with the results of the automatic
prediction, and visitors were challenged to test if they were better than the automatic
system (TweetGenie).

5.3.1 Twitter Data

We sampled Dutch Twitter users in the fall of 2012. We employed external annotators
to annotate the biological sex and chronological age (in years) using all information
available through tweets, the Twitter profile and external social media profiles such
as Facebook and LinkedIn. In total over 3,000 Twitter users were annotated. For
more details regarding the collection of the dataset we refer to Nguyen et al. [2013a]
(Chapter 4).

We divided the data into train and test sets. 200 Twitter users were randomly
selected from the test set to be included in the online game (statistics are shown in
Table 5.1). Named entities were manually anonymized to conceal the user’s iden-
tity. Names in tweets were replaced by ‘similar’ names (e.g., a first name common
in a certain region in the Netherlands was replaced with another common name in
that region). This was done without knowing the actual gender and age of the Twit-
ter users. Links were replaced with a general [LINK] token and user mentions with
@USER.

Gender and age F, <20 M, <20 F, [20-40) M, [20-40) F, ≥40 M, ≥40

Frequency 61 60 24 23 17 15

Table 5.1: Statistics Twitter users in our game

5.3.2 Online Game

Game setup. The interface of the game is shown in Figure 5.1. Players guessed the
biological sex (male or female) and age (years) of a Twitter user based on only the
tweets. Note that the ground truth labels were collected using all available informa-
tion (e.g., profile picture, name, etc.). For each user, {20, 25, 30, 35, 40} tweets were
randomly selected. For a particular Twitter user, the same tweets were displayed to
all players. Twitter users were randomly selected to be displayed to the players.

To include an entertainment element, players received feedback after each guess.
They were shown the correct age and gender, the age and gender guessed by the
computer, and the average guessed age and gender distribution by the other players.
In addition, a score was shown of the player versus the computer.
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Figure 5.1: Screenshot of the game. Text is translated into English (originally in Dutch). Left

shows the interface when the user needs to make a guess. Right shows the feedback

interface.

Collection. In May 2013, the game was launched. Media attention resulted in a large
number of visitors [Nguyen et al., 2014b] (Chapter 4). We use the data collected
from May 13, 2013 to August 21, 2013, resulting in a total of 46,903 manual guesses.
Players tweeted positively about the game, such as “@USER Do you know what is

really addictive? ‘Are you better than Tweetgenie’ ..." and “@USER Their game is quite

fun!" (tweets translated to English).
We filter sessions that do not seem to contain genuine guesses: when the entered

age is 80 years or above, or 8 or below. These thresholds were based on manual
inspection, and chosen because it is unlikely that the shown tweets are from users
of such ages. For each guess, we registered a session ID and an IP address. A new
session started after 2 hours of inactivity. To study player performance more robustly,
we excluded multiple sessions of the same player. After three or more guesses had
been made in a session, all next sessions from the same IP address were discarded.

Statistics. Statistics of the data are shown in Table 5.2. Figure 5.2 shows the dis-
tribution of the number of guesses per session. The longest sessions consisted of 18
guesses. Some of our analyses require multiple guesses per player. In that case, we
only include players having made at least 7 guesses.
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Figure 5.2: Number of guesses per session

# guesses 41,989
# sessions 15,724

Avg. time (sec) per guess 46
Avg. # guesses / session 2.67

Table 5.2: Statistics online game

(after cleaning)
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Figure 5.3: Time taken in game

We calculate the time taken for a guess by taking the time difference between two
guesses (therefore, no time for the first guess in each session could be measured). For
each Twitter user, we calculate the average time that was taken to guess the gender
and age of the user. (Figure 5.3a). There is a significant correlation (Pearson’s r =
0.291, p < 0.001) between the average time the players took to evaluate the tweets
of a Twitter user and the number of displayed tweets.

There is also a significant correlation between the average time taken for a user
and the entropy over gender guesses (Pearson’s r = 0.410, p < 0.001), and the average
time taken for a user and the standard deviation of the age guesses (Pearson’s r =
0.408, p < 0.001). Thus, on average, players spent more time on Twitter users for
whom it was more difficult to estimate gender and age.

We observe that as the game progresses, players tend to take less time to make a
guess. This is shown in Figure 5.3b, which shows the average time taken for a turn
(restricted to players with at least 7 guesses). There was no significant correlation
between time spent on a guess and the performance of players and we did not find
trends of performance increase or decrease as players progressed in the game.

5.3.3 Automatic Prediction

Besides studying human performance, we also compare the predictions of humans
with those of an automatic system. We split the data into train and test sets using
the same splits as used by Nguyen et al. [2013a] (Chapter 4). We train a logistic
regression model to predict gender (male or female), and a linear regression model
to predict the age (in years) of a person.

More specifically, given an input vector x ∈ Rm, x1, . . . , xm represent features.
In the case of gender classification (e.g., y ∈ {−1, 1}), the model estimates a condi-
tional distribution P (y|x, β) = 1/(1 + exp(−y(β0 + x

⊤β))), where β0 and β are the
parameters to estimate. Age is treated as a regression problem, and we find a pre-
diction ŷ ∈ R for the exact age of a person y ∈ R using a linear regression model:
ŷ = β0 + x

⊤β. We use Ridge (also called L2) regularization to prevent overfitting.
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We make use of the liblinear [Fan et al., 2008] and scikit-learn [Pedregosa et al.,
2011] libraries. We only use unigram features, since they have proven to be very
effective for gender [Bamman et al., 2014b, Peersman et al., 2011] and age [Nguyen
et al., 2013a] prediction. Parameters were tuned using cross-validation on the train-
ing set.

5.4 Gender

Most of the computational work on language and gender focuses on gender classi-
fication, treating gender as fixed and classifying speakers into females and males.
However, this assumes that gender is fixed and is something people have, instead of
something people do [Butler, 1990].

In this section, we first analyze the task difficulty by studying crowd performance
on inferring gender from tweets. We observe a relatively large group of Twitter users
who employ language that the crowd associates with the opposite biological sex. This,
then, raises questions about the upper bound that a prediction system based on only
text can achieve.

Next, we place Twitter users on a gender continuum based on the guesses of the
players and show that treating gender as a binary variable is too simplistic. While
historically gender has been treated as binary, researchers in fields such as sociology
[Lorber, 1996] and sociolinguistics [Bergvall et al., 1996, Holmes and Meyerhoff,
2003] find this view too limited. Instead, we assume the simplest extension beyond
a binary variable: a one-dimensional gender continuum (or scale) [Bergvall et al.,
1996]. For example, Bergvall [1999] talks about a “continuum of humans’ gendered

practices". While these previous studies were based on qualitative analyses, we take a
quantitative approach using the crowd.

5.4.1 Task Difficulty

Majority vote. We study crowd performance using a system based on the majority of
the players’ guesses. Majority voting has proven to be a strong baseline to aggregate
votes (e.g., in crowdsourcing systems [Le et al., 2010, Snow et al., 2008]). On aver-
age, we have 210 guesses per Twitter user, providing substantial evidence per Twitter
user. A system based on majority votes achieves an accuracy of 84% (Table 5.3a shows
a confusion matrix). Table 5.3b shows a confusion matrix of the majority predictions
versus the automatic system. We find that the biological sex was predicted incorrectly
by both the majority vote system and the automatic system for 21 out of the 200
Twitter users (10.5%, not in the tables).

Automatic classification systems on English tweets achieve similar performances
as our majority vote system (e.g., Bergsma and Van Durme [2013] report an accu-
racy of 87%, Bamman et al. [2014b] 88%). More significantly, the results suggest
that 10.5% (automatic + majority) to 16% (majority) of the Dutch Twitter users do
not employ language that the crowd associates with their biological sex. As said, this
raises the question of whether we can expect much higher performances by computa-
tional systems based on only language use.
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Biological sex

Male Female

Crowd
Male 82 16
Female 16 86

(a) Crowd (majority)

Crowd

Male Female

Automatic
Male 68 22
Female 30 80

(b) Automatic vs. crowd

Table 5.3: Confusion matrices crowd prediction

Individual players versus an automatic system. When considering players with 7 or
more guesses, the average accuracy for a player is 0.71. Our automatic system
achieves an accuracy of 0.69. The small number of tweets per Twitter user in our
data (20-40) makes it more difficult to automatically predict gender.

Entropy. We characterize the difficulty of inferring a user’s gender by calculating the
entropy for each Twitter user based on the gender guesses (Figure 5.4a). We find
that the difficulty varies widely across users, and that there are no distinct groups of
‘easy’ and ‘difficult’ users. However, we do observe an interaction effect between the
entropy of the gender guesses and the ages of the Twitter users. At an aggregate level,
we find no significant trend. Analyzing females and males separately, we observe a
significant trend with females (Pearson’s r = 0.270, p < 0.01), suggesting that older
female Twitter users tend to emphasize other aspects than their gender in tweets (as
perceived by the crowd).
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Figure 5.4: Gender prediction

5.4.2 Binarizing Gender, a Good Approach?

Using data collected through the online game we quantitatively put speakers on a
gender continuum based on how their tweets are perceived by the crowd. For each
Twitter user, we calculate the proportion of players who guessed the users were male
and female (Figure 5.4b). We can make the following observations.
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First, the guesses by the players are based on their expectations about what kind
of behavior and language is used by males and females. The plot shows that for some
users, almost all players guessed the same gender, indicating that these expectations
are quite strong and that there are stylistic markers and topics that the crowd strongly
associates with males or females.

Second, if treating gender as a binary variable is reasonable, we would expect to
see two distinct groups. However, we observe quite an overlap between the biological
males and females. There are 1) users who conform to what is expected based on
their biological sex; 2) users who deviate from what is expected; and 3) users whose
tweets do not emphasize a gender identity or whose tweets have large variation using
language associated with both genders. We investigated whether this is related to
their use of Twitter (professional, personal, or both), but the number of Twitter users
in our dataset who used Twitter professionally was small and not sufficient to draw
conclusions.

We now illustrate our findings using examples. The first example is a 15-year old
biological female for whom the crowd guessed most strongly that she is female (96%
of n=220). Three tweets from her are shown below. She uses language typically
associated with females, talking about spending time with her girlfriends and the use
of stylistic markers such as hearts and alphabetical lengthening. Thus, she conforms
strongly to what the crowd expects from her biological sex.

Tweet 4: Gezellig bij Emily en Charlotte.

Translation: Having fun with Emily and Charlotte.

Tweet 5: Hiiiiii schatjesss!

Translation: Hiiiiii cutiesss!

Tweet 6: ♥ @USER

Below are two tweets from a 40-year old biological female who does not employ
linguistic markers strongly associated with males or females. Therefore, only 46% of
the crowd (n=200) was able to guess that she is female.

Tweet 7: Ik viel op mijn bek. En het kabinet ook. Geinig toch? #Catshuis

Translation: I went flat on my face. And the cabinet as well. Funny right?

#Catshuis

Tweet 8: Jeemig. Ik kan het bijna niet volgen allemaal.

Translation: Jeez. I almost can’t follow it all.

Twitter users vary in how much they emphasize their gender in their tweets. As a
result, the difficulty of inferring gender from tweets varies across persons, and treat-
ing gender as a binary variable ignores much of the interesting variation within and
between persons.
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Automatic system. We now analyze whether an automatic system is capable of cap-
turing the position of Twitter users on the gender continuum (as perceived by the
crowd). We calculate the correlation between the proportion of male guesses (i.e.,
the position on the gender continuum) and the scores of the logistic regression clas-
sifier: β0 + x

⊤β. While the training data was binary (users were labeled as male or
female), a reasonable Spearman correlation of ρ = 0.584 (p < 0.001) was obtained
between the classifier score and the score based on the crowd’s perception. We did
not observe a significant relation between the score of the classifier (corresponding to
the confidence of the gender prediction) and age.

5.5 Age

We start with an analysis of task difficulty, by studying crowd performance on infer-
ring age from tweets. Next, we show that it is particularly hard to accurately infer the
chronological age of older Twitter users from tweets.

5.5.1 Task Difficulty

The crowd’s average guesses. As with a system based on majority vote for gender
prediction, we test the performance of a system that predicts the ages of Twitter users
based on the average of all guesses. We find that such a system achieves a Mean
Absolute Error (MAE) of 4.844 years and a Pearson’s correlation of 0.866. Although
the correlation is high, the absolute errors are quite large. We find that the crowd
has difficulty predicting the ages of older Twitter users. There is a positive correlation
(Pearson’s ρ = 0.789) between the absolute errors and the actual age of Twitter users.
There is a negative correlation between the errors (predicted - actual age) and the
actual age of Twitter users (Pearson’s ρ = -0.872).

We calculate the standard deviation over all the age guesses for a user (Fig-
ure 5.5a) to measure the difficulty of inferring a user’s age. There is a positive correla-
tion between age and standard deviation of the guesses (ρ = 0.691), which indicates
that players have more difficulty in guessing the ages of older Twitter users.

Individual players versus an automatic system. To estimate the performance of indi-
vidual players, we restrict our attention to players with at least 7 guesses. We find
that individual players are, on average, 5.754 years off. A linear regression system
achieves a MAE of 6.149 years and a Pearson correlation of 0.812. The small number
of tweets in our data (20-40) increases the difficulty of the task for automatic systems.

5.5.2 Inferring the Age of Older Twitter Users

Figure 5.5b shows the average player predictions with the actual age of the Twitter
users. The red line is the ‘perfect’ line, i.e., the line when the predictions would
match the exact age. Black represents a fitted LOESS curve [Cleveland et al., 1992]
based on the human predictions. We find that the players tend to overpredict the
age of younger Twitter users, but even more strikingly, on average they consistently
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Figure 5.5: Age prediction

underpredict the age of older Twitter users. The prediction errors already start at the
end of the 20s, and the gap between actual and predicted age increases with age.

This could be explained by sociolinguistic studies that have found that people be-
tween 30 and 55 years use standard forms the most, because they experience the
maximum societal pressure in the workplace to conform [Holmes, 2013]. On Twitter,
this has been observed as well: Nguyen et al. [2013a] found fewer linguistic differ-
ences between older age groups than between younger age groups. This makes it
difficult for the crowd to accurately estimate the ages of older Twitter users. Younger
people and retired people use more non-standard forms [Holmes, 2013]. Unfortu-
nately, our dataset does not contain enough retired users to analyze whether this
trend is also present on Twitter.

5.6 Discussion

We now discuss the implications of our findings for research on automatically predict-
ing the gender and age of authors from their texts.

Age and gender as social variables. Most computational research has treated gender
and age as fixed, biological variables. The dominant approach is to use supervised
machine learning methods to generalize across a large number of examples (e.g.,
texts written by females and males). While the learned models so far are effective
at predicting age and gender of most people, they learn stereotypical behavior and
therefore provide a simplistic view.

First, by using the crowd we have shown that Twitter users emphasize their gen-
der and age in varying degrees and in different ways, so that for example, treating
gender as a binary variable is too simplistic [Butler, 1990, Eckert and McConnell-
Ginet, 2013]. Many users do not employ the stereotypical language associated with
their biological sex, making models that take a static view of gender ineffective for
such users. More detailed error analyses of the prediction systems will increase un-
derstanding of the reasons for incorrect predictions, and shed light on the relation
between language use and social variables.
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Second, models that assume static variables will not be able to model the inter-
esting variation [Eisenstein, 2013a]. Models that build on recent developments in
sociolinguistics will be more meaningful and will also have the potential to contribute
to new sociolinguistic insights. For example, modeling what influences speakers to
show more or less of their identity through language, or jointly modeling variation
between and within speakers, are in our opinion interesting research directions. The
ever-increasing amounts of social media data offer opportunities to explore these re-
search directions.

Sampling. We have shown that the difficulty of tasks such as gender and age predic-
tion varies across persons. Therefore, creating datasets for such tasks requires max-
imum attention. For example, when a dataset is biased towards people who show a
strong gender identity (e.g., by sampling followers of accounts highly associated with
males or females, such as sororities [Rao et al., 2010]), the results obtained on such
a set may not be representative of a more random set (as observed when classifying
political affiliation [Cohen and Ruths, 2013]).

Task difficulty. Our study also raises the question of what level of performance can be
obtained for tasks such as predicting gender and age from only language use. Since
we often form an impression based on someone’s writing, crowd performance is a
good indicator of the task difficulty. While the crowd performance does not need to
be the upper bound, it does indicate that it is difficult to predict gender and age of a
large number of Twitter users.

When taking the majority label, only 84% of the users were correctly classified
according to their biological sex. This suggests that about 16% of the Dutch Twitter
users do not use language that the crowd associates with their biological sex.

We also found that it is hard to accurately estimate the ages of older Twitter users,
and we related this to sociolinguistics studies that found less linguistic differences in
older age groups due to societal pressure in the workplace.

Limitations. A limitation of our work is that we focused on language variation be-

tween persons, and not on variation within persons. However, speakers vary their
language depending on the context and their conversation partners (e.g., accommo-
dation effects were found in social media [Danescu-Niculescu-Mizil et al., 2011]).
For example, we assigned Twitter users an overall ‘score’ by placing them on a gender
continuum, ignoring the variation we find within users.

Crowdsourcing as a tool to understand NLP tasks. Most research on crowdsourcing
within the NLP community has focused on how the crowd can be used to obtain
fast and large amounts of annotations. This study is an example of how the crowd
can be used to obtain a deeper understanding of an NLP task. We expect that other
tasks where disagreement between annotators is meaningful (i.e., it is not only due
to noise), could potentially benefit from crowdsourcing experiments as well.
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5.7 Conclusion

In this chapter, we demonstrated the successful use of the crowd to study the relation
between language use and social variables. In particular, we took a closer look at
inferring gender and age from language using data collected through an online game.
We showed that treating gender and age as fixed variables ignores the variety of ways
people construct their identity through language.

Approaching age and gender as social variables will allow for richer analyses and
more robust systems. It has implications ranging from how datasets are created to
how results are interpreted. We expect that our findings also apply to other social
variables, such as ethnicity and status. Instead of only focusing on performance im-
provement, we encourage NLP researchers to also focus on what we can learn about
the relation between language use and social variables using computational methods.
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6
A Kernel Independence Test for

Geographical Language Variation

This chapter is based on D. Nguyen and J. Eisenstein, “A Kernel Independence Test for

Geographical Language Variation" to appear in Computational Linguistics and presented

at New Ways of Analyzing Variation 44 (NWAV44), 2015.

6.1 Introduction

Figure 6.1 shows the geographical location of 1000 Twitter posts containing the word
hella, an intensifier used in expressions like I got hella studying to do and my eyes

got hella big [Eisenstein et al., 2014]. While the word appears in major population
centers throughout the United States, the map suggests that it enjoys a particularly
high level of popularity on the west coast, in the area around San Francisco. But does
this represent a real geographical difference in American English, or is it the result of
chance fluctuation in a finite dataset?

Regional variation of language has been extensively studied in sociolinguistics and
dialectology [Chambers and Trudgill, 1998, Grieve et al., 2011, 2013, Lee and Kret-
zschmar, 1993, Nerbonne and Kretzschmar Jr, 2013, Szmrecsanyi, 2012]. A common
approach involves mapping the geographic distribution of a linguistic variable (e.g.,
the choice of soda, pop, or coke to refer to a soft drink) and identifying boundaries
between regions based on the data. The identification of linguistic variables that ex-
hibit regional variation is therefore the first step in many studies of regional dialects.
Traditionally, this step has been based on the manual judgment of the researcher; de-
pending on the quality of the researcher’s intuitions, the most interesting or important
variables might be missed.

The increasing amount of data available to study dialectal variation suggests a turn
towards data-driven alternatives for variable selection. For example, researchers can
mine social media data such as Twitter [Doyle, 2014, Eisenstein et al., 2010, Huang
et al., 2016] or product reviews [Hovy et al., 2015] to identify and test thousands of
dialectal variables. Despite the large scale of available data, the well-known “long tail”
phenomenon of language ensures that there will be many potential variables with low
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Figure 6.1: 1000 geolocated tweets containing the word hella

counts. A statistical metric for comparing the strength of geographical associations
across potential linguistic variables would allow linguists to determine whether finite
geographical samples — such as the one shown in Figure 6.1 — reveal a statistically
meaningful association.

The use of statistical methods to analyze spatial dependence has been only lightly
studied in sociolinguistics and dialectology. Existing approaches employ classical
statistics such as Moran’s I (e.g., Grieve et al. [2011]), join count analysis (e.g., Lee
and Kretzschmar [1993]) and the Mantel Test (e.g., Scherrer [2012]); we review
these statistics in Section 6.2. These approaches suffer from a common problem:
each type of test can capture only a specific parametric form of spatial linguistic vari-
ation. As a result, these tests can incorrectly fail to reject the null hypothesis if the
nature of the geo-linguistic dependence does not match the underlying assumptions
of the test.

To address these limitations, we propose a new test statistic that builds on a rich
and growing literature on kernel embeddings for non-parametric statistics [Shawe-
Taylor and Cristianini, 2004]. In these methods, probability distributions, such as the
distribution over geographical locations for each linguistic variable, are embedded
in a Reproducing Kernel Hilbert space (RKHS). Specifically, we employ the Hilbert-
Schmidt Independence Criterion (HSIC; Gretton et al. [2005a]). Due to its ability
to compare arbitrarily high-order moments of probability distributions, HSIC can be
used to compare arbitrary probability measures, by computing kernel functions on
finite samples. Unlike prior approaches, HSIC is statistically consistent: in the limit of
a sufficient amount of data, it will correctly determine whether the distribution of a
linguistic feature is geographically dependent. As a further convenience, because it is
built on kernel similarity functions, HSIC can be applied with equal ease to any type
of linguistic data, as long as an appropriate kernel function can be constructed.

To validate this approach, we compare it against three alternative spatial statistics:
Moran’s I, the Mantel test, and join count analysis. For a controlled comparison, we
use synthetic data to simulate different types of regional variation, and different types
of linguistic data. This allows us to measure the capability of each approach to detect
true geo-linguistic associations, and to avoid Type I errors even in noisy data. Next,
we apply these approaches to three real linguistic datasets: a corpus of Dutch tweets,
a Dutch syntactic atlas and letters to the editor in North American newspapers.
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To summarize, the contributions of this article are:

• We show how the Hilbert-Schmidt Independence Criterion can be applied to
linguistic data. HSIC is a non-parametric test statistic, which can handle both
frequency and categorical data, requires no discretization of geographic data,
and is capable of detecting arbitrary geo-linguistic dependencies (Section 6.3).

• We use synthetic data to compare the power and calibration of HSIC against
three alternatives: Moran’s I, the Mantel Test, and join count analysis (Sec-
tion 6.4).

• We apply these methods to analyze dialectal variation in three empirical datasets,
in both English and Dutch, across a variety of registers (Section 6.5).

6.2 Related Work

This section describes prior work on global methods for quantifying the degree of
spatial dependence in a geotagged corpus.1 While other global spatial statistics exist,
we focus on the following three methods because they have been used in previous
work on dialect analysis: Moran’s I [Grieve et al., 2011], join count analysis [Lee and
Kretzschmar, 1993] and the Mantel test [Scherrer, 2012].

We define a consistent notation across methods. Let xi represent a scalar linguistic
observation for unit i ∈ {1 . . . n} (typically, the presence or frequency of a linguistic
variable), and let yi represent a corresponding geolocation. For convenience, we
define dij as the spatial distance between yi and yj . Suppose we have n observations,
so that the data D = {(x1, y1), (x2, y2), . . . , (xn, yn)}. Our goal is to test the strength of
association between X and Y , against the null hypothesis that there is no association.

6.2.1 Moran’s I

Grieve et al. [2011] introduced the use of Moran’s I [Cliff and Ord, 1981, Moran,
1950] in the study of dialectal variation. To define the statistic, let W = {wij}i,j∈{1...n}
represent a spatial weighting matrix, such that larger values of wij indicate greater
proximity, and wii = 0. In their application of Moran’s I to a corpus of newspaper
letters-to-the-editor, Grieve et al. define W as,

wij =

{

1, dij < τ, i 6= j

0, dij ≥ τ, or i = j
(6.1)

1Global methods test for dependence over the entire dataset. In some cases, there will be local
dependence in a few “hot spots”, even when global dependence is not detected, and local autocorrelation
statistics have been proposed to capture such dependences [Anselin, 1995]. For example, Grieve [2016]
uses the Getis-Ord Gi statistic [Getis and Ord, 1992] in his analysis of regional American English. Local
statistics are particularly useful as an exploratory tool, but Grieve argues that the associated p-values
are difficult to interpret due to the issue of multiple comparisons. We therefore focus on global tests
in this chapter. The adaptation of the proposed HSIC statistic into a local measure of dependence is an
intriguing topic for future work.
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where τ is some critical threshold [Grieve et al., 2011]. When the spatial weight-
ing matrix is defined in this way, Moran’s I can be seen as a statistic that quantifies
whether observations xi and xj are more similar when wij = 1 than when wij = 0.2

Moran’s I is based on a hypothesized autoregressive process X = ρWX+ ǫ, where
X is a vector of the linguistic observations x1, . . . xn, and ǫ is a vector of uncorrelated
noise. Since X and W are given, the estimation problem is to find ρ so as to minimize
the magnitude of ǫ. To take a probabilistic interpretation, it is typical to assume that
ǫ consists of independent and identically-distributed (IID) normal random variables
with zero mean [Ord, 1975]. Under the null hypothesis of no spatial dependence
between the observations in X, we would have ρ = 0. Note, however, that we may
fail to reject the possibility that ρ = 0 even in the presence of spatial dependence, if
the form of this dependence is not monotonic or nonlinear in W .

Because ρ is difficult to estimate exactly [Ord, 1975], Moran’s I is used as an
approximation. It is computed as,

I =
n

∑n
i (xi − x)2

∑n
i

∑n
j wij(xi − x)(xj − x)
∑n

i

∑n
j wij

, (6.2)

where x = 1

n

∑

i xi. The ratio on the left is the inverse of the variance of X; the ratio
on the right corresponds to the covariance between points i and j that are spatially
similar. Thus, the statistic rescales a spatially-reweighted covariance (the ratio on the
right of Equation 6.2) by the overall variance (the ratio on the left of Equation 6.2),
giving an estimate of the overall spatial dependence of X. A compact alternative
notation is to rewrite the statistic in terms of the vector of residuals R = {ri}i∈1...n,
where the residual ri = xi − x. This yields the form I = R⊤WR

R⊤R
, with R⊤ indicating

the transpose of the column vector R, and with W assumed to be normalized so
that

∑

i,j wij = n. Moran’s I values often lie between −1 and 1, but the exact range
depends on the weight matrix W , and is theoretically unbounded [de Jong et al.,
1984].

In hypothesis testing, our goal is to determine the p-value representing the likeli-
hood that a value of Moran’s I at least as extreme as the observed value would arise
by chance under the null hypothesis. The expected value of Moran’s I in the case of
no spatial dependence is − 1

n−1
. Grieve et al. compute p-values from a closed-form

approximation of the variance under the null hypothesis of total randomization. A
non-parametric alternative is to perform a permutation test, calculating the empirical
p-value by comparing the observed test statistic against the values that arise across
multiple random permutations of the original data.

In either case, Moran’s I does not test the null hypothesis of no statistical depen-
dence between the linguistic features X and the geo-coordinates Y . Rather, it tests
whether the estimated value of ρ would be likely to arise if there were no such de-
pendence. But if the nature of the geo-linguistic dependence defies the assumptions
of the statistic, then we risk incorrectly failing to reject the null hypothesis, a type II

2The matrix W can be defined in other ways. We can define a continuous-valued version of W by
setting wij = exp(−γdij), with dij equal to the geographical distance between units i and j. Alterna-
tively, we could define a topological spatial weighting matrix by setting wij = 1 when j is one of the k

nearest neighbors of i [Getis and Aldstadt, 2010].
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error. Put another way, there are forms of strong spatial dependence for which ρ = 0,
such as non-monotonic spatial relationships. This risk can be somewhat ameliorated
by careful choice of the spatial weighting matrix W , which could in theory account
for non-linear or even non-monotonic dependencies. However an exhaustive search
for some W that obtains a low p-value would clearly be an invalid hypothesis test,
and so W must be fixed before any test is performed. In some cases, the researcher
may bring substantive insights to the determination of W , and so the flexibility of
Moran’s I in this sense could be regarded as a positive feature. But there is little
theoretical guidance, and a poor selection of W will result in inflated type II error
rates.

From a practical standpoint, Moran’s I is applicable to only some types of linguistic
data. In the study of dialect, X typically represents the frequency or presence of some
linguistic variable, such as the use of soda versus pop. We are unaware of applications
of Moran’s I to variables with more than two possibilities (e.g., soda, pop, coke). One
possible solution, proposed by one of the reviewers, would be to perform multiple
tests, with each alternant pitted against all the others. But it is not clear how the
p-values from these multiple tests should be combined. For example, selecting the
minimum p-value across the alternants would mean that the null hypothesis would be
more likely to be rejected for variables with more alternants; averaging the p-values
across alternants would have the opposite problem.

6.2.2 Join Count Analysis

If the linguistic data X consists of discrete observations, a simple approach is the use
of join count analysis. For each pair of points (i, j), we compute wijδ(xi = xj), where
δ(xi = xj) returns a value of 1 if xi and xj are identical, and 0 otherwise. As in
Moran’s I, wij is an element of a spatial weighting matrix, which could be binary or
continuous. The global sum of the counts is computed as,

num-agree =

n
∑

i

n
∑

j

wij(xixj + (1− xi)(1− xj)) (6.3)

=X⊤WX + (1−X)⊤W (1−X), (6.4)

with X⊤ indicating the transpose of the column vector X. Note the similarity to the
numerator of Moran’s I, which can be written as R⊤WR. The number of agreements
can be compared with its expectation under the null hypothesis, yielding a hypothesis
test for global autocorrelation [Cliff and Ord, 1981].

Join count analysis has been applied to the study of dialect by Lee and Kretzschmar
[1993], who take each linguistic observation xi ∈ {0, 1} to be a binary variable indi-
cating the presence or absence of a dialect feature. They then build a binary spatial
weighting matrix by performing a Delaunay triangulation over the geolocations of
participants in dialect interviews, with wij = 1 if the edge (i, j) appears in the Delau-
nay triangulation. A nice property of Delaunay triangulation is that points tend to be
connected to their closest neighbors, regardless of how distant or near those neigh-
bors are: in high-density regions, the edges will tend to be short, while in low-density
regions, the edges will be long. The method is therefore arguably more suitable to
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data in which the density of observations is highly variable — for example, between
densely-populated cities and sparse-populated hinterlands.

Because join count statistics are based on counts of agreements, this form of anal-
ysis requires that each xi is a categorical variable — possibly non-binary — rather
than a frequency. In this sense, it is the complement of Moran’s I, which can be ap-
plied to frequencies, but not to non-binary variables. Thus, join count analysis is best
suited to cases where observations correspond to individual utterances (e.g., Twitter
data, dialect interviews), rather than cases where observations correspond to longer
texts (e.g., newspaper corpora).

6.2.3 The Mantel Test

The Mantel test can in principle be used to measure the dependence between any
two arbitrary signals. In this test, we compute distances for each pair of linguistic
variables, dx(xi, xj), and each pair of spatial locations, dy(yi, yj), forming a pair of
distance matrices Dx and Dy. We then estimate the element-wise correlation (usually,
the Pearson correlation) between these two matrices. Scherrer [2012] uses the Man-
tel test to correlate linguistic distance with geographical distance, and Gooskens and
Heeringa [2006] correlate perceptual distance with linguistic distance. The Mantel
test has also been applied to non-human dialect analysis, revealing regional differ-
ences in the call structures of Amazonian parrots by computing a linguistic distance
matrix Dx directly from spectral measurements [Wright, 1996].

Because it is built around distance functions, the Mantel test is applicable to bi-
nary, categorical, and frequency data — any kind of data for which a distance function
can be constructed. For spatial locations, a typical choice is to compute the distance
matrix based on the Euclidean distance between each pair of points. For binary or
categorical linguistic data, the entries of the linguistic distances matrix can be set to
0 if xi = xj , and 1 otherwise. For linguistic frequency data, we use the absolute
difference between the frequency values.

The role of hypothesis testing in the Mantel test is to determine the likelihood
that the observed test statistic — in this case, the correlation between the distance
matrices Dx and Dy — could have arisen by chance under the null hypothesis. In the
ideal case of perfect correlation, twice as much geographical distance should imply
twice as much as linguistic distance. But this situation is highly unlikely to obtain
in practice. In fact, as one of the reviewers noted, such a perfect correlation cannot

arise from any linguistic data involving a single variable: even if a linguistic variable
obeys a perfect dialect continuum (e.g., varying in frequency from east to west), the
distances in the orthogonal north-south direction would diminish the resulting cor-
relation. In realistic settings in which the geo-linguistic dependence is obscured by
noise, this can dramatically diminish the power of the test. Note that even non-linear
transformations of the distance metric would not correct this issue. The key problem,
as identified by Legendre et al. [2015], is that the Mantel test is not designed to test
for independence between X and Y , but rather, the correlation between distances on
X and Y . When distances are the primary units of analysis — as, for example, in
the work of Gooskens and Heeringa [2006] — the test is applicable. But for the task
of determining whether a specific linguistic variable is geographically dependent, the
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test is incorrectly applied; as we show in Section 6.4, this results in inflated Type II
error rates.

6.2.4 Other Related Work

Several computational studies attempt to characterize linguistic differences across ge-
ographical regions, although in general these studies do not perform hypothesis test-
ing on geographical dependence. In general, these studies rely on aggregating geo-
tagged social media content into geographical bins. Some studies rely on politically
defined units such as nations and states [Hovy et al., 2015]; however, isoglosses (the
geographical boundaries between linguistic features) need not align with politically-
defined geographical units [Nerbonne and Kretzschmar Jr, 2013]. Other approaches
rely on automatically defined geographical units, induced by computational methods
such as geodesic grids [Wing and Baldridge, 2011], KD-trees [Roller et al., 2012],
Gaussians [Eisenstein et al., 2010], and mixtures of Gaussians [Hong et al., 2012].
While these approaches offer insight about the nature of geographical language vari-
ation, they do not provide test statistics that allow us to quantify the geographical
dependence of various linguistic features.

As described in the next section, our approach is based on reproducing kernel
Hilbert spaces, which enable us to non-parametrically compare probability distribu-
tions. Another way in which kernel methods can be applied to spatial analysis is in
Gaussian Processes, which are often used to represent spatial data [Cressie, 1988,
Ecker and Gelfand, 1997]. Specifically, we can define a kernel over space, so that
a response variable is distributed as a Gaussian with covariance defined by the ker-
nel function. For example, it might be possible to model the popularity of linguistic
features as a Gaussian Process, using the spatial covariance kernel to make smooth
predictions at unknown locations. Our approach in this chapter is different, as we are
interested in hypothesis testing, rather than modeling and prediction. Another dif-
ference is that we apply kernels to both the geographical and linguistic data sources,
while a Gaussian Process approach would make the parametric assumption that the
linguistic signal is Gaussian distributed with covariance defined by the spatial covari-
ance kernel.

6.3 Hilbert-Schmidt Independence Criterion (HSIC)

Moran’s I, join count analysis, and the Mantel test share an important drawback: they
do not directly test the independence of language and geography, but rather, they
test for autocorrelation between X and Y , or between distances on these variables.
Moran’s I tests whether the parameter of a linear autoregressive model is nonzero; the
Mantel test is performed on the correlations between pairwise distances; join count
statistics enable tests of whether spatially adjacent units tend to have the same lin-
guistic features. In each case, rejection of the null hypothesis implies dependence
between the geographical and linguistic signals. However, each test can incorrectly
fail to reject the null hypothesis if its assumptions are violated, even if given an arbi-
trarily large amount of data.
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We propose an alternative approach: directly test for the independence of geo-

graphical and linguistic variables, PXY
?
= PXPY . Our approach, which is based on

the Hilbert-Schmidt Independence Criterion (HSIC) [Gretton et al., 2005a, 2008],
makes no parametric assumptions about the form of these distributions. The pro-
posed test is consistent, in the sense that it will always reach the right decision, if
provided enough data [Fukumizu et al., 2007].3

To test independence for arbitrary distributions PXY , PX , and PY , HSIC employs
the framework of Reproducing Kernel Hilbert spaces (RKHS). This framework will
be familiar to the computational linguistics community through its application to
support vector machines [Collins and Duffy, 2001, Lodhi et al., 2002], where ker-

nel similarity functions between pairs of instances are used to induce classifiers with
highly non-linear decision boundaries. HSIC is a kernelized independence test, and
it offers an analogous advantage: by computing kernel similarity functions on pairs
of observations, it is possible to implicitly compare probability distributions across
high-order moments, enabling non-parametric independence tests that are statisti-
cally consistent. An additional advantage of the RKHS framework is that it can be
applied to arbitrary linguistic data — including dichotomous, polytomous, continu-
ous, and vector-valued observations — as long as an appropriate kernel similarity
function can be defined.

6.3.1 Comparing Probability Distributions

The maximum mean discrepancy (MMD) is a non-parametric statistic that compares
two arbitrary probability distributions. In the HSIC test, this statistic is used to com-
pare the joint distribution PXY with the product of marginal distributions PXPY . The
MMD is defined as,

MMD(P,Q) = sup
f

(EP [f(X)]− EQ[f(Y )]), (6.5)

where we take the supremum f over a set of possible functions, and compute the
difference in the expected values under the distributions P and Q. Clearly, if P = Q,
then MMD = 0, but the challenge is to compute MMD for arbitrary P and Q, based
only on finite samples from these distributions.

To explain how to do this, we introduce some concepts from RKHS. Let k : X ×

X 7→ R+ denote a kernel function, mapping from pairs of observations (xi, xj) to non-
negative reals. A classical example is the radial basis function (RBF) kernel on vectors,
where k(xi,xj) = exp

(

−γ||xi − xj ||
2
2

)

. Many other kernel functions are possible; the
conditions for valid kernels are enumerated in Subsection 6.3.3.

For any instance x, the kernel function k defines a corresponding feature map

k(·, x) : X 7→ R+, which is simply the function that arises by fixing one of the ar-
guments of the kernel function to the value x. The “reproducing” property of RKHS
implies an identity between kernel functions and inner products of feature maps:

k(xi, xj) = 〈k(·, xi), k(·, xj)〉. (6.6)

3HSIC was introduced as a test of independence by Gretton et al. [2008]. In this chapter, we present
the first application to computational linguistics.
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Thus, even though the feature map may be an arbitrarily complex function of x,
we can compute inner products of feature maps by computing the kernel similarity
function over the associated instances. The MMD can be expressed in terms of such
inner products, and thus, can be computed in terms of kernel similarity functions.

For a probability measure P , the mean element of P is defined as the expected
feature map, µP = EPk(·, x). The MMD can then be computed in terms of kernel
functions of the mean elements,

MMD2(P,Q) = 〈µP , µP 〉+ 〈µQ, µQ〉 − 2〈µP , µQ〉. (6.7)

If µP = µQ, then the MMD is zero. The key observation is that µP = µQ if and only
if P = Q, so long as an appropriate kernel similarity function is chosen [Fukumizu
et al., 2007]; see Subsection 6.3.3 for more on the choice of kernel functions.

Each of the inner products in Equation 6.7 corresponds to an expectation that can
be estimated empirically from finite samples {x1, x2, . . . , xm} and {y1, y2, . . . , yn},

MMD2(P,Q) =Ex,x′∼Pk(x, x
′) + Ey,y′∼Qk(y, y

′)− 2Ex∼P,y∼Qk(x, y) (6.8)

M̂MD2(P,Q) =
1

m2

m
∑

i,j

k(xi, xj) +
1

n2

n
∑

i,j

k(yi, yn)−
2

nm

m
∑

i=1

n
∑

j=1

k(xi, yj). (6.9)

The full derivation is provided by Gretton et al. [2008]. Having shown how to esti-
mate a statistic on whether two probability measures are identical, we now use this
statistic to test for independence.

6.3.2 Derivation of HSIC

To construct an independence test over random variables X and Y , we test the MMD

between the joint distribution PXY and the product of marginals PXPY . In this set-
ting, each observation i corresponds to a pair (xi, yi), so we require a kernel function
on paired observations, k((xi, yi), (xj , yj)). We define this as a product kernel,

k((xi, yi), (xj , yj)) = kX (xi, xj)kY(yi, yj), (6.10)

where kX and kY are kernels for the linguistic and geographic observations respec-
tively.

Using the product kernel, we can define mean embeddings for the distributions
PXY and PXPY , enabling the application of the MMD estimator from Equation 6.9.
The Hilbert-Schmidt Independence Criterion (HSIC) is precisely this application of
maximum mean discrepancy to compare the joint distribution against the product of
marginal distributions.

Concretely, let us define the Gram matrix Kx so that (Kx)i,j = kX (xi, xj) for all
pairs i, j in the sample. Analogously, (Ky)i,j = kY(yi, yj). Then the HSIC can be
estimated from a finite sample of m observations as

ĤSIC =
1

n2

m
∑

i,j

(Kx)i,j(Ky)i,j +
1

n4

m
∑

i,j,q,r

(Kx)i,j(Ky)q,r −
2

n3

m
∑

i,j,q

(Kx)i,j(Ky)i,q (6.11)

=
trKXHKYH

n2
, (6.12)
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where tr indicates the matrix trace and H is a centering matrix, H = Im − 1

n
11

⊤.
With this definition of H, we have,

(KXH)ij =kX (xi, xj)−
1

n

∑

j′

kX (xi, xj′) (6.13)

(KYH)ij =kY(yi, yj)−
1

n

∑

j′

kY(yi, yj′). (6.14)

These two terms can be seen as mean-centered Gram matrices. By computing the
trace of their matrix product, we obtain a cross-covariance between the Gram matri-
ces. This trace is directly proportional to the maximum mean discrepancy between
PXY and PXPY . If X and Y are dependent, then large values of kX (xi, xj) will imply
large values of kY(yi, yj) — similar geography implies similar language — and so the
cross-covariance will be greater than zero. If X and Y are independent, then large
values of kX (xi, xj) are not any more likely to correspond to large values of kY(yi, yj),
and so the expectation of this cross-covariance will be zero.

6.3.3 Kernel Functions

To apply HSIC to the problem of detecting geo-linguistic dependence, we must define
the kernel functions kX and kY . In the RKHS framework, valid kernel functions must
be symmetric and positive semi-definite. To ensure consistency of the kernel-based
estimator for MMD, the kernel must also be characteristic, meaning that it induces
an injective mapping between probability measures and their corresponding mean
elements [Fukumizu et al., 2007]: each probability measure P must correspond to a
single unique mean element µP . Muandet et al. elaborate these and other properties
of several well known kernels [Muandet et al., 2016, Table 3.1].

For the spatial kernel kY , we employ a Gaussian radial basis function (RBF),
which is a widely used choice for vector data. Specifically, we define kY(yi, yj ; γ) =

exp(−γd2i,j), where d2ij is the squared Euclidean distance between yi and yj , and γ is
a parameter of the kernel function. We also employ the RBF in kX when the linguistic
observations take on continuous values, such as frequencies or phonetic data. The
RBF kernel is symmetric, positive semi-definite, and characteristic.4

The parameter γ corresponds to the “length-scale” of the kernel. Intuitively, as
this parameter increases, the kernel similarity drops off more quickly with distance.
In this chapter, we follow the popular heuristic of setting γ to the median of the data
(y1, . . . yn), as proposed by Gretton et al. [2005b]. We empirically test the sensitivity
of HSIC to this parameter in Section 6.4. More recent work offers optimization-based
approaches for setting this parameter [Gretton et al., 2012], but we do not consider
this possibility here.

4Flaxman recently proposed a “kernelized Mantel test”, in which correlations are taken between
kernel similarities rather than distances [Flaxman, 2015]. The resulting test statistic is similar, but
not identical to HSIC. Specifically, while HSIC centers the kernel matrix against the local mean kernel
similarities for each point, the kernelized Mantel test centers against the global mean kernel similarity.
This makes the test more sensitive to distant outliers. We implemented the kernelized Mantel test, and
found its performance to be similar to the classical Mantel test, with lower statistical power than HSIC.
Flaxman made similar observations in his analysis of the spatiotemporal distribution of crime events.
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Linguistic data is often binary or categorical. In this case, we use a Delta kernel
(also sometimes called a Dirac kernel). This kernel is simply defined as kX (xi, xj) = 1

if xi = xj and 0 otherwise. The Delta kernel has been used successfully in combi-
nation with HSIC for high-dimensional feature selection [Song et al., 2012, Yamada
et al., 2014], and is symmetric, positive semi-definite, and characteristic for discrete
data.

6.3.4 Scalability

The size of each Gram matrix is the square of the number of observations. For large
datasets, this will be too expensive to compute. Following Gretton et al. [2005a],
we employ a low-rank approximation to each Gram matrix, using the incomplete
Cholesky decomposition [Bach and Jordan, 2002]. Specifically, we approximate the
symmetric matrices KX and KY as low-rank products, KX ≈ AAT and KY ≈ BBT ,
where A ∈ Rn×rA and B ∈ Rn×rB . The approximation quality is determined by the
parameters rA and rB, which are set to ensure that the magnitudes of the residu-
als K − AAT and L − BBT are below a predefined threshold. HSIC may then be
approximated as:

ĤSIC =
trKXHKYH

n2
, (6.15)

≈
tr(AAT )H(BBT )H

n2
, (6.16)

=
tr(BT (HA))(BT (HA))T

n2
(6.17)

where the matrix product HA can be computed without explicitly forming the n × n

matrix H, due to its simple structure. Alternative methods for scaling the computation
of HSIC are discussed in a recent note by Zhang et al. [2016].

6.4 Synthetic Data

Real linguistic datasets lack ground truth about which features are geographically
distinct, making it impossible to use such data to quantitatively evaluate the proposed
approaches. We therefore use synthetic data to compare the power and sensitivity of
the various approaches described above. Our main goals are: (1) to calibrate the
p-values produced by each approach in the event that the null hypothesis is true,
using completely randomized data; (2) to test the power of each approach to capture
spatial dependence, particularly under conditions in which the spatial dependence is
obscured by noise.

We compare HSIC with specific instantiations of the methods described in Sec-
tion 6.2, focusing on previous published applications of these methods to dialect
analysis. Specifically, we consider the following methods:

Moran’s I. We follow Grieve et al. [2011], using a binary spatial weighting matrix
with a distance threshold τ , usually set to the median of the distances between
points in the dataset. This method is not applicable to categorical data.
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Join counts. We follow the approach of Lee and Kretzschmar [1993], who define a
binary spatial weighting matrix from a Delaunay triangulation, and then com-
pute join counts for linked pairs of observations. This method is not applicable
to frequency data.

Mantel test. We use Euclidean distance for the geographical distance matrix. For
continuous linguistic data, we also use Euclidean distance; for discrete data, we
use a delta function.

For all approaches, a one-tailed significance test is appropriate, since in nearly
all conceivable dialectological scenarios we are testing only for the possibility that
geographically proximate units are more similar than they would be under the null
hypothesis. For some methods, it is possible to calculate a p-value from the test statis-
tic using a closed form estimate of the variance. However, for consistency, we employ
a permutation approach to characterize the null distribution over the test statistic val-
ues. We permute the linguistic data x, breaking any link between geography and the
language data, and then compute the test statistics for many such permutations.

6.4.1 Data Generation

To ensure the verisimilitude of our synthetic data, we target the scenario of geo-tagged
tweets in the Netherlands. For each municipality i, we stochastically determine the
number and location of the tweets as follows:

Number of data points. For each municipality, the number of tweets ni is chosen to
be proportional to the population, as estimated by Statistics Netherlands (CBS).
Specifically, we draw ñi ∼ Poisson(µobs ∗ populationi) and then set ni = ñi + 1,
ensuring that each municipality has at least one data point. The parameter
µobs controls the frequency of the linguistic variable. For example, a common
orthographic variable (e.g., “g-deletion”) might have a high value of µobs, while
a rare lexical variable (e.g., soda versus pop) might have a much lower value.
Note that µobs is shared across all municipalities.

Locations. Next, for each tweet t, we determine the location yt by sampling with-
out replacement from the set of real tweet locations in municipality i (the
dataset is described in Subsection 6.5.3). This ensures that the distribution
of geo-locations in the synthetic data matches the real geographical distribu-
tion of tweets, rather than drawing from a parametric distribution which may
not match the complexity of true geographical population distributions. Each
location is represented as a latitude and longitude pair.

For each variable, each municipality is assigned a frequency vector θi, indicating the
relative frequency of each variable form: e.g., 70% soda, 30% pop. We discuss meth-
ods for setting θi below, which enable the simulation of a range of dialectal phenom-
ena.

We simulate both counts data and frequency data. In counts data — such as
geotagged tweets — the data points in each instance in municipality i are drawn
from a binomial or multinomial distribution with parameter θi. In frequency data,
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(a) Angle: 0 degrees (east to west) (b) Angle: 120 degrees

Figure 6.2: Synthetic frequency data with dialect continua in two different angles

we observe only the relatively frequency of each variable form for each municipality.
In this case, we draw the frequency from a Dirichlet distribution with expected value
equal to θi, drawing φt ∼ Dirichlet(sθi), where the scale parameter s controls the
variance within each municipality.

6.4.2 Calibration

Our first use of synthetic data is to examine the p-values obtained from each method
when the null hypothesis is true — that is, when there is no geographical variation in
the data. The p-value corresponds to the likelihood of seeing a test statistic at least as
extreme as the observed value, under the null hypothesis. Thus, if we repeatedly gen-
erate data under the null hypothesis, a well-calibrated test will return a distribution
of p-values that is uniform in the interval [0, 1]: for example, we expect to observe
p < .05 in exactly 5% of cases, corresponding to the allowed rate of Type I errors
(incorrect rejection of the null hypothesis) at the threshold α = 0.05.

To measure the calibration of each of the proposed tests, we generate 1,000 ran-
dom datasets using the procedure described above, and then compute the p-values
under each test. In these random datasets, the relative frequency parameters θi are
the same for all municipalities, which is the null hypothesis of complete randomiza-
tion. To generate the binary and categorical data, we use µobs = 10−5, meaning that
the expected number of observations is one per hundred thousand individuals in the
municipality or province; for comparison, this corresponds roughly to the tweet fre-
quency of the lengthened spelling hellla in the 2009-2012 Twitter dataset gathered by
Eisenstein et al. [2014].

To visualize the calibration of each test, we use quantile-quantile (Q-Q) plots,
comparing the obtained p-values with a uniform distribution. A well-calibrated test
should give a diagonal line from the origin to (1, 1). Figure 6.3 shows the Q-Q plots
obtained from each method on each relevant type of data (recall that not all methods
can be applied to all types of data, as described in the previous section).

HSIC and Moran’s I each have tuning parameters that control the behavior of the
test: the kernel bandwidth in HSIC and the distance cutoff in Moran’s I. A simple
heuristic is to use the median Euclidian distance d: in Moran’s I, we use d as the
distance threshold for constructing the neighborhood matrix W ; in HSIC, we use 1

d
2 as

the kernel bandwidth parameter. Figure 6.3 shows that by basing these parameters on
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Figure 6.3: Quantile-quantile plots comparing the distribution of the obtained p-values with a uni-

form distribution. The y-axis is the p-value returned by the tests. The x-axis shows the

corresponding quantile for a uniform distribution on the range [0,1]. The approaches

that optimize the parameters, i.e., the cutoff for Moran’s I (MI) and the bandwidth for

HSIC (H), lead to a skewed distribution of p-values.

the median distance between pairs of points, we get well-calibrated results. However,
some prior work takes an alternative approach, sweeping over parameter values to
obtain the most significant results [Grieve et al., 2011]. In our experiments we sweep
across the distance cutoff for Moran’s I, and the bandwidth for the spatial distances
in HSIC. This distorts the calibration, particularly for Moran’s I, meaning that the
resulting p-values are not reliable. This is most severe for Moran’s I at the municipality
level, reaching type I error rates of 11.7% (binary data) and 14.3% (frequency data)
when the significance threshold α is set to 5%. Given that such parameter sweeps
are explicitly designed to maximize the number of positive test results — and not the
overall calibration of the test — this is unsurprising. We therefore avoid parameter
sweeps in the remainder of this article, and rely instead on median distance as a
simple heuristic alternative.

6.4.3 Power

Next, we consider synthetic data in which there is geographical variation by construc-
tion. We assess the power of each approach by computing the fraction of simulations
for which the approaches correctly rejected the null hypothesis of no spatial depen-
dence, given a significance threshold of α = 0.05. We again use the Netherlands as
the stage for all simulations, and consider two types of geographical variation.

Dialect continua. We generate data such that the frequency of a linguistic variant
increases linearly through space, as in a dialect continuum [Heeringa and Ner-
bonne, 2001]. In most of the synthetic data experiments below, we average
across a range of angles, from 0◦ to 357◦ with step sizes of 3◦, yielding 120
distinct angles in total. Each angle aligns differently with the population distri-
bution of the Netherlands, so we also assess sensitivity of each method to the
angle itself. Figure 6.2 shows two synthetic datasets with dialect continua in
different angles.



6

A Kernel Independence Test for Geographical Language Variation | 123

−5.0 −4.5 −4.0 −3.5

0
.0

0
.2

0
.4

0
.6

0
.8

1
.0

log(µobs)

p
o
w

e
r

●

●

●
●

● ●

●

●

● ● ● ●

●

●
● ● ● ●

●

●

●

HSIC: 0.5 median

HSIC: 0.8 median

HSIC: median

HSIC: 1.25 median

HSIC: 2 median

(a) HSIC: Continua

−5.0 −4.5 −4.0 −3.5

0
.0

0
.2

0
.4

0
.6

0
.8

1
.0

log(µobs)

p
o
w

e
r

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

HSIC: 0.5 median

HSIC: 0.8 median

HSIC: median

HSIC: 1.25 median

HSIC: 2 median

(b) HSIC: Centers

−5.0 −4.5 −4.0 −3.5

0
.0

0
.2

0
.4

0
.6

0
.8

1
.0

log(µobs)

p
o
w

e
r

●

●

●

●

●

●

●

● ●

●
●

●

●

● ●

●

●

●

●

●

●

Moran's I: 0.5 median

Moran's I: 0.8 median

Moran's I: median
Moran's I: 1.25 median

Moran's I: 2 median

(c) Moran’s I: Continua

−5.0 −4.5 −4.0 −3.5

0
.0

0
.2

0
.4

0
.6

0
.8

1
.0

log(µobs)

p
o
w

e
r

● ●
●

●

●

●

●

●
●

●

●

●

●
●

●

●

● ●

●

●

●

Moran's I: 0.5 median

Moran's I: 0.8 median

Moran's I: median
Moran's I: 1.25 median

Moran's I: 2 median

(d) Moran’s I: Centers

Figure 6.4: Power across different parameter settings. Higher values indicate a greater likelihood

of correctly rejecting the null hypothesis.

Geographical centers. Second, we consider a setting in which variation is based on
one or more geographical centers. In this setting, all cities within some speci-
fied range of the center (or one of the centers) have some maximal frequency
value θi; in other cities, this value decreases as distance from the nearest center
grows. This corresponds to the dialectological scenario in which a variable form
is centered on one specific city, as in, say, the association of the word hella with
the San Francisco metropolitan area. We average across twenty five possible
centers: the capitals of each of the twelve provinces of the Netherlands; the na-
tional capital of the Netherlands (Amsterdam); the two most populous cities in
each of the twelve provinces. For each setting, we randomly generate synthetic
data four times, resulting in a total of 100 synthetic datasets for this condition.

Parameter settings. We use these data generation scenarios to test the sensitivity of
HSIC and Moran’s I to their hyperparameters, by varying the kernel bandwidths in
HSIC (Figures 6.4a and 6.4b) and the distance threshold in Moran’s I (Figures 6.4c
and 6.4d). The sensitivity of HSIC to the bandwidth value decreases as the number of
data points increases (as governed by µobs), especially in the case of dialect continua.
The sensitivity of Moran’s I to the distance cutoff value decreases with the amount of
data in the case of dialect continua, but in the case of center-based variation, Moran’s I
becomes more sensitive to this parameter as there is more data. For both methods,
the same trends regarding the best performing parameters can be observed. In the
case of dialect continua, larger cutoffs and bandwidths perform best, but in the case
of variation based on centers, smaller cutoffs and bandwidths lead to higher power.
Overall, there is no single best parameter setting, but the median heuristics perform
reasonably well for both types of variation.
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Figure 6.5: Relationship between the statistical power of each test and the angle of the dialect

continuum across the Netherlands.

Direction of dialect continua. We simulate dialect continua by varying the frequency
of linguistic variables linearly through space. Due to the heterogeneity of population
density, different spatial angles will have very different properties: for example, one
choice of angle would imply a continuum cutting through several major cities, while
another choice might imply a rural-urban distinction. Figure 6.5 shows the power of
the methods on binary data (there are two variant forms, and each instance contains
exactly one of them), in which we vary the angle of the continuum. HSIC is insensitive
to the angle of variation, demonstrating the advantage of this kernel nonparametric
method. Moran’s I is relatively robust, while join count analysis performs poorly
across the entire range of settings. The Mantel test is remarkably sensitive to the angle
of variation, attaining nearly zero power for some scenarios of dialect continua. This
is caused by the complex interaction between the underlying linguistic phenomenon
and the east-west variation of the population density of the Netherlands. For example,
when the dialect continuum is simulated at an angle of 105 degrees, the south east
of the Netherlands has a higher usage of the variable, but this is only a very small
region due to the shape of the country. The Mantel test apparently has great difficulty
in detecting geographical variation in such cases.

Outliers. In the frequency-based synthetic data, each instance uses each variable
form with some continuous frequency — this is based on the scenario of letters-to-
the-editors of regional newspapers, as explored in prior work [Grieve et al., 2011].
We test the robustness of each approach by introducing outliers: randomly selected
data points whose variable frequencies are replaced at random with extreme values
of either 0 or 1. As shown in Figure 6.6, HSIC is the most robust against outliers,
while the performance of the Mantel test is the most affected by outliers (recall that
join count analysis applies only to discrete observations, so it cannot be compared on
this measure).
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Figure 6.6: Results on synthetic frequency data (σ = 0.1) with outliers

Overall. We now compare the methods by averaging across various settings simu-
lating dialect continua (Figure 6.7) and variation based on centers (Figure 6.8). To
generate the categorical data, we vary µobs in our experiments, with a higher µobs

resulting in more tweets and consequently less variation at the municipality level. As
expected, the power of the approaches increases as µobs increases in the experiments
on the categorical data, and the power of the approaches decreases as σ increases in
the experiments on the frequency data. The experiments on the binary and categori-
cal data show the same trends: HSIC performs the best across all settings. Join count
analysis does well when the variation is based on centers, and Moran’s I does best for
dialect continua. Moran’s I performs best on the frequency data, especially in the case
of variation based on centers.
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Figure 6.7: Dialect continua
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Figure 6.8: Centers
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6.4.4 Summary

In this section, we evaluated each statistical test for geographical language variation
on a battery of synthetic data. HSIC and the Mantel test are the only approaches
applicable to all data types (binary, categorical and frequency data). Overall, HSIC
is more effective than the Mantel test, which is much more sensitive to the specifics
of the synthetic data scenario, such as the angle of the dialect continuum. HSIC
is robust against outliers, and performs particularly well when the number of data
points increases. Join count analysis is suitable for capturing non-linear variation, but
its power is low compared to other approaches in the analysis of dialect continua.
Conversely, when the linguistic data is binary, Moran’s I performs well on dialect
continua, but its power is low in situations of variation based on centers. In our
experiments on frequency data, Moran’s I performs well in both scenarios.

6.5 Empirical Data

We now assess the spatial dependence of linguistic variables on three real linguis-
tic datasets: letters to the editor (English), syntactic atlas of the Dutch dialects, and
Dutch geotagged tweets. In each dataset, we compute statistical significance for the
geo-linguistic dependence of multiple linguistic variables. To adjust the significance
thresholds for multiple comparisons, we use the Benjamini-Hochberg procedure [Ben-
jamini and Hochberg, 1995] to bound the overall false discovery rate (FDR).

6.5.1 Letters to the Editor

In their application of Moran’s I to English dialects in the United States, Grieve et al.
[2011] compile a corpus of letters-to-the-editors of newspapers to measure the pres-
ence of dialect variables in text. To compute the frequency of the lexical variables,
letters are aggregated to core-based statistical areas (CBSA), which are defined by the
United States to capture the geographical region around an urban core. The frequency
of 40 manually selected lexical variables is computed for each of 206 cities.

We use the Mantel test, HSIC, and Moran’s I to assess the spatial dependence of
variables in this dataset. Join count analysis was excluded, because it is not suitable
for frequency data. We verified our implementation of Moran’s I by following the
approach taken by Grieve et al.: we computed Moran’s I for cutoffs in the range
of 200 to 1000 miles and selected the cutoff that yielded the lowest p-value. The
obtained cutoffs and test statistics closely followed the values reported in the analysis
by Grieve et al., with slight deviations possibly due to our use of a permutation test
rather than a closed-form approximation to compute the p-values.

After adjusting the p-values using the false discovery rate (FDR) procedure, a 500-
mile cutoff results in three significant linguistic variables.5 However, recall that the
approach of selecting parameters by maximizing the number of positive test results
tends to produce a large number of Type I errors. When setting the distance cutoff
to the median distance between data points, none of the linguistic variables were

5Grieve et al. report five significant variables. In our analysis, there are two variables with FDR-
adjusted p-values of 0.0559.
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Figure 6.9: The proportion of variables detected to be significant (p<.05) by Moran’s I by varying

the distance cutoff (without adjusting for multiple comparisons).

found to have a significant geographical association. Similarly, HSIC and the Mantel
test also found no significant associations after adjusting for multiple comparisons.
Figure 6.9 shows the proportion of significant variables according to Moran’s I based
on different thresholds. The numbers vary considerably depending on the threshold.
The figure also suggests that the median distance (921 miles) may not be a suitable
threshold for this dataset.

6.5.2 Syntactic Atlas of the Dutch Dialects (SAND)

SAND [Barbiers et al., 2005, 2009] is an online electronic atlas that maps syntactic
variation of Dutch varieties in the Netherlands, Belgium, and France.6 The data was
collected between the years of 2000 and 2005. SAND has been used to measure
the distances between dialects, and to discover dialect regions [Spruit, 2006, Tjong
Kim Sang, 2015].

In our experiments, we consider only locations within the Netherlands (157 lo-
cations). The number of variants per linguistic variable ranges from one (due to our
restriction to the Netherlands) to eleven. We do not include Moran’s I in our exper-
iments, since it is not applicable to linguistic variables with more than two variants.
We apply the remaining methods to all linguistic variables with twenty or more data
points and at least two variants, resulting in a total of 143 variables.

Table 6.10a lists the 10 variables with the highest HSIC values. Statistical signifi-
cance at a level of α = 0.05 is detected for 65.0% of the linguistic variables using HSIC,
78.3% when using join count analysis, and 52.4% when using the Mantel test. The
three methods agree on 99 out of the 143 variables, and HSIC and join count analysis
agree on 118 variables. From manual inspection, it seems that the non-linearity of the
geographical patterns may have caused difficulties for the Mantel test. For example,
Figure 6.10b is an example of a variable where HSIC and join count analysis both had
an adjusted p-value < .05, but the Mantel test did not detect a significant pattern.

6http://www.meertens.knaw.nl/sand/
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Map id Description

1:84b Free relative, complementizer
following relative pronoun

1:84a Short subject and object relative,
complementizer following relative
pronoun

1:80b ONE pronominalisation
1:33a Complementizer agreement 3 plural
1:76a Reflexive pronouns; synthesis
2:36b Form of the participle of

the modal verb willen ‘want’
1:29a Complementizer agreement 1 plural
1:69a Correlation weak reflexive pronouns
2:30b Interruption of the verbal cluster;

synthesis I
2:61a Forms for iemand ‘somebody’

(a) Highest ranked variables by HSIC. All methods had

an adjusted p-value < .05 for all variables, except

variable 2:30b (Mantel: p = .118.

(b) SAND map 16b, book 1.

Finite complementizer(s) following

relative pronoun (N=112).

HSIC: p=.024; Mantel: p=.506;

Join counts: p=.002.

Figure 6.10: Results SAND

6.5.3 Twitter

Our Twitter dataset consists of 4,039,786 geotagged tweets from the Netherlands,
written between January 1, 2015 and October 31, 2015. We manually selected a set
of linguistic variables (Table 6.1), covering examples of lexical variation (e.g., two
different words for referring to french fries), phonological variation (e.g., t-deletion),
and syntactic variation (e.g., heb gedaan (‘have done’) vs. gedaan heb (‘done have’)).
We are not aware of any previous work on dialectal variation in the Netherlands that
uses spatial dependency testing on Twitter data. The number of tweets per munici-
pality varies dramatically, and for the less frequent linguistic variables there are no
tweets at all in some municipalities. In our computation of Moran’s I, we only include
municipalities with at least one tweet.

Table 6.1 shows the output of each statistical test for this data. Some of these
linguistic variables exhibit strong spatial variation, and are identified as statistically
significant by all approaches. An example is the different ways of referring to french
fries (friet versus patat, Figure 6.11a), where the figure shows a striking difference
between the south and the north of the Netherlands. Another example is Figure 6.11b,
which shows two different ways of saying ‘for a little while’ (efkes versus eventjes). The
less common form, efkes is mostly used in Friesland, a province in the north of the
Netherlands.

Examples of linguistic variables where the approaches disagree are shown in Fig-
ure 6.12. The first case (Figure 6.12a) is an example of lexical variation, with two
different ways of saying bye in the Netherlands. A commonly used form is doei, while
houdoe is known to be specific to North-Brabant, a Dutch province in the south of
the Netherlands. HSIC and join count analysis both detect a significant pattern, but
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Linguistic variables Description N Moran’s I HSIC Mantel Join counts

Friet / patat french fries 842 0.0004 0.0002 0.0003 0.0003
Proficiat / gefeliciteerd congratulations 14,474 0.0004 0.0002 0.0080 0.0003
Iedereen / een ieder everyone 13,009 0.8542 0.0002 0.8769 0.0432
Doei / aju bye 4,427 0.7163 0.0050 0.2570 0.3868
Efkes / eventjes for a little while 969 0.0036 0.0002 0.0003 0.0003
Naar huis / naar huus to home 3, 942 0.8542 0.1090 0.1245 0.9426
Niet meer / nie meer not anymore 11,596 0.0793 0.0002 0.5590 0.0329
Of niet / of nie or not 1,882 0.8357 0.1010 0.4191 0.9426
-oa- / -ao- e.g., jao versus joa 754 0.0004 0.0002 0.0003 0.0003
Even weer / weer even for a little while again 921 0.0004 0.0002 0.0003 0.0003
Have + participle e.g., heb gedaan (‘have done’)

vs. gedaan heb (‘done have’)
1,122 0.8587 0.2849 0.6668 0.0255

Be + participle e.g., ben geweest (‘have been’)
vs. geweest ben (‘been have’)

1,597 0.0793 0.2849 0.7862 0.0051

Spijkerbroek / jeans jeans 1,170 0.7796 0.0002 0.0080 0.0003
Doei/ houdoe bye 4,491 0.5016 0.0002 0.6668 0.0047
Bellen / telefoneren to call by telephone 4,689 0.2730 0.0003 0.9781 0.5941

Table 6.1: Twitter results. The p-values were calculated using 10,000 permutations and corrected

for multiple comparisons.

(a) French fries (friet versus patat),

N=844

(b) For a little while (efkes versus event-

jes), N=970

Figure 6.11: Highly significant linguistic variables on Twitter. Grey indicates areas with no data

points. The intensity indicates the number of data points.

Moran’s I and the Mantel test do not. The trend is less strong than in the previous
examples, but the figure does suggest a higher usage of houdoe in the south of the
Netherlands.

Another example is t-deletion for a specific phrase (niet meer versus nie meer),
as shown in Figure 6.12b. Previous dialect research has found that geography is the
most important external factor for t-deletion in the Netherlands, with contact zones,
such as the Rivers region in the Netherlands (at the intersection of the dialects of the
southern province of North-Brabant, the south-west province of Zuid-Holland and the
Veluwe region), having high frequencies of t-deletion [Goeman, 1999]. Both HSIC
and join count analysis report an FDR-adjusted p < .05, while for Moran’s I, the
geographical association does not reach the threshold of significance.
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(a) Bye (doei versus houdoe), N=4,491
(b) t-deletion (niet meer vs. nie meer ),

N=11,596

Figure 6.12: Linguistic variables on Twitter where tests disagreed

We also present preliminary results on using HSIC as an exploratory tool on the
same Twitter corpus. To focus on active users who are most likely tweeting on a
personal basis, we exclude users with 1,000 or more followers and users who have
fewer than 50 tweets, resulting in 8,333 users. We exclude infrequent words (used
by fewer than 100 users) and very frequent words (used by 1000 users or more),
resulting in a total of 5,183 candidate linguistic variables. We represent the usage
of a word by each author as a binary variable, and use HSIC to compute the level of
spatial dependence for each word.

The top 10 words with the highest HSIC scores are groningen (city), zwolle (city),
eindhoven (city) arnhem (city), breda (city), enschede (city), nijmegen (city), leiden

(city), twente (region) and delft (city). While these words do not reflect dialectal vari-
ation as it is normally construed, we expect their distribution to be heavily influenced
by geography. Manual inspection revealed that many English words (e.g., his, very)
have high geographical dependence. English speakers are more likely to visit tourist
and commercial centers, so it is unsurprising that these words should show a strong
geographical association. The top-ranked non-topical word is proficiat, occurring at
rank 34 according to HSIC. Proficiat had previously been identified as a candidate
dialect variable, and was included in our analysis in Table 6.1; this replication of
prior dialectological knowledge validates the usage of HSIC as an exploratory tool.
Less well known are joh (an interjection) and dadelijk (‘immediately’/‘just a second’),
which are ranked respectively at #60 and #71 by HSIC. The geographical distribu-
tions of these words are shown in Figures 6.13a and 6.13b; both seem to distinguish
the southern part of the Netherlands from the rest of the country. The identification of
these words speaks to the potential of HSIC to guide the study of dialect by revealing
geographically-associated terms.7

7The top 10 words with the highest Moran’s I scores are similar: groningen, eindhoven, friesland

(province), leeuwarden (city), zwolle, proficiat, drachten (city), carnaval (a festival), brabant (province),
enschede (city).
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(a) Usage of joh (b) Usage of dadelijk

Figure 6.13: Linguistic features on Twitter

6.6 Conclusion

We have reviewed four methods for quantifying the spatial dependence of linguistic
variables: Moran’s I, which is perhaps the best-known in sociolinguistics and dialec-
tology; join count analysis; the Mantel test; and the Hilbert-Schmidt Independence
Criterion (HSIC), which we introduce to linguistics in this chapter. Of these meth-
ods, only HSIC is consistent, meaning that it converges to an accurate measure of
the statistical dependence between X and Y in the limit of sufficient data. In con-
trast, the other approaches are based on parametric models. When the assumptions
of these models are violated, the power to detect significant geo-linguistic associa-
tions is diminished. All three of these methods can be modified to account for various
geographical distributions: for example, the spatial weighting matrix employed in
Moran’s I and join count analysis can be constructed as a non-linear or non-monotonic
function of distance [Getis and Aldstadt, 2010], the distances in the Mantel test can
be censored at some maximum value [Legendre et al., 2015], and so on. However,
such modifications require the user to have strong prior expectations of the form of
the geolinguistic dependence, and open the door to p-value hacking through iterative
“improvements” to the test. In contrast, HSIC can be applied directly to any geotagged
corpus, with minimal tuning. By representing the underlying probability distributions
in a Hilbert space, HSIC implicitly makes a comparison across high-order moments of
the distributions, thus recovering evidence of probabilistic dependence without para-
metric assumptions.

These theoretical advantages are borne out in an analysis of synthetic data. We
consider a range of realistic scenarios, finding that the power of Moran’s I, the Mantel
test, and join count analysis depends on the nature of the geographical variation (e.g.,
dialect continua versus centers), and in some cases, even on the direction of variation.
Overall, we find that HSIC, while not the most powerful test in every scenario, offers
the broadest applicability and the least potential for catastrophic failure of any of the
proposed approaches.

We then showed how to apply these tests to a diverse range of real datasets:
frequency observations in letters to the editor, binary observations in a dialect atlas,
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and binary observations in social media. We find that previous results on newspaper
data were dependent on the procedure of selecting the geographical distance cutoff
to maximize the number of positive test results; using all other test procedures, the
significance of these results disappears. On the dialect atlas, we find that the fraction
of statistically significant variables ranges from 55.2% to 78.3% depending on the
statistical approach. On the social media data, we obtain largely similar results from
the four different tests, but HSIC detects the largest number of significant associations,
identifying cases in which geography and population density were closely intertwined.

To conclude, we believe that kernel embeddings of probability measures offer a
powerful new approach for corpus analysis. In this chapter, we have focused on mea-
suring geographical dependence, which can be used to test and discover new dialectal
linguistic variables. But the underlying mathematical ideas may find application in
other domains, such as tracking change over time [Popescu and Strapparava, 2014,
Štajner and Mitkov, 2011], or between groups of authors [Koppel et al., 2002]. Of
particular interest for future research is the use of structured kernels, such as tree ker-
nels [Collins and Duffy, 2001] or n-gram kernels [Lampos et al., 2015], which could
test for structured linguistic phenomena such as variation in syntax [Johannsen et al.,
2015] or phonological change [Bouchard et al., 2007].
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Word-Level Language Identification

This chapter is based on D. Nguyen and A.S. Doğruöz, “Word Level Language Identifica-

tion in Online Multilingual Communication", In Proceedings of the 2013 Conference on

Empirical Methods in Natural Language Processing, pages 857-862, Seattle, Washington,

USA, 2013 [Nguyen and Doğruöz, 2013]

7.1 Introduction

Automatic language identification is frequently the first step in processing mixed-
language texts. In addition, it supports large-scale analyses of language choice pat-
terns in multilingual communication. In this chapter, we identify Dutch (NL) and
Turkish (TR) at the word level in a large online forum for Turkish-Dutch speakers
living in the Netherlands. The users in the forum frequently switch languages within
posts, for example:

<TR> Sariyi ver </TR>
<NL> Wel mooi doelpunt </NL>
Translation:<TR> Give me the yellow one </TR>
<NL> Rather nice goal </NL>

So far, language identification has mostly been modeled as a document classification
problem. Most approaches rely on character or byte n-grams, by comparing n-gram
profiles [Cavnar and Trenkle, 1994], or using various machine learning classifiers.
While McNamee [2005] argues that language identification is a solved problem, clas-
sification at a more fine-grained level (instead of document level) remains a chal-
lenge [Hughes et al., 2006]. Furthermore, language identification is more difficult for
short texts [Baldwin and Lui, 2010, Vatanen et al., 2010], such as queries and tweets
[Bergsma et al., 2012a, Carter et al., 2013, Ceylan and Kim, 2009]. Tagging indi-
vidual words (without context) has been done using dictionaries, affix statistics and
classifiers using character n-grams [Gottron and Lipka, 2010, Hammarström, 2007].
Although Yamaguchi and Tanaka-Ishii [2012] segmented text by language, their data
was artificially created by randomly sampling and concatenating text segments (40-
160 characters) from monolingual texts. Therefore, the language switches do not
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reflect realistic switches as they occur in natural texts. Most related to ours is the
work by King and Abney [2013] who labeled languages of words in multilingual web
pages, but evaluated the task only using word-level accuracy. A more detailed discus-
sion of related work is provided in Subsection 2.5.2.

This chapter makes the following contributions: 1) We explore two new ways to
evaluate the task for analyzing multilingual communication and show that only us-
ing word accuracy gives a limited view; 2) We are the first to apply this task on a
conversational and larger dataset; 3) We show that features using the context im-
prove the performance; 4) We present a new public dataset to support research on
language identification. In the rest of the chapter, we first describe our dataset (Sec-
tion 7.2). Secondly, we present our experiments (Section 7.3) and discuss the results
(Section 7.4). We finally conclude with a summary and suggestions for future work
(Section 7.5).

7.2 Data

Our data1 comes from one of the largest online communities in The Netherlands for
Turkish-Dutch speakers. All posts from May 2006 until October 2012 were crawled.
Although Dutch and Turkish dominate the forum, English fixed phrases (e.g., no com-

ment, come on) are also occasionally observed. Users switch between languages
within and across posts. Examples 1 and 2 illustrate switches between Dutch and
Turkish within the same post. Example 1 is a switch at the sentence level, example 2
is a switch at the word level.

Example 1:

<NL>Mijn dag kan niet stuk :) </NL> <TR> Cok guzel bir haber aldim </TR>

Translation: <NL> This made my day:) </NL><TR> I received good news </TR>

Example 2:

<TR>kahvalti</TR><NL>met vriendinnen by my thuis </NL>

Translation: <TR>breakfast </TR><NL> with my girlfriends at my home </NL>

The data is highly informal with misspellings, lengthening of characters (e.g., hotttt),
replacement of Turkish characters (e.g., kahvalti instead of kahvaltı) and spelling vari-
ations (e.g., tankyu instead of thank you). Dutch and Turkish sometimes share com-
mon spellings (e.g., ben is am in Dutch and I in Turkish), making this a challenging
task.

Annotation. For this research, we classify words as either Turkish or Dutch. Since
Dutch and English are typologically more similar to each other than Turkish, the En-
glish phrases (less than 1%) are classified as Dutch. Posts were randomly sampled
and annotated by a native Turkish speaker who is also fluent in Dutch. A native Dutch
speaker annotated a random set of 100 posts (Cohen’s kappa = 0.98). The following
tokens were ignored for language identification:

1Available at http://www.dongnguyen.nl/data-langid-emnlp2013.html.
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• Smileys (as part of the forum markup, as well as textual smileys such as :) ).

• Numeric tokens and punctuation.

• Forum tags (e.g., [u] to underline text).

• Links, images, embedded videos, etc.

• Turkish and Dutch first names and place names.2

• Usernames when indicated with special forum markup.

• Chat words, such as hahaha, ooooh and lol recognized using regular expressions.

Posts for which all tokens are ignored, are not included in the corpus.

Statistics. The dataset was randomly divided into a training, development and test
set. The statistics are listed in Table 7.1. The statistics show that Dutch is the ma-
jority language, although the difference between Turkish and Dutch is not large. We
also find that the documents (i.e., posts) are short, with on average 18 tokens per
document. The data represents realistic texts found in online multilingual commu-
nication. Compared to previously used datasets [King and Abney, 2013, Yamaguchi
and Tanaka-Ishii, 2012], the data is noisier and the documents are much shorter.

#NL tokens #TR tokens #Posts (BL%)

Train 14,900 (54%) 12,737 (46%) 1,603 (15%)
Dev 8,590 (51%) 8,140 (49%) 728 (19%)
Test 5,895 (53%) 5,293 (47%) 735 (17%)

Table 7.1: Number of tokens and posts for Dutch (NL) and Turkish (TR),

including % of bilingual (BL) posts

7.3 Experimental Setup

7.3.1 Training Corpora

We used the following corpora to extract dictionaries and language models.

• GenCor: Turkish web pages [Sak et al., 2008].

• NLCOW2012: Dutch web pages [Schäfer and Bildhauer, 2012].

• Blog authorship corpus: English blogs [Schler et al., 2006].

Each corpus was chunked into large segments which were then selected randomly
until 5M tokens were obtained for each language. We tokenized the text and kept the
punctuation.

2Based on online name lists and Wikipedia pages.



7

136 | Chapter 7

7.3.2 Baselines

As baselines, we use langid.py3 [Lui and Baldwin, 2012] and van Noord’s TextCat

implementation4 of the algorithm by Cavnar and Trenkle [1994]. TextCat is based
on the comparison of n-gram profiles and langid.py on Naive Bayes with n-gram
features. For both baselines, words were entered individually to each program. Words
for which no language could be determined were assigned to Dutch. These models
were developed to identify the languages of the documents instead of words and we
did not retrain them. Therefore, these models are not expected to perform well on
this task.

7.3.3 Models

We start with models that assign languages based on only the current word. Next, we
explore models and features that can exploit the context (the other words in the post).
Words with the highest probability for English were assigned to Dutch for evaluation.

Dictionary lookup (DICT)

We extract dictionaries with word frequencies from the training corpora. This ap-
proach looks up the words in the dictionaries and chooses the language for which the
word has the highest probability. If the word does not occur in the dictionaries, Dutch
is chosen as the language.

Language model (LM)

We build a character n-gram language model for each language (max. n-gram length
is 5). We use Witten-Bell smoothing and include word boundaries for calculating the
probabilities. The language with the highest likelihood of the word is chosen.

Dictionary + Language model (DICT+LM)

We first use the dictionary lookup approach (DICT). If the word does not occur in the
dictionaries, a decision is made using the language models (LM).

Logistic Regression (LR)

We use a logistic regression model that incorporates context with the following fea-
tures:

• Individual word: Label assigned by the DICT+LM model.

• Context: The results of the LM model based on previous + current token, and
current token + next token (e.g., the sequence “ben thuis" (am home) as a whole
if ben is the current token). This gives the language model more context for
estimation. We compare the use of the assigned labels (LAB) with the use of the
log probability values (PROB) as feature values.

3https://github.com/saffsd/langid.py
4http://www.let.rug.nl/∼vannoord/TextCat/
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Word classification Fraction Post class.

TR NL MAE

Run P R P R Acc. ρ All Mono. BL F1 Acc.

Textcat .872 .647 .743 .915 .788 .739 .251 .264 .188 .386 .396
LangIDPy .954 .387 .641 .983 .701 .615 .364 .371 .333 .413 .475
DICT .955 .733 .802 .969 .858 .827 .196 .200 .175 .511 .531
LM .950 .930 .938 .956 .944 .926 .074 .076 .065 .699 .703
DICT+LM .951 .934 .942 .957 .946 .943 .067 .067 .063 .711 .717
LR+LAB .965 .952 .958 .969 .961 .917 .066 .066 .068 .791 .808
LR+PROB .956 .976 .978 .959 .967 .945 .048 .044 .064 .826 .849
CRF+BASE .973 .974 .977 .976 .975 .940 .043 .027 .119 .858 .898

CRF+LAB .964 .977 .979 .967 .972 .933 .046 .033 .111 .855 .891
CRF+PROB .970 .980 .982 .973 .976 .946 .039 .025 .103 .853 .895

Table 7.2: Results of language identification experiments.

Conditional Random Fields (CRF)

We treat the task as a sequence labeling problem and experiment with linear-chain
Conditional Random Fields [Lafferty et al., 2001] in three settings:

• Individual word: A CRF with only the tags assigned by the DICT+LM to the
individual tokens as a feature (BASE).

• Context: CRFs using the LAB or PROB as additional features (same features as
in the logistic regression model) to capture additional context.

7.3.4 Implementation

Language identification was not performed for texts within quotes. To handle the
alphabetical lengthening (e.g., lolllll), words are normalized by trimming same char-
acter sequences of three characters or more. We use the Lingpipe5 and Scikit-learn
[Pedregosa et al., 2011] toolkits for our experiments.

7.3.5 Evaluation

The assigned labels can be used for computational analysis of multilingual data in
different ways. For example, these labels can be used to analyze language prefer-
ences in multilingual communication or the direction of the switches (from Turkish
to Dutch or the other way around). Therefore, we evaluate the methods from differ-
ent perspectives. The evaluation at word and post levels is done with the following
metrics:

• Word classification. Precision (P), recall (R) and accuracy. Although this is the
most straightforward approach to evaluate the task, it ignores the document
boundaries.

5http://alias-i.com/lingpipe/
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• Fraction of language in a post. Pearson’s correlation (ρ) and Mean Absolute
Error (MAE) of proportion of Turkish in a post. This evaluates the measured
proportion of languages in a post when the actual tags for individual words are
not needed. For example, such information is useful for analyzing the language
preferences of users in the online forum. Besides reporting the MAE over all
posts, we also separate the performance over monolingual and bilingual posts
(BL).

• Post classification. Durham [2003] analyzed the switch between languages in
terms of the amount of monolingual and bilingual posts. Our posts are classified
as NL, TR or bilingual (BL) if all words are tagged in the particular language or
both. We report F1 and accuracy.

7.4 Results

The results are presented in Table 7.2. Significance tests were done by comparing
the results of the word and post classification measures using McNemar’s test, and
comparing the MAEs using paired t-tests. All runs were significantly different from
each other based on these tests (p < .05), except the MAEs of the DICT+LM and
LR+LAB runs and the MAEs and post classification metrics between the CRFs runs.

The difficulty of the task is illustrated by examining the coverage of the tokens
by the dictionaries. 24.6% of the tokens (dev + test set) appear in both dictionaries,
31.1% only in the Turkish dictionary, 30.5% only in the Dutch dictionary and 13.9%
in none of the dictionaries.

The baselines do not perform well. This confirms that language identification at
the word level needs different approaches than identification at the document level.
Using language models result in a better performance than dictionaries. They can
handle unseen words and are more robust against variation in spelling. The combina-
tion of language models and dictionaries is more effective than the individual models.
The results improve when context was added using a logistic regression model, espe-
cially with the probability values as feature values.

CRFs improve the results but the improvement on the correlation and MAE is less.
More specifically, CRFs improve the performance on monolingual posts, especially
when a single word is tagged in the wrong language. However, when the influence of
the context is too high, CRFs reduce the performance in bilingual posts. This is also
illustrated with the results of the post classification. The LR+PROB run has a high
recall (0.905), but a low precision (0.559) for bilingual posts, while the CRF+PROB

approach has a low recall (0.611) and a high precision (0.828).
The fraction of Dutch and Turkish in posts varies widely, providing additional chal-

lenges to the use of CRFs for this task. Classifying posts first as monolingual/bilin-
gual and tagging individual words afterwards for bilingual posts might improve the
performance. The evaluation metrics highlight different aspects of the task whereas
word-level accuracy gives a limited view. We suggest using multiple metrics to evalu-
ate this task for future research.
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Dictionaries versus language models. The results reported in Table 7.2 were obtained
by sampling 5M tokens of each language. To study the effect of the number of tokens
on the performance of the DICT and LM runs, we vary the amount of data. The
performance of both methods increases consistently with more data (Figure 7.1). We
also find that language models achieve good performance with only a limited amount
of data, and consistently outperform the approach using dictionaries. This is probably
due to the highly informal and noisy nature of our data.

Num. sampled tokens
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y
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.6

0
.7

0
.8

0
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.0

0 2 × 10
6

4 × 10
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Figure 7.1: Effect of sampling size

Post classification. We experimented with classifying posts into TR, NL and bilingual
posts using the results of the word-level language identification (Table 7.2: post clas-
sification). Posts were classified as a particular language if all words were tagged as
belonging to that language, and bilingual otherwise. Runs using CRFs achieved the
best performance.

We now experiment with allowing a margin (e.g., a margin of 0.10 classifies posts
as TR if at least 90% of the words are classified as TR). Allowing a small margin
already increases the results of simpler approaches (such as the LR-PROB run, Ta-
ble 7.3) by making it more robust against errors. However, allowing a margin reduces
the performance of the CRF runs.

Margin 0.0 0.05 0.10 0.15 0.20
Accuracy 0.849 0.873 0.876 0.878 0.865

Table 7.3: Effect of margin on post classification (LR-PROB run)

Error analysis. The manual analysis of the results revealed three main challenges: 1)
Our data is highly informal with many spelling variations (e.g., moimoimoi, gooooooool-

llll) and noise (e.g., asdfghjfgshahaha); 2) Words sharing spelling in Dutch and Turk-
ish are difficult to identify especially when there is no context available (e.g., a post
with only one word). These words are annotated based on their context. For exam-
ple, the word super in “Seyma, super" is annotated as Turkish since Seyma is also a
Turkish word; 3) Named entity recognition is necessary to improve the performance
of the system and decrease the noise in evaluation. Based on precompiled lists, our
system ignores named entities. However, some names still remain undetected (e.g.,
usernames).
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7.5 Conclusion

We presented experiments on identifying the language of individual words in mul-
tilingual conversational data. Our results reveal that language models are more ro-
bust than dictionaries and adding context improves the performance. We evaluate
our methods from different perspectives based on how language identification at the
word level can be used to analyze multilingual data. The highly informal spelling in
online environments and the occurrences of named entities pose challenges. Future
work could focus on cases with more than two languages, and languages that are
typologically less distinct from each other or dialects [Trieschnigg et al., 2012].
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Audience and the Use of Minority Languages

on Twitter

This chapter is based on D. Nguyen, D. Trieschnigg and L. Cornips, “Audience and the

Use of Minority Languages on Twitter", in Proceedings of the Ninth International AAAI

Conference on Web and Social Media, pages 666-669, Oxford, United Kingdom, 2015

[Nguyen et al., 2015a]

8.1 Introduction

Over 10% of the Twitter users tweet in more than one language [Hale, 2014]. Also
within a single language, there is much geographical variation [Eisenstein et al.,
2010]. Every user has his or her own linguistic repertoire which the individual
user can draw linguistic elements or codes (language varieties) from. We illustrate
this with two tweets from an international fashion model from Friesland (a Dutch
province) who can draw on English, Dutch and Frisian:

We just touched down in London town #vsfashionshow

@USER SKATSJE!!! Lekker genietsje fan heit en mem en Fryslan!!
ik mis jim
Translation: @USER CUTIE!!! Enjoy mom and dad in Friesland!!

i miss you

She mostly tweets in English, possibly to maximize her audience [Androutsopou-
los, 2014] and to create an international image. For example, the first tweet is written
in English. Using #vsfashionshow the tweet becomes part of a public stream about a
fashion show, increasing her audience even more. The second tweet is a response
to a tweet from her sister and is written in Frisian, a minority language spoken in
Friesland. Through tweeting in Frisian, she is constructing their shared localness or
‘Frisianess’.
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Which language and linguistic elements users select from their linguistic reper-
toire depends on various factors, including the audience, the topic, the perspective,
whether the user wants to mark something as humorous/serious, etc. [Androutsopou-
los, 2013a]. In this chapter, we focus on the influence of audiences on whether a
minority language is used on Twitter. A speaker’s style is influenced by the audi-
ence [Bell, 1984], and in that sense, social media, and especially Twitter is interest-
ing: multiple audiences (e.g., friends, colleagues) are collapsed into a single context
[Marwick and boyd, 2011]. Users with public profiles on Twitter have potentially a
limitless audience, but they often imagine an audience when writing tweets and may
target tweets to different audiences [Marwick and boyd, 2011].

We study Twitter users in two provinces in the Netherlands, where besides Dutch
a minority language is spoken. Frisian (spoken in Friesland) is recognized as an
official language in the Netherlands. Limburgish (spoken in Limburg) – a group of
what people call dialects – has also received minor recognition by the Netherlands,
a signatory of the 1992 European Charter for Regional Languages or Languages of
Minorities. There is a positive attitude towards both minority languages, but their use
has declined [Cornips, 2013, Riemersma et al., 2001].

In this chapter, we analyze the language choices of users at the tweet level, focusing
on when users tweet in a minority language. An automatic language identification
tool is used to classify tweets according to their language. We distinguish between
two types of tweets: tweets that are a response to another tweet, and ‘independent’
tweets. We first focus on independent tweets, analyzing tweets with direct addressees
(where the targeted audience may be reduced) and tweets with hashtags (where the
audience may be expanded).

We then study language choices for tweets that are responses to other tweets by
extracting conversations. Speakers may often code-switch, i.e., use multiple languages
in a single speech exchange. In this study, we focus on code-switching at the tweet
level. Following Androutsopoulos [2013a], we take a restrictive view on what is
considered a speech exchange and confine our attention to code-switching within
Twitter conversations.

Our contributions can be summarized as follows:

• We show that Twitter users accommodate to their audiences by studying the
influence of direct addressees and hashtag streams on language choice.

• We study code-switching patterns within Twitter conversations and find that
characteristics of the conversation partner as well as previous language choices
in the conversation influence language choice.

8.2 Related Work

Our study builds on two different lines of work. First, we draw from the frameworks
of audience design [Bell, 1984] and communication accommodation theory [Giles
et al., 1991], and in particular recent studies that have applied these frameworks
to social media settings. On Facebook, users maximize or partition their audience
(when starting posts) or align or disalign (when responding) using their language
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choices [Androutsopoulos, 2014]. A small-scale study on Twitter revealed that bilin-
gual Welsh/English users more often tweet in Welsh to a user who is also bilingual,
and in English when posting a tweet that is not directed to particular users [Johnson,
2013].

Second, we follow recent large-scale quantitative studies of language choice and
code-switching based on automatic language identification [Eleta and Golbeck, 2014,
Hale, 2014, Jurgens et al., 2014, Kim et al., 2014]. Traditional sociolinguistic stud-
ies rely on qualitative analyses (cf. Androutsopoulos [2014]) or quantitative analyses
using questionnaires or manual coding (see Androutsopoulos [2013a]). While reveal-
ing valuable insights, these studies have been limited to small sets of speakers. Larger
datasets that are automatically tagged by language can complement such studies. So
far, large-scale studies have mostly focused on the networks of multilingual users,
finding that multilingual users connect users who only tweet in one language [Eleta
and Golbeck, 2014, Hale, 2014, Kim et al., 2014]. In these studies, users were repre-
sented by a language label or the language distribution of their tweets, thus focusing
on language choice at the user level. In comparison, this study focuses on language
choice at the tweet level.

8.3 Data

Twitter users from the Dutch provinces Friesland and Limburg were collected by start-
ing with seed users and expanding using followers and followees. The seed users
were manually identified users and users with a geotagged tweet from within these
provinces (streaming API: January 2013 - July 2014). Users were mapped to loca-
tions (city, province, country) based on their provided profile location. For each user
we collected the most recent 200 tweets.

An automatic language identifier was used to label the tweets. A training set of
over 38k tweets was manually compiled with tweets labeled as English, Dutch, Lim-
burgish or Frisian. Tweets containing multiple languages were labeled according to
the predominant language. A logistic regression classifier obtained a cross-validation
accuracy of 98%. Because performance was lower on very short tweets, tweets with
less than 4 tokens were not labeled by the classifier. Manual rules were constructed
to label a subset of the very short tweets. Similar to other studies on language choice
(e.g., Kim et al. [2014]), we applied a threshold to determine whether a user uses
a minority language on Twitter. We only retained users with at least 7.5%1 of their
tweets marked as containing Frisian or Limburgish, resulting in 2,069 users from
Friesland and 2,761 users from Limburg.

We extract conversations based on information from the Twitter API, which pro-
vides the identifier of the original tweet in case of a reply. We excluded conversations
with tweets from only one user (users can reply to themselves) and conversations for
which the first tweet was a response to a missing tweet. We extracted 3,916 con-
versations, containing a total of 10,434 tweets. Most conversations were of length 2
(mean: 2.664, max 23).

1The threshold was based on data analysis, retaining approximately 23% of the users.
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8.4 Language Choice

In this section, we focus on tweets that are not a response to another tweet and are
not a retweet. We analyze tweets with an explicit mention of another user. In such
cases the targeted audience is often shifted towards the addressed user. We also study
tweets with a hashtag, which causes a possible expansion of the audience as they
are included in public hashtag streams. These differences in audiences are reflected
in statistics normalized by user: When users mention a specific user, they are more
likely to employ a minority language than when they use hashtags (e.g., users from
Limburg use Limburgish in 33.8% of their tweets with a user mention vs. only in
28.6% of their tweets with a hashtag).

Addressee. We first study the influence of addressees on language choice. We restrict
our analysis to tweets that start with a user mention (@user). Such tweets are often
directed towards the addressed user, in comparison to just tagging a user. For each
user, we sampled up to two tweets.

We aim to analyze if addressees influence whether a minority language is used,
while controlling for a user’s tendency to use a minority language. We use logistic
regression, which allows analyzing which factors explain the language choice. We fit
a model with the dependent variable being the language choice, modeled as a binary
variable (minority language or not). Independent variables are the use of minority
language by the addressee, measured as the proportion of the last 100 tweets (before
the tweet of interest) containing a minority language, and a binary variable indicating
whether the addressee is from the same province. We collected additional data for ad-
dressees who were not in our dataset. However, for some we were not able to obtain
data and these were excluded from the analysis. The results (Table 8.1) indicate that
Twitter users are more likely to use a minority language, when addressing a user who
often uses the minority language. From manual inspection we do observe that users
not always accommodate to their addressee. For instance, sometimes even celebrities
or international companies are addressed in a minority language.

Coefficient Std. Error

Intercept -2.010∗∗∗ 0.149
Use of minority lang. by user u 2.685∗∗∗ 0.299
Use of minority lang. by user a 3.221∗∗∗ 0.293

Same province 0.160 0.149

Table 8.1: Logistic regression model of influence of addressee a on language choice of user u;

n = 1272; ∗∗∗p < .001

Hashtags. Hashtags have become a common practice on Twitter and they are often
included to join public discussions [Huang et al., 2010]. We study the influence of the
audiences of these public discussions on the language choice for tweets with hashtags.
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For example, one of the most popular Dutch hashtag streams on Twitter is #dtv or
#durftevragen (‘dare to ask’). In these streams, Twitter users post questions on various
topics, ranging from questions about software, opinions about news, to looking for
a certain service. These streams have local variants (albeit less popular), such as
for Limburgish #durftevraoge and #durftevroage and for Frisian #doartefreechjen and
#doartefreegjen. Reaching the right audience is key here, since users are looking for
an answer to their question. In our dataset, tweets using the local Limburgish and
Frisian hashtag variants are all written in a minority language, whereas 84.6% of the
tweets using the Dutch hashtag variants are written in Dutch.

Not all hashtags are added to join public discussions, for example some indicate
a feeling (e.g., #sad) [Jurgens et al., 2014]. We therefore confine our analysis to
hashtags referring to named entities. These are interesting, because they tend to be
used to link to a public discussion and most of them do not imply a language choice
on their own. We excluded hashtags that had local variants, such as names referring
to cities. We manually annotated a random subset of the tweets (at most 1 tweet per
user). In addition, we annotated whether the hashtag was referring to a local (e.g.,
local music festival) or (inter)national entity (e.g., show on national television). Of
the annotated hashtags, 44.2% were marked as named entities and 51.7% of these
referred to a local entity.

Similar to our previous analysis, we fit a logistic regression model with the lan-
guage choice being the dependent variable. On Twitter the exact audience is un-
known, but users use cues from the environment to imagine their audience [Marwick
and boyd, 2011]. In a similar way, we use the last 100 tweets with the same hashtag
written before the tweet of interest as cues. The tweets were collected using the search
on the Twitter website, which allows searching in historical tweets. For each hashtag
instance, we calculated the proportion of tweets in the stream containing a minority
language. The audience may also consist of lurkers, but their language choices cannot
be analyzed.

Table 8.2 shows the results. When many tweets in the hashtag stream contain a
minority language, it is more likely that a user will use a minority language as well
(even after controlling for the use of minority language by the user and whether the
hashtag refers to a local or national entity).

Coefficient Std. Error

Intercept -3.718∗∗∗ 0.453
Use of minority lang. by user 4.984∗∗∗ 0.819

Use of minority lang. in stream 6.489∗∗∗ 1.352
Hashtag about local entity 0.513 0.435

Table 8.2: Logistic regression model of influence of hashtag on language choice;

n = 236; ∗∗∗p < .001
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8.5 Code-Switching in Twitter Conversations

In this section, we study the language choices of Twitter users when participating
in conversations. Multilingual users often switch language during a conversation
(i.e., code-switching). Initial tweets are frequently targeted towards a broader au-
dience, but during a conversation the audience often shifts towards the direct conver-
sation partner(s). Speakers accommodate to each other during conversations [Giles
et al., 1991], which has also been observed on Twitter [Danescu-Niculescu-Mizil et al.,
2011]. While the previous section focused on independent tweets, this section focuses
on conversations, and thus an additional factor that influences language choice are
the previous language choices made within the conversation.

Influence of previous tweet. We calculate the probability of a language choice for a
tweet (langi) given the language of the tweet the user is responding to (langi−1), i.e.,
P (langi|langi−1) shown in Figure 8.1. Most of the time users align their language
choice with the language of the tweet they are responding to (i.e., the self loop prob-
abilities for Dutch and the minority languages are all above 0.5), and this trend is
particularly strong when responding to tweets written in a minority language. How-
ever, this is not the case for English, which may be explained by the fact that English
is most often used emphatically, for example by only inserting nice or thanks, and thus
it is less expected that the conversations continue in English. We also find that users
from the Limburg province more often tweet in their minority language than users
from Friesland.

Dutch

English

Minority

lang

 0.562 / 0.533 

0.013 / 0.017

0.375 / 0.273

0.400 / 0
.591

0.011/ 0
.010

0.424 / 0.449 

 0.178 / 0.113 

 0.811 / 0.876

0.225 / 0.136 

Figure 8.1: Switching behavior. The probabilities are reported for both provinces using

[Friesland]/[Limburg]

In our next analysis, we also take into account the previous use of minority lan-
guage by the users. Only tweets at the second position in a conversation were in-
cluded in the analysis, to eliminate effects of other language choices. For each user,
we sampled at most two tweets. Similar to the previous analyses, we fit a logis-
tic regression model (Table 8.3) with as the dependent variable the language choice
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(langi). As independent variables, we include the use of minority language by both
users as well as the language of the previous tweet. Location information was not
included, since both users are from the same province. The results indicate that while
the use of the minority language by the conversation partner is significant, the lan-
guage of the previous tweet has a larger influence on the language choice.

Coefficient Std. Error

Intercept -1.005∗∗∗ 0.112
Use of min. lang. by user of tweeti 2.053∗∗∗ 0.241

Use of min. lang. by user of tweeti−1 0.773∗∗ 0.248
Tweeti−1 in minority language 1.478 ∗∗∗ 0.132

Table 8.3: Logistic regression model for language choice in conversations;

n = 1863; ∗∗∗p < .001, ∗∗p < .01

Language choice over time. Figure 8.2 shows the language distribution by position
within a conversation. The analysis is based on all conversations, but we note that
the same trends are observed when only including longer conversations. Most of the
initial tweets are written in Dutch, possibly to maximize the audience [Androutsopou-
los, 2014]. However, as conversations progress, it becomes more unlikely for a tweet
to be written in Dutch. Once a switch has been made to a minority language, users
tend to continue in that minority language (see also Figure 8.1).
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Figure 8.2: Language distribution by position in conversation

By replying in a different language, a user may be trying to negotiate the language
choice [Androutsopoulos, 2014]. We expect that once a base language has been es-
tablished, the probability of switching language decreases. For each tweeti, we find
the longest consecutive sequence ending at the previous tweet (tweeti−1) written in
langi−1 as an indication of the extent of negotiation going on. As expected, there is a
significant, negative correlation between the lengths of these sequences and whether
a switch occurs (Pearson’s r=-.150, p < .0001). The position in a conversation and
whether a switch occurs correlate only slightly (Pearson’s r=-.058, p < .001) and
controlling for this did not lead to notable changes in the trend.
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8.6 Conclusion

In this chapter, we studied the use of minority languages on Twitter across various
settings. Our findings indicate that users tend to adapt their language choice to their
audiences. When users address other Twitter users, the minority language is more
likely to be used when the addressed users often make use of the minority language
as well. In Twitter conversations, the language choices of users are also influenced by
the language of the tweet they are responding to. Furthermore, while many tweets
are written in Dutch to reach a broader audience, users often switch to the minority
language during a conversation.
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So far, this dissertation considered variation in text from a sociolinguistics perspec-
tive. In this part of the dissertation, variation in text is studied from the perspective
of folkloristics, and more specifically, the focus is on folk narratives. Examples of
folk narratives are Little Red Riding Hood, Cinderella and the urban legend about the
Vanishing Hitchhiker. Different versions of a story appear due to oral and written
transmission over time. For example, below are two versions of the same story as
found in the Dutch Folktale Database, where the specific pet (dog or cat) and the
ending are different from each other.

Story STSAG974: A woman kills her dog by putting him in the microwave
to dry. She successfully sues the manufacturer, because the instructions
did not mention not to put pets in the microwave.

Story STSAG376: A woman puts her cat in the microwave, she then suc-
cessfully claims compensation from the manufacturer. Since then, the
manufacturer warns against such practices.

The increasing digitization of folk narratives enables the use of computational
approaches to help understand and model variation in folk narratives. Like in the
context of sociolinguistics, variation may lead to change over time, and thus analyzing
the variation in folk narratives could shed more light on how narratives develop over
time and across space. Furthermore, modeling the variation could lead to improved
tools for the automatic enrichment of meta data, which can be used for organizing
and analyzing folk narrative data.

In Chapter 9, we discuss automatic identification of tale types, a concept fre-
quently used by folktale researchers to group the different variants of a particular
story. In Chapter 10, we then perform crowdsourcing experiments to study how
experts and non-experts perceive narrative similarity, and to what extent their judge-
ments correspond to the concept of tale types.
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Automatic Identification of Tale Types

This chapter is based on D. Nguyen, D. Trieschnigg, M. Theune “Folktale Classification

using Learning to Rank", In Proceedings of the 35th European Conference on IR Research

(ECIR 2013), pages 195-206, Moscow, Russia, 2013 [Nguyen et al., 2013b]

9.1 Introduction

In this chapter we present work on automatically determining the tale types of narra-
tives. Our work is guided by the type indexes that folktale narrative researchers have
developed to classify and to organize stories according to tale types. In our experi-
ments, we limit our focus to two internationally recognized tale type indexes. The
first is the frequently used Aarne-Thompson-Uther (ATU) type index [Uther, 2004]
that covers many fairy tales, but also legends, jokes and other folktale genres. The
second is the Type Index of Urban Legends proposed by Brunvand [2012].

The goal, then, of our work is to automatically determine the tale types of stories.
In particular, we cast this as a ranking problem, where the goal is to assign the highest
rank to the most applicable tale types. This serves multiple purposes. First, with the
increasing digitization of folktales [Abello et al., 2012, La Barre and Tilley, 2012,
Meder, 2010], there is a need to (semi-)automate the identification of tale types.
Second, such a system could help discover new relationships between stories. And
as discussed later in this chapter, this task is related to problems such as detection of
text reuse, plagiarism and paraphrase detection.

The goal of this work is to be able to determine the correct tale type of a given
folktale. This work adds a novel viewpoint on text similarity. Text similarity can
be defined on many levels on the similarity spectrum [Metzler et al., 2005], with
document identity on the one end, and topical similarity on the other end. Text reuse
[Bendersky and Croft, 2009, Metzler et al., 2005], that includes addition, rewriting or
removal of text, is viewed as lying in the middle of the spectrum. Story similarity, as
we view it, bears many similarities to text reuse. Stories with the same tale type can
be seen to have originated from a common template/model. However, the similarity
goes beyond lexical or topical similarity, in the sense that it is based on events, motifs
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(narrative elements) and participants of the narrative. Stories are regarded as being
of the same type if they match on a more abstract level than just the lexical words
(for example locations do not have to match literally), in contrast to text reuse.

We start with a discussion of related work (Section 9.2). Then the dataset is
presented (Section 9.3). Next, we describe the experimental setup (Section 9.4) and
discuss the results (Section 9.5). We conclude with a summary (Section 9.6).

9.2 Related Work

Fisseni and Löwe [2012] investigated how people perceive story similarity using a
user study. Story variations were created by applying character substitutions and
varying the order (e.g., reversed temporal order) and style. They found that people
focus mostly on motifs, linguistic features and content, and less on the structure of a
story when deciding whether two stories are the same.

Friedland and Allan [2008] studied the identification of similar jokes. They framed
it as a ranking problem like we do here. Their approach used a bag of words model
and abstraction of words using manually constructed word lists. In our work we aim
to develop an approach that does not rely on manually constructed lists. Their tale
types were identified heuristically and not motivated by an existing type classification
system, while we use existing classification systems used by folktale researchers and
consider multiple genres.

As mentioned in the introduction, our problem is similar, but not identical to
problems such as identification of text reuse, paraphrasing and plagiarism detection.
Clough et al. [2002] defined multiple levels of text reuse (wholly derived, partially
derived and non derived) and experimented with n-gram overlap, greedy string tiling
and sentence alignment using a news corpus. Metzler et al. [2005] looked at text
reuse on the sentence and document level.

Our problem is also related to the TDT story link detection task [Allan, 2002],
that involved determining whether two stories are discussing the same event (e.g.,
the Oklahoma City bombing topic) in the news domain. Most approaches to the story
link detection task relied on text similarity. For example the cosine similarity and the
clarity metric have been found to be very effective [Allan et al., 2000, Lavrenko et al.,
2002]. In addition, many approaches focused on matching named entities. However,
in our problem, stories do not need to match on exact details such as named entities.

Paraphrase detection [Androutsopoulos and Malakasiotis, 2010] involves detect-
ing texts that convey the same information. Used methods include textual similarity
measures, as well as using the structure, for example by matching dependency trees.
Research in this area has mostly focused on phrases and sentences. The texts in our
dataset (as described later) are much longer.

Our problem also shares aspects with plagiarism detection (e.g., Clough [2003]),
in particular when certain parts of text are paraphrased. For example Nawab et al.
[2012] experiment with query expansion using sources such as WordNet and a para-
phrase lexicon to measure text similarity on a semantic level. However, some aspects
of plagiarism are not applicable to our problem. This holds in particular for cues that
identify inconsistencies in text (such as style and vocabulary).
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9.3 Tale Type Indexes

Our dataset is derived from the Dutch Folktale Database. We only consider stories
that are written in standard Dutch (the collection also contains many narratives in
historical Dutch, Frisian and Dutch dialects). In this chapter we restrict our focus to
the two type indexes mentioned in the introduction, the ATU index [Uther, 2004] and
the Type Index of Urban Legends [Brunvand, 2012]. We created two datasets based
on these type indexes. For each type index, we only keep the tale types that occur at
least two times in our dataset. The frequencies of the tale types are plotted in Figures
9.1 and 9.2. Many tale types only occur a couple of times in the database, whereas a
few tale types have many instances.

9.3.1 Aarne-Thompson-Uther (ATU)

Our first type index is the Aarne-Thompson-Uther classification (ATU) [Uther, 2004].
Examples of specific tale types are Red Riding Hood (ATU 0333) and The Race between

Hare and Tortoise (ATU 0275A). The index contains tale types hierarchically organized
into categories (e.g., Fairy Tales and Religious Tales). We discard stories belonging
to the Anecdotes and Jokes category (types 1200-1999), since the tale types in this
category are very different in nature from the rest of the stories1. The average number
of words per story is 489 words.

9.3.2 Brunvand

Our second type index is proposed by Brunvand [2012] and is a classification of urban
legends. Examples of tale types are The Microwaved Pet (BRUN 02000), The Kidney

Heist (BRUN 06305) and The Vanishing Hitchhiker (BRUN 01000). The stories have
on average 158 words.
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Figure 9.1: ATU tale type frequencies
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Figure 9.2: Brunvand tale type frequencies

1As was suggested by a folktale researcher. Tale types in the Anecdotes and Jokes category are mostly
based on thematic similarity, while others are based on plot.
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9.4 Experimental Setup

In this section we describe our general experimental setup as well as the specific
features used.

9.4.1 General Setup

Goal. We cast the problem of determining the correct tale type as a ranking problem.
Given a story, the system should return a ranking of the tale types for that story. We
chose a ranking approach, since there are many tale types, and most of them only
have a few instances in our dataset. In addition, in an actual application new tale
types could be added over time when new folktales are identified. A ranking of tale
types is also useful when used in a semi-automatic system: annotators are presented
with the list and can choose the correct one. In addition, a ranking of tale types can
easily be converted into a classification, for example by just taking the top ranked tale
type as the predicted label.

Evaluation. We will evaluate our approach by the Mean Reciprocal Rank (MRR). We
use a rank cutoff, by only considering documents in the top 10. We will also evaluate
using the accuracy, simulating a classification setting. The highest ranked label is then
taken as the predicted class.

We use Terrier [Ounis et al., 2006] as our retrieval component, sofia-ml [Sculley,
2009] as our learning-to-rank toolkit and the Frog tool [Van den Bosch et al., 2007]
to obtain POS tags (CGN2 tagset) and dependency tags.

9.4.2 Baselines

We explore the following baselines, all ranked using BM25:

• Big document model. For each tale type, we create a big document with the text
of all stories of that particular tale type. We then issue a query, containing the
text of our input document, on these big documents. The result is a ranking
of tale types. This is similar to the big document models used in Distributed
Information Retrieval (e.g., Callan et al. [1995] and Si et al. [2002]), with
stories as documents and tale types as collections.

• Small document model. For a given story, we issue a query with the text of the
story on an index with individual stories. A ranking is returned by ordering tale
types based on the individual stories that are ranked (duplicates not taken into
account). When taking the top ranked label as the class, this is the same as a
Nearest Neighbour classifier (k=1).

Experiments showed that the small document approach was more effective than
the big document approach (as discussed in the results section). We therefore aim to
improve this baseline in our further experiments.

2Corpus Gesproken Nederlands (Spoken Dutch Corpus), http://lands.let.kun.nl/cgn/ehome.htm.
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9.4.3 Learning to Rank

Compared to traditional information retrieval methods, learning to rank [Liu, 2011]
allows researchers to easily add features to their ranking method. We use the sofia-ml
toolkit [Sculley, 2009] with the SGD-SVM learning algorithm and λ = 0.1. Using
learning to rank, we aim to improve the small document approach by incorporating a
variety of features. Our proposed method contains the following steps.

• Retrieve an initial set of candidate stories using BM25.

• Apply learning to rank to rerank the top 50 candidates.

• Create a final ranked list of tale types, by taking the corresponding labels of the
ranked stories and removing duplicates.

9.4.4 Features

We now describe the features that are used in our learning-to-rank setting. All fea-
tures are normalized within a query. We explore features based on lexical similarity,
features that match on a more abstract semantic level, and features that reflect the
big document baseline.

I Information Retrieval measures (IR)

These features indicate the score of the query on the text using the BM25 model. We
experiment with three types of queries, resulting in three features: fulltext (BM25 -

Full text), only nouns (BM25 - nouns) and only verbs (BM25 - verbs). Note that rank-
ing only on the first feature BM25 - Full text results in our small document baseline
system.

II Lexical Similarity (LS)

These features represent the similarity of the two texts measured using Jaccard and
TF-IDF similarity, and calculated on the following token types: unigram, bigrams,
character n-grams (2-5), chunks, named entities, time and locations. Location and
time words were extracted using Cornetto [Vossen et al., 2007], a lexical semantic
database for Dutch, if they were a hyponym of location or timeunit:noun. The moti-
vation for using these features is that locations (e.g., house, living room, church) and
time (e.g., day, September, college year) can play important roles in the plot of a story.

III Similarity to all stories of the candidate’s tale type (bigdoc)

This is a feature that resembles the big document model as was used in the baseline.
This measures the similarity of the input story to the tale type of the candidate by
taking all stories of that tale type into account. As feature we use the retrieval score
of the big document of the tale type of our candidate story. Again, we experiment
with three types of queries, resulting in three features: fulltext (Bigdoc - BM25 - Full

text), only nouns (Bigdoc - BM25 - nouns) and only verbs (Bigdoc - BM25 - verbs).
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IV Subject Verb Object (SVO) triplets

Events are central to the identity of a story. We aim to capture these using verb(subject,

object) (SVO) triplets, such as lives(princess, castle) or partial triplets such as disap-

pear(driver,). Recently, triplets have been explored to distinguish between stories and
non-stories [Ceran et al., 2012]. Triplets are much sparser than just words; we there-
fore explore allowing partial matches, and abstraction of verbs to a higher semantic
level using VerbNet [Kipper-Schuler, 2005].

Triplet extraction. For each extracted verb, the system tries to find a matching subject
or object by traversing the dependency graph (obtained using the Frog parser) and
matching on the relation su for the subject, or obj1, obj2 for the object. Only certain
POS tags such as nouns, pronouns and named entities are taken into account. Manual
inspection showed that the triplets are very noisy, often because of errors by the Frog
parser. Each word is replaced by its lemma as given by the Frog parser.

Features. To overcome sparsity, we also use features that allow partial matches. For
each abstraction level and similarity measure, we create four features representing Ex-

act overlap, Subject-Verb(SV) overlap, Object-Verb(OV) overlap and Subject-Object(SO)

overlap. We use the Jaccard and TF-IDF similarity.

Abstraction. Abstraction of triplets reduces the sparsity of the features, and allows
stories to match on a more abstract level. We experiment with no abstraction, and
abstracting the verbs. Abstraction of verbs is done using VerbNet [Kipper-Schuler,
2005], an English verb lexicon, that groups verbs into 270 general classes. Us-
ing relations between Cornetto and Wordnet, a mapping is made between verbs in
a story and English verbs. For example, the following Dutch verbs are mapped to
the ‘consider-29.9’ class in VerbNet: achten (esteem), bevinden (find), inzien (realise),

menen (think/believe), veronderstellen (presume), kennen (know), wanen (falsely be-

lieve), denken (think). With verbs, we also experiment with partial matches, but do
not add a feature that measures the overlap between subject and object, since these
have not been changed.

Reduction of sparsity. To illustrate the reduction of sparsity using the methods de-
scribed, the number of unique elements are shown in Table 9.1. We find that when
allowing partial matches, the number of unique elements decreases a lot (from over
10,000 to 6,000-7,000). When verbs are abstracted, the counts decrease even more.
This is partly caused by verbs that were discarded because VerbNet or Cornetto did
not cover them.

Abstraction Exact Subject-Object Subject-Verb Object-Verb

None (Original) 10,260 6,325 6,416 6,925
Verb 8,924 NA 4,505 5,588

Table 9.1: Number of unique elements - Brunvand (index)
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9.5 Results

9.5.1 Data

For each type index (ATU and Brunvand) we created a dataset. First, we divided the
documents into two sets. The query set contains the stories (documents) for which we
need to find the tale types. The index set contains the stories that need to be ranked.
The corresponding labels of these stories can then be used to predict a tale type for
the query.

Only tale types were kept that had at least 2 stories in the folktale database. Then,
for each tale type one document was assigned to our index set, and one document
was assigned to our query set (train/dev/test). The rest of the documents for that
particular tale type were assigned randomly to either the index or the query set,
until the query set was the desired size (e.g., 150 with ATU). The query set then was
randomly divided into a train, development and test set while ensuring the desired
sizes. Statistics are listed in Tables 9.2 and 9.3.

Index Train Dev Test

Nr. documents 400 75 25 50
Nr. tale types 98 59 24 43

Table 9.2: ATU dataset statistics

Index Train Dev Test

Nr. documents 687 175 50 75
Nr. tale types 125 92 40 50

Table 9.3: Brunvand dataset statistics

9.5.2 Baselines

The results for our baseline methods as described in Subsection 9.4.2 can be found
in Tables 9.4 and 9.5. We find that for both datasets, the smalldoc baseline performs
better, although the difference is much larger for the ATU dataset.

MRR Accuracy

Smalldoc 0.7779 0.72
Bigdoc 0.4423 0.36

Table 9.4: Baseline results - ATU

MRR Accuracy

Smalldoc 0.6430 0.56
Bigdoc 0.6411 0.56

Table 9.5: Baseline results - Brunvand

For our reranking approach, we rerank the top 50 stories obtained using the small-
doc approach. For the ATU, we find that the correct tale type is in the top 50 results
for 49 out of 50 stories. For the Brunvand index, the correct tale type is present in
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71 out of 75 stories. This gives an upper bound on the reranking performance and
confirms that only reranking the top 50 stories is sufficient for almost all queries.

9.5.3 Feature Analysis

We evaluate the effectiveness of the feature types by adding them to the baseline
model (smalldoc). The results can be found in Tables 9.6 and 9.7.

MRR Accuracy

Baseline 0.7779 0.72
+ Bigdoc 0.8367 0.78

+ IR 0.8049 0.76
+ LS 0.7921 0.72

+ Triplets 0.8016 0.72
All 0.8569 0.82

Table 9.6: Feature analysis - ATU

MRR Accuracy

Baseline 0.6430 0.56
+ Bigdoc 0.7933 0.72

+ IR 0.7247 0.61
+ LS 0.6810 0.60

+ Triplets 0.6600 0.59
All 0.8132 0.76

Table 9.7: Feature analysis - Brunvand

The performance gains are high compared to the baseline system. The smalldoc
baseline had a higher performance on the ATU index, but when including all features
the results on the Brunvand index approaches that of ATU.

We also observe that all feature types improve performance. For both datasets the
big document features are highly effective. Note that the big document features cap-
ture a different type of evidence than the other features. The big document features
take similarity to all stories of a particular tale type into account, while the other fea-
tures reflect the similarity between a pair of documents (the input document and the
candidate).

Triplets improve performance, but not by much. We analyze the performance
of the triplets in more detail by varying the features based on abstraction level and
matches as shown in Tables 9.8 and 9.9. For both datasets, allowing partial matches
when not using any abstraction improves the MRR. However, with ATU the accuracy
decreases slightly. Abstraction using verbs does not perform well. When adding both
feature types (no abstraction and verb abstraction) the performance does increase.

The performance of the triplets is suboptimal for several reasons. First, manual in-
spection showed that mistakes of the parser caused triplets to be missed or extracted
incorrectly. In addition, we rely on general purpose semantic lexicons such as Verb-
Net and Cornetto. The coverage of such general lexicons might not be sufficient for
specific domains such as folktales.

The most important features (i.e., the features with the highest weight) are shown
in Tables 9.10 and 9.11. We observe that the models learned for ATU and Brunvand
have the same features in the top 3. Important features are the big document features
and lexical similarity (unigrams, TF-IDF). The fact that they share so many features
indicates that the ATU and Brunvand indexes are very similar in how tale types were
defined, and that the same types of evidence are important for finding the correct tale
types.



9

Automatic Identification of Tale Types | 161

Abstr. Matching MRR Acc.

No Exact 0.7762 0.72
No Exact, partial 0.7902 0.70
Verb Exact, partial 0.7475 0.68
No, Verb Exact, partial 0.8016 0.72

Table 9.8: Triplet analysis - ATU

Abstr. Matching MRR Acc.

No Exact 0.6422 0.56
No Exact, partial 0.6556 0.57
Verb Exact, partial 0.6419 0.56
No, Verb Exact, partial 0.6600 0.59

Table 9.9: Triplet analysis - Brunvand

Feature Weight

Bigdoc: BM25 - nouns 0.179
Bigdoc: BM25 - full text 0.158
LS: unigrams - TFIDF 0.109
Bigdoc: BM25 - verbs 0.069
Triplets: SO match, Jaccard,
no abstraction

0.063

Table 9.10: Top 5 features - ATU

Feature Weight

Bigdoc: BM25 - full text 0.209
Bigdoc: BM25 - nouns 0.204
LS: unigrams - TFIDF 0.065
IR: BM25 - nouns 0.062
Bigdoc: BM25 - verbs 0.051

Table 9.11: Top 5 features - Brunvand

Overall, we believe that the results are very encouraging; a system using all fea-
tures obtains a high MRR (above 0.8), making this a promising approach to use in a
setting where annotators of new stories are presented with a ranked list of possible
tale types. However, one should keep in mind that we still need to investigate the
performance of the approach for other type indexes and texts written in dialects and
historical variations.

9.5.4 Error Analysis

We manually analyzed stories that had a low reciprocal rank using the run with all
features. With both the Brunvand index and the ATU index, errors occurred because
the system found similar stories that matched on the writing style instead of the actual
plot. This happened mostly with stories that had a distinguishing style (for example
because they were told by the same narrator in a particular setting), and even more
when the input story was very short (often with stories of the Brunvand index) or if
the correct tale type had only a few instances. Thus, if not much content was available
to match on plot, our system sometimes incorrectly judged stories to be similar due
to style.

With the ATU index, we also observed errors where the system judged stories
to be similar because they matched on content words, and not on the actual plot.
They might share words related to the location of the story (e.g., the woods) or the
characters (e.g., father, son). This happened in particular with very long stories.

In general, challenging stories were stories with very distinguishing writing styles,
and stories with extreme lengths (either very short or very long). Future work should
focus on improving performance for these types of stories.
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9.6 Conclusion

This chapter presented a study on classifying stories according to their tale types, a
concept used by folktale researchers to organize folktales. Two type indexes were
used as the basis of our experiments: the Aarne-Thompson-Uther (ATU) type index
[Uther, 2004] and the Type Index of Urban Legends [Brunvand, 2012].

We framed the problem as a ranking problem, where the goal was to rank tale
types for a given story. We employed a nearest neighbours approach, by ranking
individual stories based on their similarity with the given story, and taking the corre-
sponding label as the predicted class. High performance gains were achieved using
learning to rank, with features inspired by approaches from distributed information
retrieval and features that compare subject-verb-object triplets.

The problem of classifying stories according to their tale type presents a new angle
on text similarity, and we believe further research on this could also provide new in-
sights into related problems like text reuse, paraphrase detection, story link detection
and others. The developed methods could also be useful for classification and orga-
nization of other types of narrative data, such as literary fiction, and data reflecting
oral transmission, such as interviews [De Jong et al., 2008].

The results were very encouraging, however for such a system to be useful to
folktale researchers, stories written in a dialect or historical language variety should
be considered as well. In addition, other tale type indexes should also be covered.
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Perception of Narrative Similarity

This chapter is based on D. Nguyen, D. Trieschnigg and M. Theune, “Using Crowdsourc-

ing to Investigate Perception of Narrative Similarity", In Proceedings of the 23rd ACM

International Conference on Information and Knowledge Management, pages 321-330,

Shanghai, China [Nguyen et al., 2014c]

10.1 Introduction

Measuring the similarity between documents is essential in many applications. For
example, clustering systems are inherently dependent on the used similarity measure.
However, for many tasks it is unclear what an appropriate similarity measure should
be. Multiple dimensions might play a role (e.g., topic, genre), and different users
might not agree on which dimensions are important. So far, most research on text
similarity has focused on topical or semantic similarity, thereby ignoring dimensions
that might be important from a user’s perspective. Research investigating how humans

perceive similarity between documents has been scarce so far.
Understanding how humans perceive similarity is useful in many situations. It

could guide the development of similarity metrics to correspond better with human
perception. Clustering systems could benefit by knowing along which dimensions
documents should be clustered. And, it could aid in the creation of more suitable
datasets [Bär et al., 2011] and evaluation metrics [Kim et al., 2013].

In this chapter, we study perception of similarity in the domain of folk narratives
(such as fairy tales and urban legends). While the previous chapter focused on auto-
matic identification of tale types, we now study to what extent perception of narrative
similarity actually corresponds to tale types.

With the increasing digitization of folk narratives [Abello et al., 2012, La Barre
and Tilley, 2012, Meder, 2010], there is a need for better search and clustering sys-
tems [Grundkiewicz and Gralinski, 2011]. However, so far little is known about how

humans perceive narrative similarity. For example, take the following two narratives
(summaries are shown):



10

164 | Chapter 10

Narrative 1 Some men sat around a fire. Nine cats came to sit near the fire, and

the men got nervous. One of the men threw fire at the cats with a fire shovel.

The next day, nine women in the village lay in bed with burned buttocks.

Narrative 2 Every afternoon a large black cat came to sit by the fire in the

kitchen. The people knew about a witch in the neighborhood. One afternoon

the cat came again. The woman threw a pan with hot oil at the cat’s neck. The

next day, the neighbor wore a white scarf, she had burned her neck.

The characters in both narratives are witches, humans and cats. Although the
exact events are different, both narratives share a story line: The cats are actually
witches, who are recognized by their wounds in their human form. Some people
might even recognize that these narratives served a common purpose: demonstrating
that witches are real.

Folktale researchers could recognize these narratives as belonging to the same
tale type (titled ‘Witch hurt as animal; woman turns out to be wounded the next day’,
SINSAG 0640). The above example illustrates that similarity between narratives can
be based on various dimensions (e.g., characters, plot, theme/purpose, tale types).
The goal of our study is to shed light on how narrative similarity is perceived. Which
dimensions do people consider when judging narrative similarity, and do non-experts
pay attention to different dimensions than experts?

Empirical studies on narrative similarity have only been done on a small scale so
far (e.g., Fisseni and Löwe [2012], Kypridemou and Michael [2013]). This study is
the first large-scale empirical study on narrative similarity. We collect data from a
large number of non-experts using crowdsourcing by asking them to rate similarity
between narrative pairs. Crowdsourcing enables rapid and low-cost data collection
and has been used in various tasks, including studying the similarity of multimedia
files [Vliegendhart et al., 2012], music [Lee, 2010, Urbano et al., 2010] and docu-
ments [Zengin and Carterette, 2013]. Data on how experts judge narrative similarity
was collected in two ways: 1) By asking experts directly to rate similarity, in the same
way as data obtained from non-experts. 2) By using the tale types that the narratives
are (manually) classified with. For example, narratives belonging to the same tale
type are expected to receive higher similarity judgements.

To summarize, our contributions are as follows:

• We show how crowdsourcing can be used to collect data for studying perception
of similarity (Section 10.3).

• We identify the dimensions that play a role in perception of narrative similarity
(Section 10.4).

• We show that non-experts and experts have a different perception of narrative
similarity and that tale types do not fully correspond with non-expert perception
of narrative similarity (Section 10.4).

• We show that automatic methods correspond reasonably well with judgements
of the crowd (Section 10.5).
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10.2 Related Work

In this section we discuss related work on empirical studies of similarity, narrative
similarity, and crowdsourcing.

Empirical studies of similarity. Our study follows recent research on the human per-
ception of similarity in various domains, for example images [Nathalie et al., 2002],
style of paintings [Kovashka and Lease, 2010], text [Bär et al., 2011], multimedia
files [Vliegendhart et al., 2012], music [Lee, 2010, Urbano et al., 2010] and videos
[Cherubini et al., 2009]. Some of these studies also investigated which dimensions
play a role in human judgement of similarity, for example judgements of multimedia
files [Vliegendhart et al., 2012] and preference judgements of search result lists [Kim
et al., 2013]. The influence of structure, style, and content on text similarity have
been studied by Bär et al. [2011]. Compared to these previous studies, we collect and
compare judgements from both experts and non-experts.

Narrative similarity. Narratives have traditionally been studied by focusing on their
plot structure. This is also reflected in research focusing on narrative similarity
[Michael, 2012]. Scholars have typically approached this by developing formal sys-
tems to represent and find analogies between plot structures of narratives. The ap-
proaches rely on in-depth annotations of story structures by humans and as a re-
sult have stayed either theoretical [Michael, 2012] or have only been tested on small
amounts of data (e.g., 1 narrative pair [Fay, 2012], or 26 Aesop fables [Elson, 2012]).

A different line of work involves a more computational approach but uses shal-
lower features. For example, automatic classification of folk narratives [Nguyen et al.,
2013b] or jokes [Friedland and Allan, 2008]. These methods focus on lexical simi-
larity and do not study which dimensions play a role in perception of similarity. In
addition, their ground truth labels provide only a binary view of similarity.

Two recent studies investigated perception of narrative similarity, but on a very
small scale (16 narrative pairs [Kypridemou and Michael, 2013], variations of two
stories [Fisseni and Löwe, 2012]). Their results have suggested that non-experts
also focus on dimensions other than structural similarity [Fisseni and Löwe, 2012],
and that humans are more likely to rate narratives as similar if they have a common
summary [Kypridemou and Michael, 2013].

Crowdsourcing. Crowdsourcing enables the collection of large amounts of data with
low costs using platforms such as Amazon Mechanical Turk and Crowdflower. We
target Dutch workers in our study, who are fast and of high quality [Pavlick et al.,
2014]. Recent studies have explored how the crowd can be used to infer taxonomies
[Eckert et al., 2010] and clusterings from data [Gomes et al., 2011]. However, such
approaches need judgements for each item. An alternative approach is to use the
crowd to learn a similarity metric, which can then be applied on large, growing col-
lections (e.g., Yi et al. [2012]). Our study follows the latter line of thought, by aiming
to obtain insight into perceived similarity and develop automatic methods to measure
similarity.
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10.3 Data

In this section we describe the collection of the narrative similarity judgements.

10.3.1 Preprocessing

We selected a subset of the narratives from the Dutch Folktale Database. We restricted
the set to narratives that were easily readable (based on writing style and length)
and had all the required metadata to support our analyses. More specifically, we
only kept narratives with the following requirements: 1) Written in Standard Dutch
[Trieschnigg et al., 2012]; 2) With an annotated tale type, genre and collector; 3) Of
intermediate length (between 10 and 250 tokens).

10.3.2 Task Design

To collect data, we designed a human intelligence task (HIT). The task was given
to both experts and non-experts. Data from non-experts was collected by posting
the HITs on Crowdflower, a crowdsourcing platform. We asked workers to judge
the similarity between pairs of stories. We provided as few instructions as possible
(e.g., by not mentioning terms like plot), so that workers were not influenced by
us to pay attention to certain dimensions. Small pilot experiments were carried out
while developing the design of the HIT. Each HIT consisted of 6 pairs of narratives
(5 pairs + 1 pair with gold labels), and several survey questions. Each HIT was
initially judged by 3 workers. We collected additional judgements for narrative pairs
with large standard deviations of the judgements, such that all HITs received 3 to 5
judgements. We paid 40 US dollar cents for each HIT.

Survey. To study the influence of characteristics of people on how they perceive nar-
rative similarity, we included several survey questions:

• Gender (male/female)

• Age (in years)

• Location (one of the Dutch provinces, or other)

• Highest completed education1

• How often do you read a book?2

• What kind of books do you read?3

• How often do you watch a movie?2

1No education, Elementary school, Pre-vocational secondary education, Senior general secondary
education/pre-university secondary education, Secondary vocational education, Higher professional ed-
ucation, University education.

2Daily, several times a week, several times a month, never.
3Fiction, non-fiction, both.
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Similarity judgements. Workers were presented with pairs of narratives for which they
were asked to rate the similarity on a scale from 1 (no similarity) to 5 ((almost) the
same). A similar scale was used in related studies [Lee et al., 2005, Zengin and
Carterette, 2013]. Workers were also asked to provide a short motivation for their
rating in a free text field for each narrative pair. The order of the displayed narrative
pairs within a HIT was randomized.

Gold labels. To improve the detection of spammers, we manually created 12 narra-
tive pairs with ‘gold labels’. Workers who provided ratings deviating from these labels
were identified as potential spammers. We created pairs with high similarity by copy-
ing an existing story and making small edits in spelling, punctuation, word order, etc.
For such pairs, we expected a similarity judgement of 4 or 5. We also selected pairs
with very low similarity by manually selecting stories that had nothing in common
(e.g., plots and characters are completely different). For such pairs, we expected a
similarity judgement of 1 or 2. We did not inform workers about their performance
on the pairs with gold labels.

10.3.3 Pair Selection

Selecting pairs at random would generate many pairs with little similarity. Therefore,
we control the selection of pairs as follows:

1. Similarity between narratives classified with the same tale type and same genre.

2. Similarity between narratives classified with the same tale type but different

genre.

3. Similarity between narratives with the same genre, but different tale types.

Under conditions 1 and 2, the narratives are the same based on their tale types. We
include pairs by varying the lexical similarity of these pairs based on cosine similarity.
A threshold (based on data analysis, see below) was calculated to distinguish between
low, mid and high similarity. We include an equal number of pairs from each bin.

Under condition 3, we only include pairs that have a high cosine similarity. We
assume that pairs with low or mid similarity are less interesting, since they have little
lexical similarity and are also not similar based on their tale types.

Thresholds. We first group all narratives by tale type. For each tale type, we ran-
domly select a pair of narratives and calculate the cosine similarity. Based on the
samples, we take their 33% and 67% boundaries to define the thresholds to distin-
guish between low, mid and high cosine similarity.

Same tale type, different genre. We select pairs of narratives that are classified under
the same tale type but under different genres. We first generate candidate pairs:

For each t a l e type :
Group a l l n a r r a t i v e s by genre
I f #genres > 1:

Sample p a i r s ac ro s s genre (up to 3 per bin )
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The final selection is made by sampling from all the candidate pairs, given the
desired distribution for the cosine similarity bins and the number of pairs to include.

Same tale type, same genre. We study similarity between pairs belonging to the same
genre and tale type, but with varying levels of cosine similarity.

For each genre :
For each t a l e type :

Sample up to 3 p a i r s per cos ine bin

The final selection is made by sampling from the candidate pairs ensuring an equal
distribution across cosine similarity bins, given a desired genre distribution and the
total number of pairs needed.

Same genre, different tale types. We also select pairs belonging to different tale types
but with a high cosine similarity. We create candidate pairs as follows:

For each genre :
For each t a l e type :

S e l e c t up to 3 p a i r s with high cos ine s i m i l a r i t y and with
one of the n a r r a t i v e s belonging to t h i s t a l e type .

The final selection is made by sampling from the candidate pairs given a desired
genre distribution.

10.3.4 Groups

The designed HITs were given to two different groups: crowdworkers and folk narra-
tive researchers.

Crowdworkers. We posted the tasks on CrowdFlower and targeted workers from the
Netherlands. The jobs ran between April 4, 2014 and April 27, 2014. We launched the
jobs in several batches, to prevent workers from doing the task too many times and
to ban spammers in between. Potential spammers were identified by the following
criteria:

• Inconsistent demographics. Most workers completed multiple HITs. We as-
sumed workers with inconsistent demographics information to be spammers.

• Time spent on judgement. Workers who spent less than 3 minutes on a HIT
(based on data analysis).

• Gold labels. Workers whose judgements did not match the gold labels.

• Motivation. We manually inspected the answers on the motivation questions.
Spammers answered with random characters, by copying parts of the narratives
or by always answering with the same sentence.

We manually checked if workers identified using these criteria were spammers.
Such workers were excluded from the dataset and blocked for all next HITs. We
collected in total 923 HITs (150 workers). 619 HITs (80 workers) were kept after
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filtering spammers. Figure 10.1 shows the average times spent on a HIT for workers
(median: 677.5 seconds).

Folktale researchers. We also asked three senior folktale researchers (all with a re-
searcher/lecturer position) to do the same task. We selected 40 narrative pairs, ensur-
ing that we included at least 2 pairs from each bin according to our sampling method
described above. HITs were the same as presented to the crowdworkers, but without
the pairs with gold labels (thus resulting in 5 narrative pairs per HIT).

10.3.5 Statistics

The statistics of the collected data are shown in Table 10.1.

Statistic Crowdworkers Experts

# unique narrative pairs 1002 40
# completed HITs 619 24
# persons 80 3

Table 10.1: Dataset statistics

10.4 Analysis

In this section, we analyze the collected data. We start with studying the demograph-
ics of the workers and then continue with an analysis of their similarity judgements.

10.4.1 Workers

Demographics. Workers are mostly men (66%), but are relatively spread across dif-
ferent ages and education levels. The workers are spread throughout the Netherlands,
but most workers come from the west of the Netherlands (where the population den-
sity is higher as well).

Reading and watching movies. Table 10.2 summarizes the users’ reading and movie-
watching behavior. Most people read both fiction and non-fiction (52, 65%), and
some read only fiction (20, 25%). A small fraction only reads non-fiction (8, 10%).
We code the education responses, and movies and reading behavior by converting
each category to an integer. We find that the education level is highly correlated with
frequencies of reading a book (Spearman’s ρ = .424, p < 0.001). The education
level is negatively correlated with the frequency of watching movies (Spearman’s ρ =

−.229, p < 0.05). Watching movies and reading books is not correlated (Spearman’s
ρ = −.086, not significant).
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Figure 10.1: Average time spent on task

How often B M

Never 11 0
Couple of times
a month

44 39

Multiple times
a week

18 37

Daily 7 4

Table 10.2: Frequencies of reading books (B)

and watching movies (M)

10.4.2 Understandability Ratings

Workers also indicated how well they understood the pair of narratives on a scale from
1 (not understandable) to 5 (well understandable) (Figure 10.2). Manual inspection
of pairs with lower ratings, revealed that crowdworkers had difficulty with language
use that was less standard (e.g., dialects, slang, uncommon words), unconventional
style and structure. Narratives from the more modern genres (i.e., urban legends and
jokes) are understood better than narratives from the older genres (i.e., legends and
fairy tales), see Table 10.3.

Understandability

F
re

q
u
e
n
c
y

1.5 2.5 3.5 4.5

0
1

0
0

3
0

0

Figure 10.2: Understandability ratings

Genre U

Urban legends 4.47
Jokes 4.33
Legends 4.12
Fairy tales 4.06

Table 10.3: Understandability (U) and genre

For each worker, we calculate the worker’s understandability bias, by calculating
the average difference between the worker’s score and the average of the scores. We
find that higher educated workers tend to give lower understandability scores (Spear-
man’s ρ = -.249, p < 0.05). While this may seem counterintuitive, they also vary more
in their understandability ratings (Spearman’s ρ = .278, p < 0.05). We found no sig-
nificant correlations with reading or movie watching behavior. In the remainder of
this chapter, we only keep narrative pairs that received an average understandability
rating of 3.5 or higher (removing 104 pairs).

10.4.3 Narrative Similarity Ratings

We first analyze the agreement between the judgements. Next, we study the similarity
judgements for different conditions. Finally, we study the similarity dimensions by
analyzing the free-text motivations.
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10.4.3.1 Agreement

Crowdworkers. We first analyze the agreement between crowdworkers. We have in
total 80 workers and 898 pairs. For each pair, we have 3 to 5 judgements. Fig-
ure 10.3 shows a histogram of the standard deviations of the judgements for each
narrative pair. We find that 85% of the pairs have a standard deviation less than 1.
We also calculate a user bias (Figure 10.4). For each worker, it is the average over
the differences between a judgement made by a worker and the overall mean of the
judgements for each narrative pair. Only 17.5% of the workers are on average more
than 0.5 points off the mean.
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Figure 10.3: Std per narrative
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Figure 10.4: User bias

We calculate several agreement metrics (see Table 10.4). Following Lee et al.
[2005], we calculate a measure of inter-rater correlation. For each narrative pair, we
select at random a judgement and correlate it with the average of the other similar-
ity judgements. We also calculate a pairwise agreement. For each narrative pair, we
check the agreement between all pairs of workers. The reported pairwise agreement
is the number of pairs workers agreed on divided by the total number of pairs, and
is similar to the value reported in Zengin and Carterette [2013]. We also find that
mapping the scores to a lower number of categories (1-2, 3, 4-5) leads to a higher
pairwise agreement of 0.517.

Metric Crowd Experts

Spearman correlation .556 .778
Pearson correlation .572 .796
Pairwise agreement .335 .423

Table 10.4: Agreement crowd and experts

We also analyzed the influence of demographics on agreement. We find that peo-
ple who read books daily (3) or never (0) tend to agree more within their group
(pairwise agreement of 0.433 and 0.444, see Table 10.5). We also tested excluding
groups with lower reading frequencies. Only including workers who often read (≥ 2)
leads to higher agreement (0.374) than including all workers. No clear trends were
observed with watching movies or education.
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Reading frequency

Criteria 0 1 2 3

≥ .335 0.333 0.374 0.444
= .433 0.310 0.340 0.444

Table 10.5: Pairwise agreement and reading frequency

Experts. We calculated the agreement between experts in the same way as with the
crowd. Table 10.4 shows the calculated metrics. We find that experts achieve higher
inter-annotator agreement than the crowd, probably because their reasoning involves
tale types and they agree more on which dimensions are important (see also the next
section). We also study to what extent individual experts and the average of the
experts correspond with the crowd judgements (Table 10.6). Averaging the expert
judgements leads to a higher correlation with the crowd judgements.

E1 E2 E3 Avg. expert

Crowd .654 .683 .633 .744

Table 10.6: Spearman correlation of individual experts (E1-3) and average expert with the crowd

10.4.3.2 Analysis

The average similarity for each condition (see Subsection 10.3.3) is shown in Tables
10.7 and 10.8.

Tale types. We first investigate how tale types correspond with judgements by the
crowd. We would expect narratives belonging to the same tale type to receive higher
ratings than narratives belonging to different tale types.

Narrative pairs (with high cosine similarity) with the same tale type indeed re-
ceive higher ratings than pairs (with high cosine similarity) with different tale types
(Table 10.7). Figure 10.5 shows a histogram of the similarity ratings for narrative
pairs belonging to the same tale type. If tale types would correspond strongly with
perceived similarity by non-experts, we would see a skewed distribution with most
of the ratings being a 4 or 5. Instead, most of the ratings are in the middle and the
perceived similarities of the narratives belonging to the same tale type vary widely.
Figure 10.6 shows a histogram of the similarity ratings for narrative pairs belonging
to different tale types. Here, we do see a skewed distribution, with most scores being
low (e.g., 1 or 2).

Thus, although narratives belonging to the same tale type tend to be perceived
as more similar than narratives belonging to different tale types, tale types do not
explain all of the observed variation in similarity judgements by non-experts. This
suggests that tale types ignore dimensions that non-experts do find important.

Figures 10.7 and 10.8 show the histograms of expert judgements. The figures
reflect that experts use tale types in their research and give more extreme scores than
non-experts. Pairs of narratives belonging to the same tale type are mostly rated with
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Urban legends Jokes Legends Fairy tales

Same tale type, same genre

Low cosine 2.900 (0.109) 2.119 (0.160) 2.503 (0.133) 2.343 (0.191)
Mid cosine 3.375 (0.134) 2.743 (0.139) 2.793 (0.112) 3.150 (0.268)
High cosine 3.972 (0.089) 3.550 (0.172) 3.536 (0.173) 3.806 (0.194)

Different tale type, same genre

High cosine 2.095 (0.072) 2.174 (0.070) 2.346 (0.092) 2.106 (0.119)

Same tale type, different genre

Low cosine 2.226 (0.094)
Mid cosine 2.721 (0.110)
High cosine 3.504 (0.121)

Table 10.7: Mean and standard errors of similarity scores per condition

All

Same tale type, same genre

Low cosine 2.501 (0.077)
Mid cosine 3.008 (0.078)
High cosine 3.719 (0.078)

Different tale type, same genre

High cosine 2.181 (0.042)

Table 10.8: Mean and standard errors of similarity scores per condition, for all genres
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Figure 10.5: Crowd same tale type
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Figure 10.6: Crowd different tale type

a 5, narratives belonging to different tale types often with a 1 or 2. However, we do
observe variation indicating that other aspects influence their judgements as well. For
example, based on their feedback, we find that experts tend to rate pairs of narratives
from broad tale types (e.g., based on theme) lower than tale types defined based on
plots.

Genres. Table 10.7 also shows the scores for narratives with the same tale type but
classified under different genres. We find that narrative pairs with different genres tend
to receive a lower similarity judgement than pairs belonging to the same genre. In the
next section we study the influence of genre using the provided free-text motivations.
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Figure 10.8: Experts different tale type

Cosine similarity. In Table 10.7 we observe that within each genre, a higher cosine
bin results in a higher average similarity judgement. In a later section, we experiment
how the similarity judgements correspond with various supervised and unsupervised
similarity metrics.

10.4.4 Dimensions of Narrative Similarity

For each similarity judgement, we also asked for a free-text answer with a motivation.
In this section, we study the importance of different similarity dimensions (e.g., plot,
characters) based on these motivations.

Crowdworkers. Motivations given for the narrative pair in the introduction are shown
in Table 10.10. The first worker only mentions a similarity in the characters, the
other workers also see a similarity in the plot. Note that other dimensions could have
(unconsciously) influenced the workers as well, but they did not mention them.

We randomly selected 192 narrative pairs and included all motivations for these
pairs (total: 589). The most frequent dimensions were identified after annotating
subsets of the data. Each motivation was then manually annotated (Table 10.9) by
one coder. A second coder annotated a subset of 64 narratives. Cohen’s κ ranged
from moderate (e.g., plot: κ = 0.59, style: κ = 0.66, theme: κ = 0.59) to high (e.g.,
genre: κ = 0.80, characters: κ = 0.88, number of details: κ = 1.00).

The characters, plot, genre and theme were mentioned the most. However, a
variety of other dimensions were mentioned as well (e.g., style, number of details).
No explanation was given in 18% of the motivations.

For each dimension (except ‘none’ and ‘other’), we annotated whether a difference

and/or similarity was mentioned, e.g. “plots are different" (Table 10.9). When workers
mentioned the characters, plot or theme, they tended to focus on the similarities
between the narratives. However, when they referred to the amount of detail, workers
only stated differences.

For most dimensions, whether they are mentioned is influenced by the presented
narrative pair. For example, the probability of a random motivation mentioning theme
is 0.28. However, knowing that another worker has mentioned theme for the same
pair, the probability goes up to 0.51.

To study the importance of these dimensions, we fitted an Ordinary Least Squares
model (OLS) with the given score as the dependent variable (Table 10.11). We find
that plot, genre and theme are the most important. Characters are not significant after
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Crowd Experts

Dimension M Sim Diff P M Sim Diff P

Characters: The characters or
important objects in a narrative
(e.g., a princess, a ring)

.43 .88 .17 .80 .51 .74 .44 1.00

Plot: The sequence of events in
a narrative

.37 .67 .49 .76 .54 .53 .62 1.00

Genre: For example “both

narratives are jokes"
.21 .82 .18 .58 .14 .69 .31 1.00

Theme: The central topic/moral
(e.g., paranormal events)

.28 .86 .15 .71 .36 .88 .13 1.00

Setting: Where the story is set.
This can be more general (e.g., a
castle) or a geographic location
(e.g., Paris)

.04 .39 .61 .20 .01 1.00 .00 .33

Style: E.g., punctuation, word
choice, formal language

.08 .36 .64 .39 .03 .67 .33 .67

Number of details: Length or
number of details

.02 .00 1.00 .10 .05 .00 1.00 1.00

Recount facts: E.g., “narrative 1

could be true"
.01 .63 .63 .08 .00 - - .00

Structure: E.g., repetition of
events

.03 .60 .47 .16 .08 .56 .44 1.00

Tale types: E.g., “both are of the

same tale type"
.00 - - .00 .46 .59 .43 1.00

Motifs: Elementary building
blocks of narratives

.00 - - .00 .06 .43 .71 .67

Other: Such as the narrator,
origin of the stories, etc.

.03 - - .23 .05 - - .67

None: E.g., “they are not the same" .18 - - .51 .13 - - .67

Table 10.9: Dimensions of narrative similarity. For each group (crowd: 80 persons, 589 motiva-

tions, experts: 3 persons, 111 motivations), the table reports the fraction of motiva-

tions (M) or persons (P) mentioning a dimension, and for each dimension, the fractions

that mentioned similarities (Sim) or differences (Diff).

Not much except they are about a cat

Given score: 2. Dimensions: Characters

Both narratives are about witches and black cats. Furthermore

in both stories the cat gets injured and as a result the woman

is also injured. The narratives look very much like each

other, but the content differs. Therefore I give it 4 out of 5.

Given score: 4. Dimensions: Characters, Plot

easy to read, both narratives are about cats who are

actually witches who sit at the fire and are thrashed there

Given score: 4. Dimensions: Style, Characters, Plot

Table 10.10: Translated motivations by crowdworkers
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B SE

Intercept 2.47∗∗∗ 0.12
Characters.sim 0.03 0.11
Characters.diff 0.04 0.18
Plot.sim 0.99∗∗∗ 0.12
Plot.diff -0.44∗∗∗ 0.12
Genre.sim 0.27∗ 0.14
Genre.diff -0.57∗ 0.27
Theme.sim 0.21� 0.12
Theme.diff -0.63∗∗ 0.23
Settings.sim 0.46 0.36
Settings.diff 0.14 0.29
Style.sim 0.17 0.29
Style.diff 0.79∗∗∗ 0.21
Num details.diff 1.19∗∗ 0.36
Recount facts.sim 0.42 0.49
Recount facts.diff -0.24 0.49
Structure.sim -0.31 0.38
Structure.diff -0.03 0.41
None -0.90∗∗∗ 0.16
Adjusted R2 = 0.292

Table 10.11: OLS model (weights and standard errors).
∗∗∗ p < 0.001; ∗∗ p <0.01; ∗ p <0.05; � p <0.1

including the other dimensions. Maybe surprisingly, mentioning differences between
style and number of details receives a positive weight. From manual inspection, we
find that when narratives are already very similar on other dimensions, workers tend
to mention these more superficial differences.

We also analyzed the correlation between characteristics of workers (education,
frequency of watching movies/reading books). For most of the dimensions, we did not
observe a relation with the characteristics of workers. People who read more books
more often mention the theme of a narrative (ρ = .223, p < 0.05). We also found
that people who watch more movies more often pay attention to whether narratives
differ in number of details or length (ρ = .210, p < 0.1).

Experts. Motivations given by the experts for the narrative pair in the introduction
are shown in Table 10.12. Statistics based on manual annotation are shown in Ta-
ble 10.9. The dimensions ‘tale types’ and ‘motifs’ are used in folk narrative research.
Motifs are small elementary building blocks of plots of narratives (e.g., “disease caused

by witchcraft"). As expected, motifs and tale types were only mentioned by the ex-
perts. Tale types were mentioned in many of the motivations (46%). Other dimen-
sions important to experts are the plot, characters and theme of the narratives. Style,
whether true facts are recounted, and setting are not important to experts.
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Both are the same: the narratives

must demonstrate that witches are real.

Given score: 5. Dimensions: Theme, Characters

Strong similarity in content, I doubt between box

4 and 5: 1 and 2 share the traditional element of a witch

changing into a cat, getting hurt, and being recognized in

her human form through the wound.

Given score: 4. Dimensions: Characters, Plot

Clearly two narratives of the same type: Hexentier verwundet:

Frau zeigt am folgenden Tag Malzeichen. Whether it is with

multiple cats, or one, it doesn’t matter. Moral: night cats are

metamorphosed witches, and you don’t want them near you.

Given score: 5. Dimensions: Tale type, Theme, Characters

Table 10.12: Translated motivations by experts

10.5 Estimating Narrative Similarity

In this section we present preliminary experiments on how well unsupervised and
supervised methods correspond with the crowd judgements. Studies on document
similarity in other domains found low to moderate correlations between automatic
measures and human judgements. For example, a correlation of less than 0.2 was
observed using cosine similarity [Zengin and Carterette, 2013] and between 0.5-0.6
using different binary, count-based and LSA-based measures [Lee et al., 2005]. To
our knowledge, we are the first to perform such experiments on narrative similarity.

10.5.1 Goal and Evaluation

For each narrative pair, we take the mean of the received similarity judgements by the
crowdworkers. We experiment with two different setups: 1) Classification, where the
goal is to classify the pairs into low (≤ 3) and high (>3) similarity. The performance is
reported using the F-score. 2) Regression, where the goal is to predict the mean of the
received judgements. We evaluate the performance using the Spearman correlation
and Mean Squared Error (MSE).

10.5.2 Dataset Construction

We randomly divided the dataset into a training and test set. Feature development
and parameter tuning was done using cross-validation on the training set. Like in
the previous sections, we excluded the narrative pairs that received a low score for
understandability. Statistics of the dataset are shown in Table 10.13. The documents
were parsed using the Frog parser [Van den Bosch et al., 2007] and a stop word list
of 76 frequent Dutch words was used.
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Set # Pairs Mean Low High

Train 498 2.674 344 (69.08%) 154 (30.92%)
Test 400 2.683 271 (67.75%) 129 (32.25%)

Table 10.13: Statistics dataset

10.5.3 Method

We experiment with both unsupervised similarity metrics (e.g., cosine similarity) and
supervised machine learning models. We use linear regression and logistic regression
with Ridge (L2) regularization to prevent overfitting.

10.5.4 Features

We evaluate a variety of features, most of them based on the dimensions we iden-
tified in the previous section. In addition, we explore features based on manually
annotated metadata. First, we study the effectiveness of features that only measure
lexical similarity. We experiment with different metrics (cosine similarity and Jaccard
index) and representations (e.g., words versus character n-grams).

We also extract features from the narratives to approximate elements such as the
plot, characters and theme in narratives. Plot elements are approximated by extract-
ing subject-verb pairs. They are extracted by searching on subject (‘su’) and verb
complement (‘vc’) relations from the Frog parser. Each ‘plot element’ is a character +
root of a verb (e.g., ‘lawyer_answer’ or ‘girl_disappear’). We extract the characters of
a narrative by searching on subject (‘su’) relations from the Frog parser. Only tokens
classified as nouns, pronouns, or as ‘special’ are included. Unfortunately, the narra-
tives are noisy because they come from a variety of sources, and therefore the Frog
parser sometimes missed relations or incorrectly extracted them.

Themes are extracted using LDA [Blei et al., 2003]. We train a model on the train-
ing documents with 20 topics using the Gensim library [Řehůřek and Sojka, 2010].
We measure the similarity between the topic distributions using the Jensen-Shannon
divergence.

Crowdworkers also pay attention to style. We therefore experiment with features
that capture stylistic similarities based on statistics such as the length of words and
sentences, and similarities in POS structures. Our analyses also revealed that differ-
ences in the amount of detail in narratives play a role. We use the difference in length
of the narratives to approximate this dimension.

We also study the usefulness of manually annotated metadata. They also capture
dimensions identified in the previous section, such as whether the narratives have the
same genre (mentioned by the crowd and experts), or tale type (only mentioned by
experts). In addition, we study whether manually annotated keywords and named
entities are useful. Table 10.14 provides an overview of the used features.
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Lexical

1 Cosine similarity
2 Jaccard index

Story Elements

3 Plot
4 Theme (LDA)
5 Characters

Stylistic

6 Absolute difference between average word length
7 Absolute difference between average sentence length
8 1-3 n-gram POS patterns (Jaccard)

Other

9 Absolute length difference
Metadata (manual annotation)

10 Same tale type (boolean)
11 Keywords (Jaccard)
12 Same genre (boolean)
13 Named entities (Jaccard)

Table 10.14: Overview features

10.5.5 Results

We first study the individual features. Next, we study the performance achieved by
combining them.

Individual features. We first evaluate the individual features in the regression setup.
We report the Spearman correlations and MSEs (Table 10.15). For the lexical features,
we experimented with using the cosine similarity and Jaccard index. We also experi-
mented with using word unigrams, word unigrams + bigrams, or character n-grams
(of lengths 2-5). We find that using n-grams consistently achieves a better perfor-
mance. In addition, the Jaccard index performs better than the cosine similarity. We
find that the stylistic features (POS patterns, word and sentence length) only obtain
a low correlation. The features that aim to capture the story elements (e.g., theme)
perform moderately. The features based on manually annotated metadata perform
well, in particular the features based on tale types and keywords.

Combination of features. We now combine the features using supervised machine
learning models. We evaluate them in regression and classification tasks (Table 10.16).
We find that a reasonable performance is obtained using only the lexical features. Al-
though the story elements features alone (plot, characters, theme) obtained a mod-
erate performance, they do not help improve on the performance using the lexical
features. We suspect this has several reasons. First, the story elements features are
directly derived from the text as well and therefore highly correlated with the lexical
features. For example, we find a Spearman correlation of .468 between the characters
feature and the Jaccard n-grams feature. In addition, manual inspection shows that
the extracted story elements are noisy, and thus the extraction of the features itself
can be improved.
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Metric ρ MSE

Lexical

Cosine - Unigrams 0.182 0.925
Jaccard - Unigrams 0.374 0.816

Cosine - Bigrams 0.206 0.918
Jaccard - Bigrams 0.383 0.865
Jaccard - n-grams 0.418 0.817
Cosine - n-grams 0.357 0.813

Story Elements

Theme (LDA) 0.122 0.968
Characters 0.155 0.953

Plot 0.168 0.937
Stylistic

Difference word length 0.076 0.981
Difference sentence length 0.073 0.980

POS n-grams 0.121 0.950
Other

Length difference 0.079 0.975
Metadata

Tale type 0.336 0.873
Keywords 0.481 0.797

Genre 0.142 0.984
Named entities 0.184 0.946

Table 10.15: Individual features

Metric ρ MSE F-score

Categories

Lexical 0.431 0.759 0.590
Story elements 0.181 0.922 0.455

Stylistic 0.124 0.949 0.408
Metadata 0.494 0.746 0.614

Lexical + Category

Lexical + story elements 0.435 0.761 0.590
Lexical + stylistic 0.491 0.715 0.611

Lexical + metadata 0.569 0.614 0.652
All

Automatic
(Lexical + story elem. +

stylistic + other)
0.494 0.715 0.600

Automatic + metadata
(Lexical + story elem. +

stylistic + other
+ metadata)

0.592 0.598 0.657

Table 10.16: Feature combinations
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The metadata alone are already very effective. However, one should keep in mind
that for new narratives no metadata will be available. Using only lexical + stylistic
features a good performance is achieved. Adding the remaining features does not
lead to improvements. However, the best performance is obtained using both the
automatically extracted features and the metadata.

Although the obtained correlation is moderate (.592), we should keep in mind
that it is a difficult task. For example, when we randomly selected a judgement for
each narrative pair and correlated that with the average of the remaining judgements,
a Spearman correlation of .556 was obtained (see the section on agreement analysis).

10.6 Discussion and Implications

We analyzed the relationship between tale types and human perception of similarity.
While most narrative pairs from different tale types are indeed perceived as not sim-
ilar, within a tale type there may be much variation. Dimensions such as genre and
style that do not play a role in the definition of tale types, do play a role in perception
of similarity. This suggests that a more nuanced view of narrative similarity is desired.

Our results highlighted that non-experts and experts differ in how they judge nar-
rative similarity. Therefore, how similarity between narratives is estimated should
depend on the intended users and goal of the application. We also found that non-
experts vary in which dimensions they consider. Therefore, efforts to personalize
systems that deal with narrative similarity could be an interesting direction of re-
search. In addition, to help users understand the output of an automatic system,
explicit explanations of how narratives are related would be useful as well.

Our study has limitations. First, free-text motivations were used to study the im-
portance of dimensions. Users only mentioned dimensions they considered relevant,
but (unconsciously) they may have also been influenced by other dimensions. Second,
the mentioned dimensions and provided ratings may also have been influenced by the
previous pairs a user has seen. We randomized pairs within a HIT to reduce possible
effects of displaying order. However, further research is needed to study the influence
of sampling and displaying order on the user judgements. Third, to enable a large-
scale experiment, we included a large number of narratives from the Dutch Folktale
Database. While we posed several restrictions to the final set to improve readability
and also asked workers to indicate whether they understood the narratives, unclear
or noisy narratives may have led to noise in the obtained judgements and mistakes
in the automatic extraction of the features in the prediction experiments. Fourth, our
experiments were performed on one specific dataset. Although we expect that our ex-
perimental setup can be used in other domains as well, other datasets (for example,
movie reviews) should be used to verify this.

10.7 Conclusion

This chapter presented a study on how humans perceive narrative similarity. A bet-
ter understanding of narrative similarity is a first step towards better clustering and
retrieval systems dealing with narrative collections. Data was collected by asking
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crowdworkers and folktale experts to rate the similarity between narrative pairs. We
analyzed the provided similarity scores as well as their provided motivations. Our
results showed that non-experts pay attention to more dimensions than experts, and
that tale types only give a limited view of narrative similarity.

Many of the identified dimensions can currently only be approximated in a shallow
way using automatic methods. Further work is needed on automatically extracting
dimensions such as style, structure, plot, etc. of narratives to improve the automatic
estimation of narrative similarity. The findings of this chapter can be used to develop
better clustering systems for narratives. While this chapter focused on a particular
domain (narratives), we expect that the setup of the experiment and the types of data
analyses performed can also be used to shed light on how similarity is perceived in
other domains.



Part IV
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Discussion

This chapter reflects on the work carried out in this dissertation by focusing on two
challenges: ethical concerns and biases in the data.

11.1 Ethics

The rise of big data, and consequently the introduction of new types of data sources
and research directions, has raised numerous complex ethical questions [Bolander
and Locher, 2014, boyd and Crawford, 2012]. In this section, three issues are dis-
cussed that are particularly relevant to the research in this dissertation.

The most prominent ethical issue regarding the use of social media data for re-
search purposes concerns the visibility of such data, i.e., whether such data should
be considered private or public. Early research using social media data approached
privacy in a dichotomous manner, for example as illustrated in the introduction of a
volume on Computer Mediated Communication by Herring [1996] with “The edito-

rial policy [..] makes a distinction between restricted- and open-access electronic fora,

the former of which are considered private, while the latter are public". In more recent
years, however, researchers have acknowledged that privacy is much more fluid and
complex. As mentioned by boyd and Crawford [2012], “Just because content is pub-

licly accessible does not mean that it was meant to be consumed by just anyone". For
example, conversations on private matters can be posted in public, and social norms
regarding what should be considered public information may be very different from
the explicit visibility settings of the data. While for more traditional data collection
methods (e.g., lab experiments) practices such as ‘informed consent’ and oversight
by institutional review boards are used to protect the privacy of participants, to date
few guidelines exists for the use of social media data. Recognizing the importance
and complexity of this issue in social media research is thus only a first step towards
better protection of the privacy of social media users.

In this dissertation, only publicly available data was used. While it is acknowl-
edged that such data could contain discussions on private matters, the analyses pre-
sented focused on global patterns, rather than the patterns of an individual. When
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individual cases were selected for illustration, texts from public figures were chosen
or the examples were chosen in such a way that the social media users themselves
were not easily identifiable.

Ethical concerns also surround research that focuses on studying differences be-
tween social groups, for example, differences in language use between males and
females. As discussed by Talbot [2008], gender research risks ‘unintentional reproduc-

tion’ of gender stereotypes, for example by focusing on differences between males and
females and ignoring similarities between genders. Such risks also accompany latent
attribute prediction research, especially when features are highlighted that are pre-
dictive of males and females. For example, when the TweetGenie demo was launched,
one Twitter user tweeted (translated from Dutch) “The most characteristic words for

men and women are very stereotypical :( [LINK] #tweetgenie", and another Twitter user
described TweetGenie with “TweetGenie: how stereotypical are your tweets? [LINK]".
These cases illustrate the need for carefulness when presenting the results of such
research, and in particular when the results are disseminated to the public. More
broadly, researchers should take an active role in informing the public debate on the
impact of machine learning systems in society. In the specific chapters, examples from
individuals were discussed who deviated from gender or age stereotypes to emphasize
that not all individuals conform to the stereotypical patterns that are usually learned
by prediction models. We conducted a study [Nguyen et al., 2014a] (Chapter 5) to
problematize the operationalizations of gender and age in these prediction tasks.

Another concern is the use of latent attribute prediction in user profiling applica-
tions. Automatic recognition of latent attributes, such as gender and age, could ben-
efit many applications, such as supporting more fine-grained analyses of trends, and
this is indeed often used to motivate research on latent attribute prediction. However,
this could also lead to (un)intentional discrimination. For example, while incorporat-
ing (inferred) gender as a feature could potentially improve many prediction tasks, it
could also trigger gender discrimination. An example of a discriminative classifier is
one that would predict a different label (e.g., job success, or repaying a loan) if the
only difference in the feature values would be the gender of the person. Factors such
as labeling bias, sampling bias and data incompleteness increase the risk for discrim-
ination [Calders and Žliobaitė, 2013]. For example, if historically women are treated
unfairly, the labels used for training could encode such biases and the trained model
would only reflect, or perhaps even reinforce the biases. Fortunately, labels such as
gender are also valuable for the various methods that have been devised to assess and
mitigate discrimination in classifiers [Calders and Žliobaitė, 2013].

Thus, while the rise of big data has positively impacted both academia and indus-
try, still little is known about ethical issues and few guidelines exist. Various factors in
the data collection and modeling process could lead to unintentional discriminative
classifiers, and thus care should be taken in how such classifiers are used in applica-
tions and in the interpretation of the results. Furthermore, as researchers are becom-
ing increasingly interested in topics such as computationally modeling the relation
between language and variables such as ethnicity and economic status, the ethical
concerns will only increase.
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11.2 Biases in Data

The selection of data sources may have introduced biases in the collected data. This
section reflects on the main types of potential biases and their possible implications
on the findings.

11.2.1 Language Selection

With the exception of Chapter 6, this dissertation focuses on textual data generated
in the Netherlands. As a result, the language of the datasets used is mainly Dutch,
although minority languages in the Netherlands (Limburgish and Frisian) and Turkish
(in the context of code-switching) have also been considered. The approaches for the
prediction tasks (e.g., age prediction (Chapter 4), language identification (Chapter 7)
and tale type classification (Chapter 9)) did not make use of many language-specific
resources and could therefore be adapted relatively easily to other languages (e.g., by
using the English Wordnet instead of Cornetto). However, as Bender [2009] points
out, even the effectiveness of linguistically naive models like n-gram models depends
on the typological properties of the languages. Thus, future work should also consider
other languages, preferably from other language families.

Compared to the prediction systems, the analyses presented in this dissertation are
potentially more affected by the focus on the Dutch language, in particular in terms
of generalizability. The study on language choice in Twitter (Chapter 8) might be
less affected by the specific choice of languages studied. The study focused on broad
patterns regarding language choice, focusing on the influence of the audience on the
choice for using a majority language (Dutch) versus a minority language (Limburgish
and Frisian). However, future research is needed to test whether similar patterns hold
for other majority/minority language pairs. The study that potentially is affected the
most is the study on the relation between age and language in Twitter (Chapter 4). For
example, some of the highest ranked words in the prediction models are likely to be
very specific to the Dutch language. On the other hand, some of the other patterns we
found, such as the use of pronouns, matched some of the findings in previous research
on other languages (e.g., Barbieri [2008] and Pennebaker and Stone [2003]).

11.2.2 Crowdsourcing

Several chapters in this dissertation made use of the crowd to collect data, i.e., data
from a large group of (online) people. These people can be volunteers (Chapters 4
and 5) or be paid for their work (Chapter 10). The crowd population is self-selected,
and thus can exhibit certain biases, which, depending on the type of study, could
affect the results to some degree.

Chapter 4 used feedback from visitors of the TweetGenie demo to evaluate the
age prediction system in the wild. Almost all entered accounts were from non-public
figures, and therefore it is likely that the feedback was mostly provided by the holders
of the accounts themselves. TweetGenie was particularly popular among the older
Twitter users, and as a result, the Twitter users for whom feedback was received
tended to be older than the general Twitter population in the Netherlands.
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Chapter 5 used input from players of the game that was part of the TweetGenie
demo to reflect on the operationalizations of gender and age in latent attribute pre-
diction tasks. No demographic information was obtained from the players, but how
language use is perceived is likely to depend on someone’s background. Thus, more
information about the players would be desirable, such as their demographics and
their social media usage. Flekova et al. [2015] indeed found differences between
age and gender groups regarding accuracy and confidence in annotating gender and
age based on tweets in a crowdsourcing experiment. Despite the limitations of the
used data, a recent paper confirms much of the findings from Chapter 5. Flekova
et al. [2016] analyzed human perception of gender and age of Twitter users. Differ-
ent from Chapter 5, they focused on the English language and collected data through
Amazon Mechanical Turk. Similar to our study, annotations from multiple workers
were collected for each Twitter user. While a majority-based system for gender pre-
diction achieved an accuracy of 84% in our study, in the study by Flekova et al. the
obtained accuracy was 85.8%, thus matching our findings closely. Furthermore, in
their study older Twitter users were also are often perceived to be younger (Figure 1
in Flekova et al. [2016] matches closely with Figure 5.5b in this dissertation).

Chapter 10 collected labels from CrowdFlower workers to study the perception of
narrative similarity. It is well known that the population of crowdworkers is heavily
biased towards certain groups, e.g., while Amazon Mechanical Turk workers were
initially moderate-income US workers, in later years the population shifted towards
young, well-educated Indian workers [Ross et al., 2010]. In this study, crowdworkers
were asked to judge Dutch texts, thus constraining the potential workforce heavily.
Demographic information of the workers was obtained and while they were mostly
men, there was a relatively good spread across ages, education levels and regions
in the Netherlands. Only a few patterns were found that suggested differences in
similarity perception related to the background of the workers (Subsection 10.4.4).
For example, workers who read more books more often mentioned the theme of a
narrative. However, the effects were small and therefore it can be assumed that the
findings are not affected much by the composition of the crowdworkers.

11.2.3 Social Media Population Bias

A large part of this dissertation uses social media data. However, the user populations
of social media platforms tend to be very different from the general population. For
example, the data in Chapter 4 shows that the Dutch Twitter population (in 2013)
is more biased towards younger Twitter users. Furthermore, the results suggest dif-
ferences in the gender distribution across age groups. In Chapter 6 on geographical
variation, tweets were used that were geotagged. However, Pavalanathan and Eisen-
stein [2015a] found that geotagged tweets are more often written by women and
younger people, compared to users for whom the location was estimated based on
their profile. The focus on social media, and the specific sampling used to collect the
data, could thus introduce biases that have an influence on the observed language
use, as well as the composition of the demographic and social groups.
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When the goal is to make inferences about offline behavior (such as election out-
comes or emigration patterns) based on data collected from social media, the biases
in social media normally would need to be corrected for. When information about
the target population is available (e.g., demographics obtained through census data),
the biases can be estimated and corrected for [Wang et al., 2015, Zagheni and Weber,
2015]. For example, Wang et al. [2015] partition the population into fine-grained
cells and then aggregate the estimates of each cell by weighting each cell by its rel-
ative proportion in the target population. When such information is not available,
Zagheni and Weber [2015] suggest focusing on relative changes over time. In this
dissertation, however, the focus was not on making inferences about offline behavior.
Therefore, no corrections were applied to account for the biases, but it should still be
kept in mind that the results may not generalize across other social media platforms.

11.2.4 Social Media Platform Selection Bias

The presented studies were based on data collected from Twitter (Chapters 4, 5, 6
and 8), online forums (Chapter 7), a dialect atlas (Chapter 6), letters to the editor
(Chapter 6) and folk narratives from the Dutch Folktale Database (Chapters 9 and
10). However, each of the analyses and experiments was focused on a single data
source and no comparison was made across the data sources.

The focus on individual data sources, and in particular Twitter, is something that
this dissertation has in common with many social media studies. The dominance of
Twitter is described by Tufekci [2014] as Twitter being the ‘model organism’ for social
media studies. In biology studies, model organisms refer to species that are exten-
sively studied, with the expectation that findings will also provide insights into other
species. However, focusing on one species or social media platform introduces biases
related to the observed mechanisms. Not only may the composition of demographic
and social groups differ across social media platforms, the design of the platforms may
also stimulate different kinds of behavior, potentially leading to different patterns of
language use and behavior.

The design of social media platforms affects user behavior at all levels. For exam-
ple, it may influence how social media users shape their online identities, and with
different focuses (e.g., self-expression versus professional self-promotion) norms for
self-presentation may vary considerably across platforms [Van Dijck, 2013]. Networks
structures differ across social media platforms [Yang and Counts, 2010], interpreta-
tion of emojis differs across platforms because of differences in rendering [Miller
et al., 2016], tweets are limited to 140 characters, and so on.

Within computational linguistics, only a few studies have so far focused on differ-
ences in language use between social media platforms. Baldwin et al. [2013] focused
on the ‘noisiness’ of data sources by analyzing the proportion of grammatical sen-
tences and Hu et al. [2013] found that language use in Twitter was more formal than
often expected. Thus, it is clear that there are differences in social behavior and lan-
guage use across social media platforms and future work should consider to use data
from multiple social media platforms.
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12
Conclusion

In this dissertation, variation in written language was modeled and analyzed using
computational approaches. In this chapter, the main findings are summarized based
on the research questions presented in the introduction. The chapter then continues
with an outline of future research directions, followed by some final remarks.

12.1 Findings

This section summarizes the main findings for the research questions introduced in
Section 1.4.

Computational Sociolinguistics. The emerging area of ‘Computational Sociolinguis-

tics’ integrates aspects of sociolinguistics and computer science in studying the re-
lation between language and society from a computational perspective. Chapter 2
surveys this area and demonstrates the potential for synergy between computational
linguistics and sociolinguistics.

The largest progress is likely to occur when researchers from both fields join forces
to fully leverage the knowledge and experience in both fields. However, in order for
real synergy to come out of this, an understanding of the commonalities and dif-
ferences between the involved research fields is needed. Section 2.2 reflected on
the methods employed in the two fields. Besides a strong qualitative branch, soci-
olinguistics also has a large quantitative branch (variationist sociolinguistics), which
therefore shares the most commonalities with computational linguistics. However,
the two fields differ in terms of data collection methods, research goals (e.g., focus-
ing on prediction versus explanation) and consequently, also the approaches used to
validate the models.

Throughout Chapter 2 as well as in the subsequent chapters in this dissertation,
examples were provided of how both fields can complement each other. The list below
is not complete, but serves as an illustration of the potential of interaction between
computational linguistics and sociolinguistics.
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• Sociolinguistics serves as a source of reflection for methods employed in CL.
For example, the operationalizations of gender, age and languages as distinct
categories were questioned in Chapters 2 and 5.

• Insights from sociolinguistics explain errors made by automatic prediction mod-
els, for example why predicting the ages of older Twitter users is more difficult
than predicting the ages of younger Twitter users (Chapter 4).

• Methods from CL facilitate scaling up sociolinguistic analyses. For example, the
use of statistical methods can help to test whether a certain linguistic feature ex-
hibits a significant geographical variation (Chapter 6) and automatic language
identification can scale up analyses of code-switching (Chapter 8).

• Insights from sociolinguistics motivate new research problems for CL researchers,
such as language identification at the word level instead of longer segments such
as sentences or documents (Chapter 7).

I now return to the research questions relating to computational sociolinguistics,
and provide an answer based on the findings presented in this dissertation.

RQ1. To what extent can the age of Twitter users be predicted based on their

tweets? (Chapter 4)

Automatically predicting variables such as age has been of increasing interest in the
CL community. Although previous research on automatic age prediction primarily
focused on age categories, Chapter 4 explored modeling age from three different
angles: life stages, age categories and age as a continuous variable. Overall, the
performance of the automatic systems was high. For example, when predicting age as
a continuous variable, the Mean Absolute Error was less than 4 years. However, the
predictions were notably less accurate on older Twitter users. An analysis revealed
why this was the case: the differences in language use were smaller for older Twitter
users in our data. Especially for Twitter users older than 30 years, the data suggests
that it is difficult to make an accurate age prediction based on text alone. A possible
reason for this pattern is that adults tend to be more conservative in their language
use, due to workplace pressures and in order to be taken seriously [Eckert, 1997].

A demo was developed called TweetGenie (Section 4.6) to bring the research to
the general public. TweetGenie predicts the gender and age of Dutch Twitter users
with public accounts based on tweets. The system builds on the research presented
in Chapter 4 and a similar system was adopted for gender prediction. To evaluate
the system in the wild, we asked users of the demo to provide feedback on the pre-
dictions. The feedback revealed that the persons for whom Twitter account names
were entered into the demo were older than the general Dutch Twitter population.
Thus, there was a mismatch between the users for whom TweetGenie was asked to
provide a prediction, and the user distribution the system was trained on. Predic-
tions from TweetGenie were shared with researchers and students from various in-
stitutions, including Statistics Netherlands (CBS), the Institute for Dutch Lexicology,
Stanford University, Radboud University and Utrecht University.
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RQ2. What are limitations and consequences of the typical operationaliza-

tions of gender and age in latent attribute studies? (Chapter 5)

The results presented in Chapter 4 raised the need for a closer look at the prediction
tasks. Therefore, a reflection on the operationalizations of gender and age was pro-
vided in Chapter 5. The TweetGenie demo hosted an online game, in which players
were asked to guess the gender and age of Twitter users based on their tweets. By
analyzing the guesses of the players, we showed that the perceived gender and age of
Twitter users based on their language use often did not correspond with their biologi-
cal sex and their chronological age. Our analysis questioned the operationalization of
gender and age in latent attribute prediction tasks. For example, in the case of gender
classification, operationalizing gender as a binary variable is a drastic simplification
and even raises the question of whether a perfect performance can be attained on this
task when the prediction is based on language use alone. Furthermore, similar to the
automatic system, humans tended to underpredict the ages of older Twitter users, an
observation that was also made in a more recent study by Flekova et al. [2016].

RQ3. What is a suitable method to test for geographical language variation?

(Chapter 6)

Identifying linguistic variables that exhibit geographical variation is a key step in
many dialect studies. This dissertation explored three approaches that have been
used in previous work on dialect analysis: Moran’s I, join count analysis and the Man-
tel test. However, these approaches make assumptions that may not hold in practice
and thus may fail when these assumptions are violated. Chapter 6 proposes the use
of the Hilbert-Schmidt Independence Criterion (HSIC) [Gretton et al., 2008], which
is based on non-parametric statistics and overcomes these limitations. This study was
the first to apply HSIC to linguistic data. The test is consistent, i.e., given enough data
it will reach the right decision. HSIC builds on kernel methods from machine learn-
ing and makes no parametric assumptions about the relation between geography and
linguistic variables. Furthermore, HSIC can be applied to all types of linguistic data.
An extensive comparison was carried out between the different approaches to test for
geographical variation. No single approach dominated across all settings but overall,
the proposed approach HSIC was the most robust.

RQ4. How can automatic language identification be performed at the word

level? (Chapter 7)

The increasing amount of social media data enables studying code-switching patterns
in a multitude of social situations. Manually annotating the data by language is time-
consuming. However, mixed-language texts pose challenges for most of the developed
NLP tools, which usually assume that texts are written in a single language. Further-
more, traditional language identification methods focus on document-level identifica-
tion and are therefore not suitable for analyzing more fine-grained patterns, such as
code-switching within a single social media message. Chapter 7 explored automatic
language identification approaches to help process and analyze mixed-language texts.
In particular, we focused on Dutch-Turkish posts from an online forum.
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We explored various approaches for automatic language identification at the word
level. Furthermore, we argued for additional evaluation metrics rather than only raw
accuracy (e.g., evaluation based on the derived labels as mono- and bilingual posts).
We showed that by exploiting the context of words, the prediction performance could
be improved. However in some cases, the context would incorrectly push the labels
towards more coherence and therefore lead to the incorrect classification of a text as
being monolingual. This study also highlighted annotation challenges. For example,
for some tokens the language could not be determined (e.g., named entities, smileys).

We were among the first to focus on word-level language identification, and more
broadly, the use of computational approaches for analyses of code-switching patterns.
Recently, however, both topics have been receiving increasing attention in the CL re-
search community, for example, with shared tasks on language identification at the
word level at the First (EMNLP 2014 [Solorio et al., 2014]) and the Second (EMNLP
2016) Workshops on Computational Approaches to Code Switching. Furthermore, in
2016 there is a Special Session on Code-Switching at INTERSPEECH 2016. We also
made the annotated data available. Das and Gambäck [2014] applied their language
identification system on our data and report a 1.0% increase in accuracy. Further-
more, Gambäck and Das [2016] proposed new metrics for measuring the complexity
of code-switching in corpora. Compared to several other datasets, our dataset con-
tained the most switching between utterances.

RQ5. How does the target audience influence the language choice of social

media users? (Chapter 8)

Which language a user is using online is influenced by many factors, including the
topic, emotion and audience. Chapter 8 presented a quantitative analysis of how
audiences influence the use of minority languages on Twitter. The analysis focused
on Twitter users located in two Dutch provinces, Limburg and Friesland. Using an
automatic language identification tool, we provided a quantitative analysis of the use
of Frisian and Limburgish, the minority languages spoken in Friesland and Limburg.
On Twitter, the exact audience is unknown, but some tweets provide an indication
of the target audience. For example, including hashtags often leads to an expansion
of the audience, and including user mentions often results in a shift in the target
audience towards the addressed user. By analyzing tweets that belonged to these
two cases, we found quantitative evidence that the audiences of tweets influence the
used languages. Furthermore, whereas most tweets were posted in Dutch, during
conversations, users would often switch to the minority language.

Computational Folkloristics. After focusing in Part II on variation from a sociolin-
guistic perspective, Part III focuses on variation from a folkloristics perspective. Dif-
ferent variants of a story may appear due to oral and written transmission over time.
For example, events may be added or left out, or characters might change. These
variations are frequently studied by folklorists, since such variations might reveal
how stories have developed over time. Furthermore, the type of variations (e.g., the
removal of religious elements) may reveal more about the cultural and social context
of a story. This dissertation addressed the following two research questions:
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RQ6. Can the tale types of folk narratives be automatically predicted?

(Chapter 9)

Folk narrative researchers use tale types to organize the different variants of a tale.
For example, the different variants of Little Red Riding Hood are classified as ATU
333. Chapter 9 presented a learning-to-rank approach to automatically identify the
tale types of folk narratives. Experiments were carried out with both the ATU and
Brunvand type indexes using data from the Dutch Folktale Database (DFD). The per-
formance on both type indexes was high. In particular, features inspired by distributed
information retrieval approaches were found to be effective. An error analysis high-
lighted that some of the errors were caused by the system matching on stylistic cues
rather than content. Furthermore, the inconsistent granularity of the tale types in-
creased the difficulty of the task. The learning-to-rank approach was chosen so that
a ranking of tale types can be presented to the user in a semi-automatic annotation
process. If a fully automatic process is desired, an automatic classification can be ob-
tained by taking the top-ranked tale type. Based on this research, an automatic tale
type identifier is now integrated into the DFD to support metadata generation.

RQ7. How is folk narrative similarity perceived by experts and non-experts?

(Chapter 10)

Whereas Chapter 9 approached folk narrative similarity from the concept of tale types,
it was still unclear to what extent the concept of tale types matched human perception
of folk narrative similarity. In Chapter 10 a closer look was taken at folk narrative sim-
ilarity using a crowdsourcing experiment to collect similarity judgements of folktale
researchers and crowdworkers. Both groups assigned a low similarity to narratives
from different tale types. However, for narrative pairs that were classified with the
same tale type, there was still much variation in the similarity judgements. In par-
ticular, non-experts also considered dimensions that were not important for folktale
researchers, such as style and details such as locations. This study showed that sim-
ilarity of folk narratives is a complex concept. Moreover, the results suggest that for
an exploratory system, an adaptable similarity metric based on individual user pref-
erences is more preferable than a global similarity metric.

To summarize, variation from both a sociolinguistics and folkloristics perspective
was studied in this dissertation. Several chapters revolve around prediction tasks,
such as gender and age prediction, automatic language identification, and the auto-
matic identification of tale types. The dissertation also contains several chapters that
were primarily focused on analyses, such as the studies on perception of narrative
similarity, perception of the identities of Twitter users based on their tweets, and the
influence of audience on language choices in Twitter. For the prediction tasks, a vari-
ety of supervised machine learning methods were used. Linear and logistic regression
were used in Chapters 4, 7 and 10. Conditional random fields were used in Chapter 7
to take context into account, and a learning-to-rank approach was taken in Chap-
ter 9 to be able to return a ranking. The study on geographical variation (Chapter 6)
was based on non-parametric statistics, to be able to detect arbitrary dependencies
between spatial and linguistic signals.
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12.2 Future Work

In this dissertation, variation in text was studied and modeled using computational
approaches from two different perspectives: sociolinguistics and folkloristics. In this
section, four future research directions are discussed that are likely to advance re-
search in both areas.

12.2.1 Beyond Lexical Variation

The presented studies on variation from a sociolinguistic perspective were primarily
focused on lexical variation, and in particular variation at the word level. For exam-
ple, the prediction models for age and gender in Chapters 4 and 5 were based on
word unigrams, because preliminary experiments and related literature had shown
that word unigrams are effective for these tasks. Chapter 7 on language identifica-
tion focused on word-level language identification. The approaches used in Chapter 6
for analyzing geographical variation are applicable to any type of linguistic data, but
the main focus of the experiments was lexical variation, especially when the tool was
applied in an exploratory setting. Similarly, the studies on variation in folk narrative
data (Part III), based on data from the Dutch Folktale Database, made use of lexi-
cal features to compute the similarity between narratives. Although some semantic
features were explored, e.g., based on characters or named entities, error analyses
revealed that these features were not very effective, which was perhaps caused by
mistakes in the extraction process.

Other types of variation have been featured in this dissertation as well. For exam-
ple, orthographic variation has been considered in the study on language and age in
Chapter 4, syntactic variation using data from the Dutch Syntactic Atlas in Chapter 6
and variation in the language used (e.g., a minority language or Dutch) in Chapter 8.
However, the majority of the work has focused on lexical variation, and this is in line
with the dominant focus of research in the area of computational sociolinguistics so
far.

In Nguyen and Cornips [2016] we built on the work presented in Chapter 7 on
automatic language identification by considering language identification at the mor-
pheme level. In an exploratory setting, words were identified that were composed
of subunits associated with different languages. For example, in oetverkocht ‘sold
out’, oet ‘out’ is used that is associated with Limburgish, while verkocht ‘sold’ is as-
sociated with Dutch. The system was able to identify interesting, creative uses of
code-switching within words on Twitter. However, the results also highlighted that
preprocessing steps (e.g., removing named entities) are important for this task. Other
researchers have also started to consider other layers of variation with recent stud-
ies on syntactic variation (e.g., Doyle [2014], Johannsen et al. [2015]) and semantic
variation (e.g., Bamman et al. [2014a]) in social media. In the domain of folk narra-
tives, studies could focus on analyzing variation in, say, characters, location, narrative
structure and motifs.

Models that would explicitly capture variation at other layers besides the lexical
layer could potentially lead to a better task performance by being able to account
for variation that is not captured in lexical features. For example, when modeling
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variation in social media from a sociolinguistics perspective, variation in syntax, mor-
phology, etc. could be modeled and analyzed. As sociolinguists are generally more
interested in variation at these other layers, such research would help bring sociolin-
guists and computational linguists closer and potentially create new opportunities for
collaboration. However, when other types of variation, such as syntactic variation, are
considered, more fine-grained extraction and parsing methods are probably needed,
such as dependency and part-of-speech taggers [Johannsen et al., 2015], which may
not be available for lesser-studied language varieties.

12.2.2 Diachronic Change

The studies in this dissertation focused on synchronic variation, i.e., variation at a
specific point in time. Although the folktales in the Dutch Folktale Database were
not necessarily from the same time period, the analyses did not focus on change over
time. However, synchronic variation often is the starting point for diachronic change.
Moreover, synchronic variation is often studied to analyze diachronic change within
sociolinguistics through apparent time studies [Meyerhoff, 2006]. However, studying
linguistic change using computational approaches has only been explored in a few
studies so far. For example, using social media data (e.g., Danescu-Niculescu-Mizil
et al. [2013b], Eisenstein et al. [2014]), and historical corpora (e.g., Moscoso del
Prado Martin and Brendel [2016]). Similarly, analyzing large-scale diachronic cor-
pora of folk narratives using text mining approaches is currently an unexplored area,
while traditionally the study of folklore has tended to focus on diachronic rather than
synchronic aspects. For example, the historic-geographic approach within the study of
folklore compares variation in folk narratives to study the origin and development of
stories [Goldberg, 1984]. Thus, a larger focus on diachronic change in computational
studies would also be a step forward in closing the gap with relevant areas such as
sociolinguistics and folk narrative research.

Large-scale studies of change over time do need to deal with several challenges.
The availability of suitable datasets is thus far limited. For example, social media
datasets rarely cover time periods longer than ten years (e.g., the Twitter dataset
used by Eisenstein et al. [2014] covered 2009-2012, Danescu-Niculescu-Mizil et al.
[2013b] covered 2001-2011, the datasets used by Kershaw et al. [2016] covered less
than a year). Furthermore, to properly interpret findings on such datasets it is impor-
tant to understand the dynamics and possible biases in such datasets. For example,
the Google books corpus has been frequently used to study cultural and linguistic
change, but Pechenick et al. [2015] point out that findings based on this data can be
influenced by biases such as the overrepresentation of scientific literature in the data.
Another issue could be the uneven distribution of data across time periods.

However, the amount of digital data will only keep increasing and thus the avail-
ability of suitable datasets to study diachronic change on a larger scale is also expected
to increase. In particular, the fine-grained contextual data introduces unique possibil-
ities to study synchronic and diachronic change jointly. For example, the data could
potentially be used to study questions such as how variation at a specific point in time
(e.g., across social groups or geographically) influences trajectories of change over
time.
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12.2.3 Interpretable Models

In the social sciences and the humanities, statistical models are mostly used for ex-
planation, while in computer science the focus tends to be on prediction. Which goal
is leading has a large influence on the selection and validation of models [Shmueli,
2010]. Each of the approaches has a specific value: explanation plays a large role in
theory building and testing, while predictive modeling is valued for its use in practical
applications. Research in areas such as machine learning and computational linguis-
tics has had an almost exclusive focus on prediction tasks, measuring the quality of
the models using metrics such as precision, recall, F-score, accuracy, and so on, which
Wagstaf [2012] refers to as the ‘hyper-focus on abstract metrics’. Interpretability of
models often comes second to prediction performance [Breiman, 2001]. As a result,
the value of such models in explaining the phenomenon of interest has tended to be
small. Improving the interpretability of the learned models would increase the role of
such models in theory building. Furthermore, when specific actions need to be taken
based on the output of a system, the system needs to be accountable and it is essential
for the users to understand the predictions a system has made. Interpretable models
can also help to reduce the risk of the model making predictions based on confound-
ing factors (and thus, potentially leading to discriminative models, see Section 11.1),
which humans could correct or identify if the learned model is interpretable.

With the emergence of machine learning areas such as deep learning, a call for
more interpretable models has been voiced by Manning [2015] and in 2016 several
workshops have been organized on this topic1. Furthermore, the right for users to
obtain an explanation of predictions made using computational methods in certain
situations is even codified in EU regulations [Goodman and Flaxman, 2016], illus-
trating the increased recognition of the importance of this topic. Interestingly, within
the social sciences, an opposite trend can be observed, as some now argue for a larger
focus on prediction [Yarkoni and Westfall, 2016].

Attention for this topic is fairly recent, and research addressing the development
and evaluation of interpretable machine learning models within computational lin-
guistics has so far been sparse. Research on topic modeling is one of the exceptions
where interpretability of the models has received much attention, both in training
and evaluating the models [Paul, 2016]. However, evaluating the interpretability of
models is not trivial. For example, model size alone is not a good indicator of inter-
pretability [Freitas, 2014]. A promising research direction involves integrating inter-
pretation criteria into the learning process of the models, for example by incorporat-
ing coherence in learning the models parameters [Paul, 2016] or adding monotonicity
constraints provided by the users (e.g., a constraint that when the price of a product
increases, it becomes less likely that a consumer will buy the product) [Freitas, 2014].
Another research direction is to develop models that generate explanations for the
predictions to users [Ribeiro et al., 2016].

In this dissertation, the need for interpretable models was highlighted in the
crowdsourcing experiment in Chapter 10. In this study, users varied in the dimen-
sions they considered important when assessing similarity of folk narratives and thus

12016 Workshop on Human Interpretability in Machine Learning at ICML, Human Centered Machine
Learning at CHI and Human Centered Data Science at CSCW.
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a system that is able to adapt to the preferences of users would be desirable. Further-
more, being able to explain why a certain clustering has been made would also help
users interpret the output, especially when the outcome is unexpected. The models
employed in this dissertation vary in their interpretability. For example, in Chapters
4 and 7 logistic regression was used for the tasks of age prediction and language
identification. Logistic regression outputs a probability, which could be treated as an
indication of the confidence in the prediction. These confidence values could then
help interpreting the results and could possibly be used in subsequent analyses, e.g.,
by giving less confident cases a lower weight. However, the logistic regression mod-
els in this dissertation still use thousands of features. While the top ranked features
provide a glimpse into the evidence that the model typically uses, for many end users,
these models still remain a black box. The recent interest in interpretable machine
learning models is a welcome development that could increase the impact of compu-
tational approaches in the social sciences and humanities.

12.2.4 Data Source Comparison

As discussed in Subsection 11.2.4, focusing on a single data source (e.g., a particu-
lar social media platform or folk narratives from a specific collector) has the risk of
introducing various kinds of biases in the data, thereby potentially limiting the gen-
eralizability of the results. Thus, how different sources compare to each other is an
important aspect to be considered in future research. For example, are geographical
patterns observed in Twitter data also present in other social media platforms such
as Instagram or blogs? Or, how does the medium influence the way folk narratives
are told and transmitted? A challenge when comparing data sources is that it can be
difficult to identify the factors that cause the observed differences (e.g., is a difference
in language use caused by different user populations, or is it caused by the charac-
teristics of the specific medium?). Datasets containing the same set of users across
different platforms (e.g., the same users across Twitter, Instagram and Foursquare
[Han Veiga and Eickhoff, 2016]) are thus a promising source for these studies.

12.3 Concluding Remarks

We live in exciting times. The massive amounts of textual data that are becoming in-
creasingly available enable studying social and cultural phenomena in ways that were
not possible before. Furthermore, big social and cultural data are promising sources
for reflection on computational approaches to analyzing text. In this dissertation, vari-
ation in text was analyzed using computational approaches. I hope to have conveyed
that variation in text carries social meaning and that computationally analyzing and
modeling this variation can help answer questions about social and cultural phenom-
ena. Many of the presented studies benefited from the interdisciplinary collaborations
with social scientists, anthropologists, and sociolinguists during my PhD. I am excited
by the increasing interaction between computer scientists and researchers from the
humanities and the social sciences, and I am looking forward to see how this will push
the disciplines involved forward in the coming years.
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• D. Nguyen, A. S. Doğruöz, C. P. Rosé, and F. de Jong, Computational

sociolinguistics: A survey, In Computational Linguistics, 42(3), pages 537-
593, 2016.

• D. Nguyen and J. Eisenstein, A kernel independence test for geographical

language variation, To appear in Computational Linguistics. Presented at
NWAV 44, 2015.



236 | Publications

This dissertation was also influenced by the following work carried out by
the author during the PhD program:

• D. Nguyen, T. Demeester, D. Trieschnigg, D. Hiemstra, Federated search

in the wild, In Proceedings of the 21st ACM international Conference
on Information and Knowledge Management, pages 1874-1878, Maui,
Hawaii, USA, 2012.

• D. Nguyen, D. Trieschnigg, T. Meder and M. Theune, Automatic classi-

fication of folk narrative genres, In Proceedings of the First International
Workshop on Language Technology for Historical Text(s), pages 378-382,
Vienna, Austria, 2012.

• D. Nguyen, T. van den Broek, C. Hauff, D. Hiemstra and M. Ehrenhard,
#SupportTheCause: Identifying motivations to participate in online health

campaigns, In Proceedings of the 2015 Conference on Empirical Meth-
ods in Natural Language Processing, pages 2570-2576, Lisbon, Portugal,
2015.

• D. Nguyen and Leonie Cornips, Automatic detection of intra-word code-

switching, In Proceedings of the 14th Annual SIGMORPHON Workshop
on Computational Research in Phonetics, Phonology, and Morphology,
pages 82–86, Berlin, Germany, 2016.

• T. Meder, D. Nguyen, R. Gravel, The apocalypse on Twitter, Digital Schol-
arship in the Humanities, 2015.

• N. Dwi Prasetyo, C. Hauff, D. Nguyen, T. van den Broek, and D. Hiem-
stra, On the impact of Twitter-based health campaigns: A cross-country

analysis of Movember. In Proceedings of the Sixth International Work-
shop on Health Text Mining and Information Analysis, pages 55-63, Lis-
bon, Portugal, 2015.

• T. Meder, F. Karsdorp, D. Nguyen, M. Theune, D. Trieschnigg, I. Muiser,
Automatic enrichment and classification of folktales in the Dutch folktale

database, Journal of American Folklore, Volume 129, Number 511, pages
78-96, 2016.

Furthermore, earlier work by the author [Nguyen and Rosé, 2011, Nguyen
et al., 2011] inspired parts of this dissertation.



Summary | 237

Summary

The world is becoming increasingly digital. We create content by posting on
social media, we track our movements using mobile apps, we read books on
e-readers, and so on. Massive digital datasets, such as social media data, are
a promising source to study social and cultural phenomena. They provide the
opportunity to study language use and behavior in a variety of social situa-
tions on a large scale and often with the availability of detailed contextual
information. Thus, such datasets could potentially have a large impact on re-
search in the social sciences and the humanities. However, to fully leverage
their potential, new computational approaches are needed. This dissertation
explores computational approaches to text analysis for studying cultural and
social phenomena and focuses on two emerging areas: computational sociolin-
guistics and computational folkloristics. Both areas share the recognition that
variation in text is often meaningful and may provide insights into social and
cultural phenomena. This dissertation focuses on computational approaches
to analyze and model this type of variation.

The first part of this dissertation focuses on computational sociolinguis-
tics. So far, the dominant approach for text analysis using computational ap-
proaches has been based on the limited view of language as a means to convey
information. However, language also serves an important social role and vari-
ation is inherent to its social nature. In parallel with the rise of social media
and the increasing interest in using large textual datasets for studying social
phenomena, the area of computational sociolinguistics is emerging, in which
computational approaches are used to study the relation between language
and society. Variation in language use is often socially significant and plays
a central role in (computational) sociolinguistics. An example of variation is
that social media users may use multiple language varieties in their social me-
dia messages (e.g., English, Dutch and a regional dialect). The social context
(e.g., audience, goal) often influences which language variety is used.

The work reported in this dissertation starts with studies on language vari-
ation according to the gender, age and location of authors. First, by build-
ing on the insight that language use in texts may be related to the identity
of their authors, the tasks of gender and age prediction were explored. An
automatic system predicting age based on tweets was developed. A demo,
called TweetGenie, resulted from this research and the data collected using
TweetGenie was used to evaluate the age prediction system ‘in the wild’. Fur-
thermore, the collected data was used as a source to reflect on the tasks of
automatic gender and age prediction from text and, in particular, highlighted
limitations of representing gender and age as static variables in computational
approaches. The next study focused on geographical variation. A key step in
many dialect studies is selecting a set of variables that exhibit geographical
variation (e.g., two different ways of referring to the same concept). This
dissertation provided an extensive comparison of existing methods to test for
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geographical linguistic variation and proposed the use of a non-parametric ap-
proach that overcomes important limitations of existing methods. The work
on computational sociolinguistics concluded with studies that focused on on-
line multilingual communication. In both spoken and written communication,
multilingual speakers may use multiple languages in a single conversation (a
phenomenon also known as code-switching). To support the processing and
analysis of code-switching in texts, automatic identification of languages at a
word level was explored. Furthermore, by using automatic language identi-
fication a study was carried out to analyze the influence of audiences on the
language variety used in Twitter.

The second part of this dissertation focuses on the emerging area of compu-
tational folkloristics, a field in which computational approaches are leveraged
to study folklore. Variation in folk narratives emerges due to oral and written
transmission of the stories across time and space. Modifications to stories are
often motivated by social reasons and thus variation in folk narratives is of-
ten meaningful. The work conducted in this dissertation focused on variation
in the folk narratives from the Dutch Folktale Database. A study was set up
to explore supervised machine learning approaches to automatically identify
similar folk narratives (e.g., different variants of Little Red Riding Hood) ac-
cording to the concept of tale types, which are used in folk narrative research
to organize and analyze folk narratives. Secondly, the perception of narrative
similarity was investigated by asking experts and non-experts (crowdworkers)
to rate the similarity of folk narratives. The study showed some limitations of
the concept of tale types and highlighted the need to adapt to individual user
differences when measuring folk narrative similarity.

As the work presented here demonstrates, the combination of large social
and cultural datasets, text analysis and computational approaches has a huge
potential for impact on the social sciences and the humanities, but many chal-
lenges remain to be addressed. First, many large datasets (e.g., obtained from
sources such as social media) contain various properties that are very useful
for research purposes (e.g., rich contextual information), but they have often
been generated and collected in less controlled settings than the datasets that
linguists and social scientists traditionally tend to work with. As a result, such
datasets tend to exhibit known and unknown biases. These biases may have
an influence on the composition of the demographic groups, language use,
and online behavior. Second, various challenges revolve around ethical con-
cerns, in terms of privacy (e.g., data collection and storage), but also in terms
of applications (e.g., classifiers that encode biases in society). Third, before
computational models are likely to be adopted by researchers outside the field
of computer science, the interpretability of the models requires more attention
in order to support exploratory analyses and theory development. And finally,
while this dissertation focused on variation at a specific point in time, the in-
creasing availability of longitudinal datasets provides exciting opportunities to
study change over time.
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Samenvatting

De wereld wordt steeds digitaler. We genereren data door het plaatsen van
berichten op sociale media, we houden onze bewegingen bij met behulp van
mobiele applicaties, we lezen boeken op e-readers, enzovoorts. Gigantische
digitale collecties, zoals data afkomstig van sociale media, zijn een veelbelo-
vende bron om sociale en culturele fenomenen te bestuderen. Taalgebruik
en gedrag kan nu op een grote schaal en in een diversiteit van sociale situa-
ties bestudeerd worden. Deze nieuwe bronnen hebben dus de potentie om een
grote impact te hebben op onderzoek in de geestes- en sociale wetenschappen.
Nieuwe computationele methoden zijn echter nodig om optimaal gebruik te
maken van deze bronnen. Dit proefschrift onderzoekt computationele metho-
den voor het analyseren van teksten om sociale en culturele fenomenen te
bestuderen en richt zich op twee gebieden die in opkomst zijn: computatio-
nele sociolinguïstiek en computationele volkskunde. Beide gebieden delen het
idee dat variatie in tekst vaak betekenisvol is en inzicht kan geven in sociale en
culturele fenomenen. Dit proefschrift richt zich op computationele methoden
om dit type variatie te analyseren en te modeleren.

Het eerste deel van dit proefschrift richt zich op de computationele socio-
linguïstiek. De meeste computationele methoden voor tekstanalyse zijn tot nu
toe gebaseerd op de beperkende gedachte dat taal vooral gebruikt wordt om
informatie over te brengen. Taal speelt echter ook een belangrijke sociale rol
en variatie is inherent aan het sociale karakter van taal. Parallel aan de op-
komst van sociale media en het toenemende gebruik van grote tekstcollecties
om sociale fenomenen te bestuderen, is de computationele sociolinguïstiek in
opkomst. In dit onderzoeksgebied worden computationele methoden gebruikt
om de relatie tussen taal en samenleving te bestuderen. Variatie in taalgebruik
heeft vaak een sociale betekenis en speelt een belangrijke rol in de (computati-
onele) sociolinguïstiek. Een voorbeeld van variatie is dat gebruikers op sociale
media meerdere talen kunnen gebruiken (bijv. Engels, Nederlands en een lo-
kaal dialect). De sociale context (zoals het publiek en het doel) beïnvloedt
vaak welke taal gebruikt wordt.

Dit proefschrift begint met onderzoek waarin taalvariatie met betrekking
tot het geslacht, de leeftijd en de locatie van auteurs centraal staat. Eerst
werd het automatisch bepalen van geslacht en leeftijd op basis van taalge-
bruik onderzocht. Op basis van dit onderzoek werd een demo, TweetGenie,
ontwikkeld. De daarmee verzamelde data werd gebruikt om beperkingen van
computationele tekstanalysemethoden aan het licht te brengen die gericht zijn
op de sociale variabelen geslacht en leeftijd. De volgende studie richtte zich
op geografische variatie. Een belangrijk onderdeel in veel dialectonderzoek
is het selecteren van variabelen die geografische variatie bevatten (bijv. twee
verschillende manieren om naar hetzelfde concept te verwijzen). Dit proef-
schrift bevat een uitgebreide vergelijking van bestaande methoden om te tes-
ten of een variabele geografische variatie bevat. Bovendien wordt het gebruik



240 | Samenvatting

van een niet-parametrische methode voorgesteld die de beperkingen van be-
staande methoden oplost. Dit deel van het proefschrift sluit af met onderzoek
gericht op meertalige communicatie in sociale media. Meertalige sprekers
maken vaak gebruik van meerdere talen in één gesprek (vaak wordt dit aan-
geduid als ‘codewisselingen’). Om teksten met codewisselingen te kunnen
verwerken en analyseren, onderzoekt dit proefschrift automatische taaliden-
tificatie op het niveau van individuele woorden. Bovendien is er een studie
uitgevoerd naar de invloed van het beoogde publiek op de taalkeuze in Twit-
ter.

In het tweede deel van dit proefschrift staat de computationele volkskunde
centraal, een opkomend onderzoeksgebied waarin computationele methoden
gebruikt worden om volkskunde te beoefenen. Variatie in volksverhalen ont-
staat doordat verhalen overgebracht worden in mondelinge en geschreven
vorm. Veranderingen ontstaan vaak om sociale redenen en variatie in volks-
verhalen is daarom vaak betekenisvol. Het onderzoek in dit proefschrift richt
zich op variatie in volksverhalen in de Nederlandse Volksverhalenbank. Ge-
superviseerde leeralgoritmen werden gebruikt om automatisch soortgelijke
volksverhalen te identificeren (zoals verschillende versies van Roodkapje) op
basis van verhaaltypen, die gebruikt worden in volksverhalenonderzoek om
verhalen te organiseren en te analyseren. Vervolgens werd onderzocht hoe
experts en niet-experts (door middel van crowdsourcing) de gelijkenis tussen
volksverhalen waarnemen. Het onderzoek toonde enkele zwakheden aan van
het concept van verhaaltypen en liet zien dat het belangrijk is om de manier
waarop gelijkenissen tussen verhalen gemeten worden aan te passen aan de
gebruiker van het systeem.

Zoals het hier beschreven onderzoek laat zien, kan de combinatie van grote
sociale en culturele datacollecties, tekstanalyse en computationele methoden
een grote impact hebben op de geestes- en sociale wetenschappen. Maar er
zijn ook nog veel uitdagingen. Ten eerste bevatten veel grote datacollecties
(bijv. op basis van sociale media) weliswaar informatie die nuttig is voor
onderzoek (zoals rijke contextuele informatie), maar deze data is vaak ge-
genereerd en verzameld in minder gecontroleerde omgevingen dan de data-
collecties waar onderzoekers van de geestes- en sociale wetenschappen nor-
maalgesproken mee werken. Als gevolg daarvan bevatten deze datacollecties
onzuiverheden die niet altijd bekend zijn. Ten tweede zijn er veel ethische
uitdagingen, zoals privacyaspecten (bijv. datacollectie en -opslag) en moge-
lijke toepassingen van de ontwikkelde systemen (bijv. algoritmen die onge-
lijkheden in de samenleving versterken). Ten derde, voordat de ontwikkelde
methoden gebruikt zullen worden door onderzoekers buiten de informatica,
is het belangrijk dat de transparantie van de modellen meer aandacht krijgt
om exploratief onderzoek en theorieontwikkeling te ondersteunen. Tot slot,
dit proefschrift richt zich op variatie in een bepaalde tijdsperiode, maar de
toenemende beschikbaarheid van datacollecties die een langere tijdsperiode
beslaan biedt de mogelijkheid om veranderingen over tijd te onderzoeken.
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Massive digital datasets, such as social 

media data, are a promising source to 

study social and cultural phenomena. 

They provide the opportunity to study 

language use and behavior in a variety 

of social situations on a large scale and 

often with the availability of detailed 

contextual information. However, to fully 

leverage their potential for research in 

the social sciences and the humanities, 

new computational approaches are 

needed. 

This dissertation explores computational 

approaches to text analysis for studying 

cultural and social phenomena and 

focuses on two emerging areas:  com-

putational sociolinguistics and computa-

tional folkloristics. Both areas share the 

recognition that variation in text is often 

meaningful and may provide insights 

into social and cultural phenomena. This 

dissertation develops computational 

approaches to analyze and model 

variation in text.
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