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Abstract

As most information (over 80%) is stored as text, text mining is believed to have a high commercial
potential value. knowledge may be discovered from many sources of information; yet, unstructured texts
remain the largest readily available source of knowledge .Text classification which  classifies the
documents according to predefined categories .In this paper we are tried to give the introduction of text
classification, process of text classification as well as the overview of the classifiers and tried to compare
the some existing classifier on basis of few criteria like time complexity, principal and performance.
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1. INTRODUCTION

The text mining studies are gaining more importance recently because of the availability of the
increasing number of the electronic documents from a variety of sources. Which include
unstructured and semi structured information. The main goal of text mining is to enable users to
extract information from textual resources and deals with the operations like, retrieval,
classification (supervised, unsupervised and semi supervised) and summarizationNatural
Language Processing (NLP), Data Mining, and Machine Learning techniques work together to
automatically classify and discover patterns from the different types of the documents [1].

Text classification (TC) is an important part of text mining, looked to be that of manually
building automatic TC systems by means of knowledge-engineering techniques, i.e. manually
defining a set of logical rules that convert expert knowledge on how to classify documents under
the given set of categories. For example would be to automatically label each incoming news
story with a topic like “sports”, “politics”, or “art”. a data mining classification task starts with a
training set D = (d1….. dn) of documents that are already labelled with a class C1,C2 (e.g. sport,
politics). The task is then to determine a classification model which is able to assign the correct
class to a new document d of the domain Text classification has two flavours as single label and
multi-label .single label document is belongs to only one class and multi label document may be
belong to more than one classes In this paper we are consider only single label document
classification.
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The remainder of the paper is organized as follows .Section 2 given the process  of Text
classification out of these we will more consternate on   classification stage ,will see the detail of
classifier (KNN, NB, SVM, LLSF, Centroid and Associative etc) which is  in Section 3 . In
Section 4 Comparative observation is given and finally in Section 5 conclusion were made

2. TEXT CLASSIFICATION PROCESS

The stages of TC are discussing as following points.

Fig. 1 Document Classification Process

2.1 Documents Collection

This is first step of classification process in which we are collecting the different types (format) of
document like html, .pdf, .doc, web content etc.

2.2 Pre-Processing

The first step of pre-processing which is used to presents the text documents into clear word
format. The documents prepared for next step in text classification are represented by a great
amount of features. Commonly the steps taken are:

Tokenization: A document is treated as a string, and then partitioned into a list of tokens.
Removing stop words: Stop words such as “the”, “a”, “and”, etc are frequently occurring, so the
insignificant words need to be removed.

Stemming word: Applying the stemming algorithm that converts different word form into similar
canonical form. This step is the process of conflating tokens to their root form, e.g. connection to
connect, computing to compute

2.3 Indexing

The documents representation is one of the pre-processing technique that is used to reduce the
complexity of the documents and make them easier to handle, the document have to be
transformed from the full text version to a document vector The Perhaps most commonly used
document representation is called vector space model (SMART) [55] vector space model,
documents are represented by vectors of words. Usually, one has a collection of documents which
is represented by word by word document Matrix. BoW/VSM representation scheme has its own
limitations. Some of them are: high dimensionality of the representation, loss of correlation with
adjacent words and loss of semantic relationship that exist among the terms in a document.to To
overcome these problems, term weighting methods are used to assign appropriate weights to the
term as shown in following matrix

Documents Preprocessing Indexing

Classification
algorithms

Performance
measure

Feature
selection



International Journal of Artificial Intelligence & Applications (IJAIA), Vol.3, No.2, March 2012

87

T1 T2 ….      Tat          Ci

D1 w11 w21   …      wt1 c1

D2 w12 w22   …      wt2 c2

:       :      :               :
Dn    w1n w2n   …      wtn Cn

Where each entry represents the occurrence of the word in the document, where wtn is the weight
of word i in the document n .since every word does not normally appear in each document, .There
are several way of determining the weight w11. Like Boolean weighting, word frequency
weighting, tf-idf, entropy etc. But the major drawback of this model is that it results in a huge
sparse matrix, which raises a problem of high dimensionality. Other various methods are
presented in [56] as 1) an ontology representation for a document to keep the semantic
relationship between the terms in a document.2) a sequence of symbols (byte, a character or a
word) called N-Grams, that are extracted from a long string in a  document., it is very difficult to
decide the number of grams to be considered for effective document representation.3) multi-
word terms as vector components .But this method requires a sophisticated automatic term
extraction algorithms to extract the terms automatically from a document 4) Latent Semantic
Indexing (LSI) which preserves the representative features for a document, The LSI preserves the
most representative features rather than discriminating features. Thus to overcome this problem 5)
Locality Preserving Indexing (LPI), discovers the local semantic structure of a document. But is
not efficient in time and memory 6) a new representation to model the web documents is
proposed. HTML tags are used to build the web document representation.

2.4 Feature Selection

After pre-processing and indexing the important step of text classification, is feature selection [2]
to construct vector space, which improves the scalability, efficiency and accuracy of a text
classifier. The main idea of Feature Selection (FS) is to select subset of features from the original
documents. FS is performed by keeping the words with highest score according to predetermined
measure of the importance of the word. Because of for text classification a major problem is the
high dimensionality of the feature space. Many feature evaluation metrics have been  notable
among which are information gain (IG), term frequency, Chi-square, expected cross entropy,
Odds Ratio, the weight of evidence of text, mutual information, Gini index. But FS of association
word mining is more efficient than IG and document frequency [57] .Other various methods are
presented like [58] sampling method which is randomly samples roughly features and then make
matrix for classification. By considering problem of high dimensional problem [59] is presented
new FS witch use the genetic algorithm (GA) optimization.

2.5 Classification

The automatic classification of documents into predefined categories has observed as an active
attention, the documents can be classified by three ways, unsupervised, supervised and semi
supervised methods. From last few years, the task of automatic text classification have been
extensively studied and rapid progress seems in this area, including the machine learning
approaches such as  Bayesian classifier, Decision Tree, K-nearest neighbor(KNN), Support
Vector Machines(SVMs), Neural Networks, Rocchio’s. Some techniques are described in section
3.
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2.6 Performance Evaluations

This is Last stage of Text classification, in which the evaluations of text classifiers is typically
conducted experimentally, rather than analytically. The experimental evaluation of classifiers,
rather than concentrating on issues of Efficiency, usually tries to evaluate the effectiveness of a
classifier, i.e. its capability of taking the right categorization decisions. An important issue of
Text categorization is how to measures the performance of the classifiers. Many measures have
been used, like Precision and recall [54]; fallout, error, accuracy etc. are given below

Precision wrt ci (Pri) is defined as the as the probability that if a random document dx is
classified under ci, this decision is correct. Analogously, Recall wrt ci (Rei) is defined as the
conditional that, if a random document dx ought to be classified under ci, this decision is taken
TPi–The number of document correctly assigned to this category.
FN - The number of document incorrectly assigned to this category
FPi - The number of document incorrectly rejected assigned to this category
TNi - The number of document correctly rejected assigned to this category
Fallout = FNi / FNi + TNi
Error = FNi +FPi / TPi + FNi +FPi +TNi
Accuracy = TPi + TNi

For obtaining estimates of precision and recall relative to the whole category set, two different
methods may be adopted Micro-averaging and Macro-averaging some other measures are also
use as Break–even point, F-measure, Interpolation [55] . In next section we will continue with
Classifiers.

3. CLASSIFIER

3.1 Rocchio’s Algorithm

Rocchio’s learning algorithm [6] is in the classical IR tradition. It was originally designed to use
relevance feedback in querying full-text databases, Rocchio’s Algorithm is a vector space method
for document routing or filtering in informational retrieval, build prototype vector for each class
using a training set of documents, i.e. the average vector over all training document vectors that
belong to class ci, and calculate similarity between test document and each of prototype vectors,
which assign test document to the class with maximum similarity.

Ci= α * centroid ci − β * centroid ~ci.[7] gives find similar method as of  Rocchio  is use in
inductive learning process to find similarity between test example and category centroid using all
feature .This algorithm is easy to implement, efficient in computation. The researchers have used
a variation of Rocchio’s algorithm in a machine learning context,[8].

3.2 K-Nearest Neighbors

K-NN classifier is a case-based learning [9] algorithm that is based on a distance or similarity
function for pairs of observations, such as the Euclidean distance or Cosine similarity measure’s
This method is try for many application [10] Because of its effectiveness, non-parametric and
easy to implementation properties, however the classification time is long and difficult to find
optimal value of k .The best choice of k depends upon the data; generally, larger values of k
reduce the effect of noise on the classification, but make boundaries between classes less distinct.
A good k can be selected by various heuristic techniques .to overcome this drawback [11] modify
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traditional KNN with different K-values for different classes rather than fixed value for all classes
Fang Lu have been try to improve performance of KNN by using WKNN [12].
A major drawback of the similarity measure used in k-NN is that it uses all features in computing
distances. In many document data sets, only smaller number of the total vocabulary may be useful
in categorizing documents. A possible approach to overcome this problem is to learn weights for
different features (or words in document data etc). [12] Propose the Weight Adjusted k-Nearest
Neighbor (WAKNN) classification algorithm that is based on the k-NN classification paradigm.
With the help of KNN can improve the performance of text classification [13] from training set
and also accuracy can improve with combination of KNN [14] with another method

3.3 Naïve Bayes

Naïve bias method is kind of module classifier [15] under known priori probability and class
conditional probability .it is basic idea is to calculate the probability that document D is belongs
to class C.  There are two event model are present for naive Bias [16] [17] [18] as multivariate
Bernoulli and multinomial model. Out of these model multinomial model is more suitable when
database is large, but there are identifies two serious problem with multinomial model first it is
rough parameter estimated and problem it lies in handling rare categories that contain only few
training documents. They [19] propose Poisson model for NB text classification and also give
weight enhancing method to improve the performance of rare categories. Modified NB is propose
[20] to improve performance of text classification, also [21] provides ways to improve naive
Bayes classification by searching the dependencies among attribute. Naïve Bayes is easy for
implementation and computation. So it is use for pre-processing [22] i.e.  For vectorization.
Performance of naïve bias is very poor when features are highly correlated and, highly it is
sensitive to feature selection so the [23] propose two metrics for NB which applied on multiclass
text document.

3.4 Decision tree

When decision tree is used for text classification it consist tree internal node are label by term,
branches departing from them are labeled by test on the weight, and leaf node are represent
corresponding class labels .Tree can classify the document by running through the query structure
from root to until it reaches a certain leaf, which represents the goal for the classification of the
document.  Most of training data will not fit in memory decision tree construction it becomes
inefficient due to swapping of training tuples. To handle this issue [24] presents method which
can handle numeric and categorical data.

New method is proposing [25] as FDT to handle the multi-label document witch reduce cost of
induction, and [26] presented decision-tree-based symbolic rule induction system for text
categorization which also improves text classification. The decision tree classification method is
outstanding from other decision support [27] tools with several advantages like its simplicity in
understanding and interpreting, even for non-expert users. So for that it is used in some
application [28]

3.5 Decision Rule

Decision rules classification method uses the rule-based inference to classify documents to their
annotated categories [29]. A popular format for interpretable solutions is the disjunctive normal
form (DNF) model. [30] A classifier for category ci built by an inductive rule learning method
consists of a disjunctive normal form (DNF) rule. [4]. In the case of handling a dataset with large
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number of  features for each category, heuristics implementation is recommended to reduce the
size of rules set without affecting the performance of the classification The [31] presents a hybrid
method of rule based processing and back-propagation neural networks for spam filtering.

3.6 SVM

The application of Support vector machine (SVM) method to Text Classification has been
propose by [32]. The SVM need both positive and negative training set which are uncommon for
other classification methods. These positive and negative training set are needed for the SVM to
seek for the decision surface that best separates the positive from the negative data in the n
dimensional space, so called the hyper plane. The document representatives which are closest to
the decision surface are called the support vector.

SVM classifier method is outstanding from other with its effectiveness [5] to improve
performance of text classification [34] combining the HMM and SVM where HMMs are used to
as a feature extractor and then a new feature vector is normalized as the input of SVMs, so the
trained SVMs can classify unknown texts successfully, also by combing with Bayes [33] use to
reduce number of feature which as reducing number of dimension .SVM is more capable [35] to
solve the multi-label class classification

3.7 Neural Network

A neural network classifier is a network of units, where the input units usually represent terms,
the output unit(s) represents the category. For classifying a test document, its term weights are
assigned to the input units; the activation of these units is propagated forward through the
network, and the value that the output unit(s) takes up as a consequence determines the
categorization decision. Some of the researches use the single-layer perceptron, due to its
simplicity of implementing [36]. The multi-layer perceptron which is more sophisticated, also
widely implemented for classification tasks [37].Models using back-propagation neural network
(BPNN) and modified back-propagation neural network (MBPNN) are proposed in [38] for
documents classification. An efficient feature selection method [39] is used to reduce the
dimensionality as well as improve the performance. New Neural network based document
classification method. [40] Was presented, which is helpful for companies to manage patent
documents more effectively

.
3.8 LLSF

LLSF stands for Linear Least Squares Fit, a mapping approach developed by Yang [41]. The
training data are represented in the form of input/output vector pairs where the input vector is a
document in the conventional vector space model (consisting of words with weights), and output
vector consists of categories (with binary weights) of the corresponding document. Basically this
method is used for Information Retrieval [42] for giving the output of query in form of relevant
document but it can easily use for text classification.  LLSF is one of the most effective text
classifiers known to date. One of its disadvantages, though, is that the computational cost of
computing the matrix is much higher than that of many other competitors in the TC arena

3.9 Voting

This algorithm is based on method of classifier committees and is based on idea that given task
that requires expert opinion knowledge to be performed. k experts opinion may be better than one
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if their individual judgments are appropriately combined. Different combination rules are present
as the simplest possible rule is majority voting (MV)If two or three classifiers are agree on a class
for a test document, the result of voting classifier is that class. Second weighted majority voting,
in this method, the weights are specific for each class in this weighting method, error of each
classifier is calculated. Other two rule are presented by [43] as DCS (dynamic classifier selection)
whereby among committee {K1... Kn} the classifier Kt that yields the best effectiveness on the l
validation examples most similar to dj is selected, and its judgment adopted by the committee.
Still different policy, somehow intermediate between WLC and DCS, is adaptive classifier
combination (ACC), whereby the judgments of all the classifiers in the committee are summed
together, but their individual contribution is weighted by the effectiveness. [43] [44] has used
combinations of different classifiers with different functions. , This method is easy to implement
and understand but it takes long time for giving result.

3.10 Associative classifier

Recent studies in the data mining community proposed new methods for classification employing
association rule mining. These associative classifiers have proven to be powerful and achieve
high accuracy. [45]. The main idea behind this algorithm is to scan the transactional database
searching for k-item sets relationships among items in a transactional database To Build an
Associative Text Classifier construction phases are shown in following figure.

Fig. 2: Construction phases for an association-rule-based text categorizer

The first three steps belong to the training process while the last one represents the testing (or
classification) phase. More details on the process are given in the subsections below Collecting
the training set document after performing the pre-processing; in second phase using association
algorithm on the documents would generate a very large number of association rules. There are
some issues as huge amount of rules contain noisy information which would mislead the
classification process, another is would make the classification time longer. So pruning is
required in which the set of rules that were selected after pruning phase represents actual
classifier.

The classification process searches in this set of rules for finding those classes that are closest to
be attached with the documents present for categorization. [46] Introduce new algorithm for text
classification association rule base text classifier, instead of taking simple join ARTC join (any
two item in an item set can be joined if they have same category). Some researcher [47] are used
the association mining to discover the set of association word in documents that acts as features,
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then classify a new document using derived feature set same as [48] use this association rule with
decision tree which gives better performance than classic algorithm.

3.11 Centroid based classifier

The centroid-based classification algorithm is very simple. [50] [51] For each set of documents
belonging to the same class, we compute their centroid vectors. If there are k classes in the
training set, this leads to k centroid vectors (C1, C2, C3...) where each Cn is the centroid for the
jet class. The class of a new document x is determined as, First   the document-frequencies of the
various terms computed from the training set Then,  compute the similarity between x to all k
centroid using the cosine measure. Finally, based on these similarities, and assign x to the class
corresponding to the most similar centroid

3.12 Additional classifier

In the previous sections we have tried to give an overview as complete as possible of the
approaches that have been proposed in TC. Although for reasons of space we will not discuss
them in detail, we at least want to mention the existence of WORD, Sleeping expert,
CONSTRUE [54], genetic, Online Classifier [4] Fuzzy correlation and some Hybrid technique
are given in [3].

4. COMPARATIVE OBSERVATIONS

The performance of a classification algorithm is greatly affected by the quality of data source.
Irrelevant and redundant features of data not only increase the cost of mining process, but also
reduce the Quality of the result in some cases [3]. Each algorithm has its own advantages and
disadvantages as described in Table.1 with their time complexity by taking considering summary
from [49][52] .The works in [5] [54] compare the most common method in most cases support
machine and K-nearest neighbor have better effect neural network is after then and then naïve
bays is last and its evaluation index is again break –even point

5. CONCLUSIONS

The growing use of the textual data witch needs text mining, machine learning and natural
language processing techniques and methodologies to organize and extract pattern and knowledge
from the documents. This review focused on the existing literature and explored the documents
representation and an analysis of feature selection methods and classification algorithms were
presented. It was verified from the study that information Gain and Chi square statistics are the
most commonly used and well performed methods for feature selection, however many other FS
methods are proposed. This paper also gives a brief introduction to the various text representation
schemes. The existing classification methods are compared and contrasted based on various
parameters namely criteria used for classification, algorithms adopted and classification time
complexities. From the above discussion it is understood that no single representation scheme and
classifier can be mentioned as a general model for any application. Different algorithms perform
differently depending on data collection. However, to the certain extent SVM with term weighted
VSM representation scheme performs well in many text classification tasks.
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APPENDIX

In the table 1, following abbreviations are used.
V: The number of features (the vocabulary size)
N: The number of training documents
Lave = average length of a document
La = Number of tokens
Ld: The average document length (word count)
LV: The average number of unique words in a document
M: The number of training set in categories (M<N)
Ma = types, in the test document
|D| = Number of documents



International Journal of Artificial Intelligence & Applications (IJAIA), Vol.3, No.2, March 2012

96

Table 1. Comparison of classifiers
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