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Rapid increases in e-cigarette use and potential exposure to harmful byproducts have shifted 
public health focus to e-cigarettes as a possible drug of abuse. Effective surveillance of use and 
prevalence would allow appropriate regulatory responses. An ideal surveillance system would 
collect usage data in real time, focus on populations of interest, include populations unable to take 
the survey, allow a breadth of questions to answer, and enable geo-location analysis. Social media 
streams may provide this ideal system. To realize this use case, a foundational question is whether 
we can detect ecigarette use at all. This work reports two pilot tasks using text classification to 
identify automatically Tweets that indicate e-cigarette use and/or e-cigarette use for smoking 
cessation. We build and define both datasets and compare performance of 4 state of the art 
classifiers and a keyword search for each task. Our results demonstrate excellent classifier 
performance of up to 0.90 and 0.94 area under the curve in each category. These promising initial 
results form the foundation for further studies to realize the ideal surveillance solution. 
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1.  Introduction 

1.1.  E-cigarettes 

The use of e-cigarettes has been rapidly increasing since their introduction onto the market a few 
years ago. Sales of e-cigs and refillable vaporizers more than doubled to $1.7 billion in 2013.[1] 
Indeed, the trend has become so popular that ‘vape’ was voted word of the year for 2014 by the 
Oxford Dictionaries.[2] A limited, yet growing body of literature suggests that e-cigarettes and 
vaporizers can create potentially harmful byproducts including heavy metals[3] and 
formaldehyde,[4]  and product failure can result in severe injury and burns. Very little is known, 
however, regarding the use, prevalence, and characteristics of e-cigarettes. Two surveys among 
youth have indicated rapid increases in use since 2011,[5] and recent results from the 2014 
Monitoring the Future survey indicated that 17% of 12th graders have used an e-cigarette in the 
past 30 days, surpassing the number who used combustible cigarettes.[6] Even less information on 
adult use exists, with the only national data being one consumer-research web survey,[7] 
indicating that 8.5% of adults have tried e-cigarettes with a rate of 36% among combustible 
cigarette users. No large-scale surveys have yet assessed more in-depth opinions about e-cigarette 
use, such as reasons for use or beliefs about harm. 

1.2.  Surveillance 

Survey results are necessary to understand usage trends, establish national and regional health 
goals and inform regulations and prevention campaigns. These surveys – while excellent in many 
ways – have several limitations. First, there is a time lag before new products of abuse are 
incorporated into the surveys.[8] For example, neither the BRFSS,[9] the National Health 
Interview Survey,[10] nor the National Survey on Drug Use and Health (NSDUH)[11] ask about 
e-cigarette use yet. Second, the time lag in collection and analysis may delay timely policy 
interventions. Third, the surveys are sized to capture general trends across demographics and may 
lack focus for specific populations. Fourth, surveys have limitations in detecting usage by minors 
as most are not allowed to take the surveys. Fifth, surveys may contain limited content for any 
specific question as every additional question competes against other questions for time and space 
in the survey. Sixth, surveys capture high level geo-located information of use. Continuing use of 
high-quality national surveys to inform prevention and treatment services is critical, yet new 
technologies may address some of these limitations. 
 

An ideal surveillance solution could capture new drugs of abuse, collect data in real time, 
focus on populations of interest, include populations unable to take the survey, allow a breadth of 
questions to answer, and enable geo-location analysis. We believe that social media streams may 
provide one solution. Social media, in this case, specifically Twitter, may include up to date 
vernacular for drugs of abuse, is inherently real time in how Tweets are broadcast, includes many 
potential populations of interest and their demographic characteristics, has populations such as 
minors who may not qualify for surveys, contains Tweets that indicate other potentially risky 
behaviors, and includes geo-locations. To realize using social media for surveillance, a 
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foundational question is whether we can detect drug use at all. This work addresses this 
foundational concern and reports two pilot tasks for e-cigarettes. In the first, we identify 
automatically e-cigarette Tweets that indicate e-cigarette use. In the second we identify 
automatically Tweets that indicate e-cigarette use for smoking cessation. 

1.3.  Our Contribution 

This feasibility paper explores state of the art machine learning based text classification 
methodologies for identifying e-cigarette use tweets. This paper makes several key contributions:  
 
1.   Defines a novel classification task for identifying e-cigarette use. 
2.   Defines a novel classification task for identifying e-cigarette use for smoking cessation. 
3.   Defines a process for labeling tweets to identify e-cigarette use and use for smoking cessation. 
4.   Establishes baseline classification results for these tasks. 
5.   Distributes these labeled datasets for general use by the community. 

2.  Background 

2.1.  Twitter As a Data Source 

Among social media platforms, Twitter offers unique potential to serve as a tool for tracking 
substance use. Twitter is a micro-blogging service (with posts limited to 140 characters) through 
which users can send messages to a set of followers. It has over 600 million users worldwide with 
46% of users logging on daily. In a recent Pew Research survey conducted August-September 
2013, 18% of US adults use Twitter. [12] A higher percentage of Blacks/African-Americans 
(29%) use Twitter compared with Whites (16%) and Hispanics (16%). Of Twitter subscribers, 
31% are 18-29 and 19% are 30-49 years old.[12] Interestingly, there are relatively no differences 
in use by education level, gender, or income suggesting that use cuts across socioeconomic 
differences.  

2.2.  Twitter and E-cigarettes 

A few studies have specifically addressed e-cigarettes via Twitter. Clark et al.[13] used 700,000 
tweets collected from January 2012 to July 2014 to survey the general popularity and sentiment of 
consumer opinions regarding e-cigarettes.[14] In a follow up publication, they focused on 
approximately 20,000 geo-located tweets to characterize density and sentiment surrounding 
tobacco and e-cigarette tweets and link prevalence of word choices to tobacco and e-cigarette use 
at various localities.[14] In another publication, Huang et al.[15] labeled 73,672 tweets related to 
e-cigarettes to characterize how e-cigarettes are marketed, and Harris et al.[16] conducted a 
manual content analysis of tweets related to Chicago’s regulation of e-cigarettes. While these 
studies produced a one-time picture of e-cigarette sentiment, neither the methodology of 
identifying e-cigarettes with a simple term search nor using manual coding are useful for ongoing 
surveillance purposes.  A system that harnesses social media posts could serve as a low-cost 
method of examining usage trends and attitudes toward particular products. 
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In these previous studies, a common theme for analysis is the manual labeling of tweets. 
Manual labeling requires (1) time, (2) expertise, and (3) consistency. In addition, the samples must 
be small enough to allow feasible manual labeling which inherently is limited to the snapshot in 
time when the tweets are collected. Our aim in this paper is to use text classification machine 
learning techniques to address these limitations and convert these manual classifications to 
automated classifications. With tweet volumes of nearly 500 million per day, automation is the 
only realistic and feasible solution. 

3.  Methods 

3.1.  Corpus Construction 

A challenge for building a labeled training corpus from Twitter is the low prevalence of Tweets in 
a target category. To enrich the e-cigarette use target category, we filtered Tweets by e-cigarette 
brand followers and hashtags. Specifically, we downloaded a 28.6 million tweet collection in 
January 2015. The tweet collection represents the tweets of 29,410 followers of the largest e-
cigarette brands @v2cigs, @VaporFl, @HaloCigs, @bluecigs, @NJOYVape, @KRAVEeCig, 
and @LogicECig. To further increase the probability of encountering tweets about e-cigarette use 
and e-cigarette use for smoking cessation, we filtered the 28.6 million tweets with the Boolean OR 
of #vape #mod_ #vapeing #vaping #flavhub #eliquid #ejuice #pureclass or #ecigs. This corpus 
had 5,435 Tweeters covering a time span from Jan 2010 to Jan 2015 representing 228,145 Tweets. 
From these Tweets, we build a final corpus consisting of 13,146 randomly selected Tweets to label 
for our classifiers as outlined in section 3.2. The remaining 214,999 Tweets were not used for this 
pilot work and limitations with labeler time constrained the number of labeled Tweets. 

3.2.  Corpus Labels 

3.2.1.  Task 1 – E-cigarette Use 

We defined e-cigarette use according to a similar protocol we developed for alcohol use.[17] 
Specifically, we considered tweets as positive if they indicate intent to use, the act of using, or 
sequel from use. Table 1 (on the following page) outlines our labeling protocol with examples. 

3.2.2.  Task 2 – E-cigarette Use for Smoking Cessation 

We defined e-cigarette use for smoking cessation as tweets that indicate use for smoking 
cessation. These tweets were by definition a subset of the e-cigarette use tweets. In other words, a 
tweet for e-cigarette use for smoking cessation is also a tweet for e-cigarette use. Some example 
tweets indicating smoking cessation are shown in Table 2. 
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Table 1. Defining Tweets that indicate e-cigarette use (@mentions and urls removed) 

Definitions of E-cigarette Use Tweet Label 

Current behavior of using #vaping with my new #vamo...carto tank filled with 
Cups 'O Peanut Butter from  So good. 

Positive 

Owning or discussing 
paraphernalia  and products 

Loving the Nautilus Mini. Definitely my 
work/driving setup. No more stopping to drip when 
I'm dry! #Vapelif... 

Positive 

Entering contests to get products I just entered to win 120mL of #ejuice from 
#vapelife #vape #vapers #ecig #vaping #ecigs # 
Check it out! 

Positive 

Use to quit smoking  See Table 2 Positive 

Liking a brand or product So far I'm loving my new #iStick #Eleaf #vape 
#vapelife #malibu  

Positive 

Asking others to gather to use Vaper meet this saturday in London, team smokium 
will see you all there! Message me for details if your 
interested in coming. #ukvape #vape 

Negative 

Advertising Kanger pro tank 3 (duel coil) is now in stock at our 
Jarrow Shop. #kanger #vapourvapourjarrow #ecigs 

Negative 

Announcing news reports Louisville Delays Vote to Ban E-cigarettes in 
Outdoor Public Places #Spinfuel #Vape #Vaping 
#ecig #ecigs 

Negative 

Promotion of other’s use Happy Friday JJuice Friends! Stay Rad and Enjoy 
Yourselves this weekend. #vape #ecig…  

Negative 

 

3.3.  Corpus Label Protocol 

We implemented the same procedure for both categories, (1) e-cigarette use, and (2) e-cigarette 
use for smoking cessation. To label tweets initially, two authors (YA and PK) independently 
coded a random subsample of 1,000 tweets using a draft coding protocol. Both authors held a 
consensus meeting to discuss labels that did not agree, and to refine the coding protocol.  
To confirm the quality of the coding protocol, both authors blindly labeled 1,000 additional 
tweets. Because of the widely varying prevalence in classes, we calculated Siegel & Castellan’s 

Table 2: Tweets that indicate e-cigarette use (@mentions and urls removed) 

Tweet 

170 days no real cigarettes #vaping  

I haven’t used an ashtray in about 1 1/2 years………………………………because #VAPING! 

I’m an Ex-Smoker now thanks to #Ecigs. Public Health > #H3639 #EcigsSaveLives #mapoli 
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bias adjusted kappa. The resulting kappa was calculated at 0.87. [18] This high kappa suggested 
that the protocol and task were sufficiently generalizable.  Corpus statistics are listed in Table 3. 
Finally authors YA and PK split and independently labeled the remaining 11,146 tweets.  
 

3.4.  Tweet Preprocessing 

We relied on several preprocessing steps used successfully in other Twitter classification studies. 
[19, 20] For each tweet, we removed screen names (e.g. @britney), and urls. We then produced 4 
encodings of the tweets as shown in Table 4 using the libshorttext program.[21] Each tweet is 
represented as a feature vector of counts for each token. 
 

Table 3. Tweet Corpus Labeled 

Descriptor Value 

Number of tweets labeled 13,146 
Number of tweeters in labeled set 2,147 
Number of tweets for task 1 (e-cigarette use) 728 
Number of tweets for task 2 (e-cigarette use for smoking 
cessation) 

73 

 
Table 4. Encoding of Datasets 

Encoding Name Word Tokens 
Stemmed? 

Stopwords 
Removed? 

Unigram or Bigram Number of 
Features 

unigram No No Unigram 17,371 
bigram No No Bigram 109,213 
stem_unigram Yes No Unigram 14,509 
stem_bigram Yes No Bigram 101,617 
stop_unigram No Yes Unigram 17,021 
stop_bigram No Yes Bigram 90,037 
stop_stem_unigram Yes Yes Unigram 14,186 
stop_stem_bigram Yes Yes Bigram 82,464 

 

3.5.  Algorithms 

We use one baseline text classification and three state of the art text classification algorithms. We 
chose the baseline algorithm to establish the general difficulty of the task and three of the most 
recent state of the art classification algorithms. 

3.5.1.  Naïve Bayes 

This algorithm is the text classification algorithm that typically serves as a baseline measure of 
text classification performance. This algorithm directly applies Bayes theorem to the classification 
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task and assumes that the probability distribution of a feature is independent of another feature, 
given the class labels. We used the Multinomial Naïve Bayes [22] implementation in the mallet 
package. [23] 

3.5.2.  Liblinear 

We employed a linear Support Vector Machine (SVM) classification algorithm as implemented in 
the liblinear package. The linear SVM’s calculate maximal margin hyperplane(s) separating the 
two classes of the data. For text data, the linear SVMs demonstrated superior text classification 
performance compared to other methods [24], and this motivated our use of them. The liblinear 
implementation is an optimized version of the support vector machine optimized for quickly 
finding a linear separating hyperplane. We used liblinear as implemented in libSVM v1.96. [25] 
We used the default solver of L2-regularized L2-loss and the default penalty parameter of 1. 

3.5.3.  Bayesian Logistic Regression 

We employed Bayesian logistic regression. This algorithm demonstrated superior performance in 
text classification benchmarks and thus motivates our inclusion of them. This algorithm constrains 
the coefficients using a Laplace prior and thus allows an efficient solution to the convex 
optimization. We used the bbrtrain [26] implementation for this study. We used the autosearch 
option to optimize the regularization parameter. This option does a grid search using 10 fold cross 
validation across the lambda parameters of 0.01 to 316 in multiples of the square root of 10. 

3.5.4.  Random Forests 

We employed the random forest implementation in the fest [27] program. Random forests [28] are 
an ensemble classification method. The method produces a classification tree at each iteration. 
This classification tree is built from a random subset of the data, and at each node in the tree, a 
random subset of predictor variables are selected. Multiple trees are constructed in this fashion 
until at test time, the classification of these individual trees are combined to form a final 
prediction. We use the default settings that produces 100 trees with a maximum depth of 1000. 

3.5.5.  Keyword Comparisons 

We compared the machine learning models to a simple keyword based approach for identifying 
tweets. Based on our definition, we asked PK to look at our protocol and the portion of the dataset 
that he reviewed and generate a Boolean keyword set that would provide a relative non machine 
learning baseline for this classification task. We added this analysis to address whether this task is 
difficult and to counter the claim that a human could craft a wordset that performs as well as the 
machine learning models. To simplify the comparison, we compare the keywords to the “unigram” 
encoding in one 10% split of the data. We used the keyword “OR” searches shown in Table 5. 
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Table 5: Keyword Searches 
Category Keyword Searches 
E-cigarette Use*$ vape OR ecig OR ecigarette OR vaping OR ejuice OR vapers OR 

(drip AND tip) OR dripping OR (eliquid AND flavor) OR (e 
AND juice) OR (e AND liquid) 

E-cigarette Use for Smoking 
Cessation* 

(smoke AND free) OR (off AND cigarettes) OR (ex AND 
smoker) OR (no  AND analogs) OR (I AND quit) 

* - note that we do not consider phrases in these keyword searches. We assume that a bigram 
phrase is equivalently represented as a Boolean AND. This assumption seems reasonable 
considering how short tweets are. 
$ - the query (e AND juice) is the preprocessed version of the word token “e-juice” with 
punctuation removed. 

4.  Results/ Discussion 

4.1.  Task 1 – Ecigarette Use 

4.1.1.  Learning Algorithms for Task 1 

Table 6 shows the results for identifying e-cigarette use. Bayesian Logistic Regression, Liblinear, 
and Random Forests perform with high area under the receiver operating curve. The performances 
of each classifier are in line with expected text classification performances as in prior studies. [29] 
 
These results highlight performance differences in encoding the tweets. Using unigram or bigram 
representations demonstrate little performance differences within each classifier. Including 
stopwords increases performances as shown by comparison between the top 4 and bottom 4 rows . 
Stemming seems to have a marginal effect in this classification task. In addition, the ranges across 
the 10 folds are relatively stable likely reflecting the homogeneity of content for this labeled task. 

Table 6: E-cigarette Use - 10 Fold Cross Validation Area Under the Receiver Operating Curve 
Performance (Range of Performances Across 10 folds) 
Encoding Name Naïve Bayes Liblinear Bayesian 

Logistic 
Regression 

Random Forests 

unigram 0.80 (0.77-0.86) 0.86 (0.83-0.90) 0.90 (0.86-0.92) 0.89 (0.86-0.92) 
bigram 0.79 (0.75-0.83) 0.86 (0.83-0.90) 0.90 (0.87-0.93) 0.88 (0.85-0.91) 
stem_unigram 0.82 (0.78-0.85) 0.87 (0.85-0.89) 0.90 (0.85-0.92) 0.88 (0.85-0.91) 
stem_bigram 0.78 (0.73-0.82) 0.87 (0.84-0.90) 0.90 (0.87-0.93) 0.88 (0.85-0.91) 
stop_unigram 0.79 (0.74-0.84) 0.83 (0.81-0.85) 0.86 (0.84-0.89) 0.83 (0.80-0.88) 
stop_bigram 0.77 (0.72-0.80) 0.83 (0.78-0.88) 0.86 (0.84-0.89) 0.83 (0.80-0.86) 
stop_stem_unigram 0.79 (0.75-0.85) 0.83 (0.79-0.86) 0.85 (0.82-0.87) 0.84 (0.77-0.88) 
stop_stem_bigram 0.77 (0.71-0.81) 0.83 (0.80-0.86) 0.86 (0.83-0.89) 0.83 (0.82-0.87) 
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4.1.2.  Keyword Comparisons for Task 1 

Keyword based searches are inferior to the machine learning methods. The keyword search returns 
a sensitivity and specificity while the machine learning methods return a ranked result. To make 
the comparison, we take one split from the 10 fold cross validation and obtain the sensitivity and 
specificity for the keyword search. The keyword search has a sensitivity of 0.75 and a specificity 
of 0.36. At 0.75 sensitivity, the best learning algorithm performs at 0.87 specificity (compared to 
0.36).  At 0.36 specificity, the best algorithm performs at 0.99 sensitivity (compared to 0.75). Task 
1 of defining e-cigarette use through a keyword search benefits from machine learned models. 

4.2.  Task 2 – E-cigarette Use for Smoking Cessation 

4.2.1.  Learning Algorithms for Task 2 

Table 7 (on the following page) shows the results for identifying e-cigarette use for smoking 
cessation. Random Forests perform with high area under the receiver operating curve. The high 
performance of this classifier for this task is possibly attributable to ensembling [30] that captures 
non-linearities and interactions effectively. 
 
These results highlight performance differences in encoding the tweets. Using unigram or bigram 
representations demonstrate little performance differences within each classifier. Including 
stopwords increases performances as shown by comparison between the top 4 and bottom 4 rows 
that reflect keeping and removing stopwords respectively. Stemming seems to have a marginal 
effect in this classification task. 
 
In contrast to the previous task, the ranges across the 10 folds are wide. These results likely reflect 
the small positive sample size of 73 in this dataset (even less in each fold) and the suspected 
heterogeneity (e.g. the many ways of communicating e-cigarette use for smoking cessation) in this 
labeled task. 
 
For both tasks, retaining stopwords improves performance. This observation runs contrary to most 
other text classification tasks where removing stopwords typically does not affect performance. 
Stopwords can make a difference and prior researchers have shown that these words can affect 
performance depending on the task. [31] Further study is needed to examine which stopwords are 
important for classification in these tasks. 

4.2.2.  Keyword Comparisons for Task 2 

Keyword based searches are inferior to the machine learning methods. The keyword search returns 
a sensitivity and specificity while the machine learning methods return a ranked result. To make 
the comparison, we take one split from the 10 fold cross validation and obtain the sensitivity and 
specificity for the keyword search. The keyword search has a sensitivity of 0.29 and a specificity 
of 0.99. At 0.29 sensitivity, the best learning algorithm performs at 0.99 specificity (compared to 
0.99).  At 0.99 specificity, the best algorithm performs at 0.37 sensitivity (compared to 0.29). Task 

Pacific Symposium on Biocomputing 2016

488



2 of defining e-cigarette use for smoking cessation through a keyword search is not trivial and 
benefits from machine learned models. 

5.  Limitations 

5.1.  Generalizability 

The models we built focused on Tweets from followers of e-cigarette brands that contain the 
specific hashtags. The excellent classification performance in both tasks lay the groundwork for a 
much larger study that will sample from the larger Tweet population and consider Tweets that do 
not contain the hashtags or whom are not followers of the top e-cigarette brands.  

5.2.  Validity 

This study does not establish directly the validity of the e-cigarette use behavior. Because 
someone Tweets about use does not mean they actually used. An additional study would survey 
the Tweeters and about their use habits. We could then compare the tweets about use to actual 
reported behavior by these Tweeters. 

5.3.  Users versus tweets 

In this study, we focused on identifying Tweets automatically. We did not uncover the users 
associated with the e-cigarette use Tweets. A logical next step will identify the users whom Tweet 
the use. It is theoretically possible that many Tweets about use originate from a small number of 
users. Further analysis is necessary. 

Table 7: E-cigarette Use for Smoking Cessation - 10 Fold Cross Validation Area Under the 
Receiver Operating Curve (AUC) Performance (Range of Performances Across 10 folds) 
Encoding Name Naïve Bayes Liblinear Bayesian 

Logistic 
Regression 

Random Forests 

unigram 0.57 (0.45-0.71) 0.78 (0.68-0.92) 0.88 (0.74-1.0) 0.94 (0.81-0.97) 
bigram 0.53 (0.38-0.68) 0.75 (0.65-0.87) 0.87 (0.73-0.95) 0.93 (0.86-0.98) 
stem_unigram 0.59 (0.51-0.78) 0.80 (0.55-0.90) 0.89 (0.67-0.98) 0.93 (0.82-0.99) 
stem_bigram 0.50 (0.38-0.71) 0.76 (0.65-0.88) 0.89 (0.83-0.95) 0.94 (0.86-0.97) 
stop_unigram 0.59 (0.49-0.74) 0.71 (0.40-0.91) 0.87 (0.76-0.97) 0.90 (0.81-0.96) 
stop_bigram 0.59 (0.42-0.70) 0.69 (0.44-0.82) 0.86 (0.71-0.98) 0.88 (0.81-0.98) 
stop_stem_unigram 0.60 (0.51-0.72) 0.70 (0.41-0.86) 0.85 (0.72-0.95) 0.86 (0.79-0.96) 
stop_stem_bigram 0.57 (0.46-0.66) 0.69 (0.41-0.90) 0.83 (0.37-0.94) 0.87 (0.80-0.97) 
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5.4.  Applications 

In this study, we did not explore specific applications. The eventual driver of performance will 
dictate the necessary performance. This performance depends on the specific application. For 
example, if we used the tweet classifications to identify the tweet locations (from the subset of 
geo-located tweets), we could be more liberal in choosing a threshold that allows false positives as 
the classifier over time will identify tweets and thus locations of e-cigarette use. 

5.5.  Comprehensiveness 

In this pilot, we focused on testing the feasibility of automatic Tweet classification for this task. In 
later work, we would aim to produce the best classifiers or comprehensively compare classifier 
performance.  

6.  Conclusion 

This pilot shows that we can successfully build models to identify tweets indicating e-cigarette use 
and e-cigarette use for smoking cessation. These promising initial results form the foundation to 
build an ideal surveillance system that can collect data in real time, focus on populations of 
interest by place and characteristic, include populations unable to take the survey, allow a breadth 
of questions to answer, and enable geo-location analysis 
 
Supported in part by the NYU CTSA grant UL1TR000038 from NCATS, NIH. 
Sharing: The labeled classifications for both e-cigarette use and e-cigarette use for smoking 
cessation are available at https://github.com/yina/2015-amia-ecig-twitter-labeled as per [32]. 
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