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	is paper presents a new technique for the binarization of historical document images characterized by deteriorations and damages
making their automatic processing di
cult at several levels. 	e proposed method is based on hybrid thresholding combining the
advantages of global and local methods and on the mixture of several binarization techniques. Two stages have been included. In
the �rst stage, global thresholding is applied on the entire image and two di�erent thresholds are determined from which the most
of image pixels are classi�ed into foreground or background. In the second stage, the remaining pixels are assigned to foreground
or background classes based on local analysis. In this stage, several local thresholding methods are combined and the �nal binary
value of each remaining pixel is chosen as the most probable one. 	e proposed technique has been tested on a large collection of
standard and synthetic documents and compared with well-known methods using standard measures and was shown to be more
powerful.

1. Introduction

Binarization is an important step in the process of document
analysis and recognition. It has as goal to segment the image
into two classes (foreground and background in the case of
document images). 	e resulting image is a binary image in
black and white where the black represents the foreground
and the white represents the background. In fact, document
image binarization is critical in the sense that bad separation
will cause the loss of pertinent information and/or add
useless information (noise), generating wrong results. 	is
di
culty increases for old documents which have various
types of damages and degradations from the digitization
process itself, aging e�ects, humidity, marks, fungus, dirt, and
so forth, making the automatic processing of these materials
di
cult at several levels.

A great number of techniques have been proposed in
the literature for the binarization of gray-scale or colored
documents images, but no one between them is generic and
e
cient for all types of documents.

	e binarization techniques of grayscale images may be
classi�ed into two categories: global thresholding and local

thresholding [1, 2]. Another category of hybrid methods
can be added [3]. 	e global thresholding methods are
widely used in many document image analysis applications
for their simplicity and e
ciency. However, these methods
are powerful only when the original documents are of
good quality and well contrasted and have a clear bimodal
pattern that separates foreground text and background. For
historical document images which are generally noisy and
of poor quality, global thresholding methods become not
suitable because no single threshold is able to completely
separate the foreground from the background of the image
since there is no su
cient distinction between the gray
range of background and foreground pixels. 	is kind of
document requires a more detailed analysis, which may be
guaranteed by local methods. Local methods calculate a
di�erent threshold for each pixel based on the information
of its neighborhoods.	ese methods are more robust against
uneven illumination, low contrast, and varying colors than
global ones, but they are very time consuming since a separate
threshold is computed for each pixel of the image considering
its neighborhoods. 	is calculation becomes slower when
increasing the size of neighborhood considered. Hybrid
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methods, in contrast, combine global and local information
for segmenting the image.

In this paper, we propose a new hybrid thresholding
technique for binarizing images of historical documents.
	e proposed approach uses a mixture of thresholding
methods and it combines the advantages of the two families
of techniques: the computation speed and the e
ciency.
	e remainder of this paper is organized as follows. In
Section 2, we present some existing binarization methods.
	en in Section 3, we describe the proposed approach. 	e
experiments performed and the results will be shown in
Section 4, before concluding.

2. State of the Art

According to [4], existing methodologies for image bina-
rization may be divided under two main strategies: grouping
based and thresholding based. 	resholding based methods
use global or local threshold(s) to separate the text from the
background. In grouping based methods we distinguish two
categories: region based grouping and clustering based group-
ing methods. Region based grouping methods are mainly
based on spatial-domain region growing or on splitting and
merging. Also, clustering based grouping methods are based
on classi�cation of intensity or color values as a function
of a homogeneity criterion. However, several techniques
have been employed to reach this classi�cation: K-means
algorithm, arti�cial neural networks, and so forth.

Sezgin and Sankur [5] established a classi�cation of
binarization methods according to the information that they
exploit in 6 categories.

(i) Histogram-based methods: the methods of this class
perform a thresholding based on the form of the
histogram.

(ii) Clustering-based methods: these methods assign the
image pixels to one of the two clusters: object and
background.

(iii) Entropy-based methods: these algorithms use the
information theory to obtain the threshold.

(iv) Object attribute-based methods: they �nd a thresh-
old value based on some similarity measurements
between original and binary images.

(v) Spatial binarization methods: they �nd the optimal
threshold value taking into account spatial measures.

(vi) Locally adaptive methods: these methods are
designed to give a new threshold for every pixel.
Several kinds of adaptive methods exist. We �nd
methods based on local gray range, local variation,
and so forth.

Wepresent in this section some binarizationmethods, the
most frequently cited in the literature, and we consider only
thresholding based methods.

2.1. Global Methods. Note � the grayscale image of which
the intensities vary from 0 (black) to 1 (white) and � its

histogram of intensities. 	e number of pixels having a gray
level � is denoted as�(�).
2.1.1. Otsu’s Method. Otsu’s method [6] tries to �nd the
threshold � which separates the gray-level histogram in
an optimal way into two segments (which maximize the
intersegments variance or whichminimize the intrasegments
variance). 	e calculation of the interclasses or intraclasses
variances is based on the normalized histogram �� =[��(0) ⋅ ⋅ ⋅ ��(255)] of the image, where ∑��(�) = 1.

	e interclasses variance for each gray level � is given by

	inter = 
1 (�) × 
2 (�) × [�1(�) − �2(�)]2 (1)

such that

�1 (�) = 1
1 (�)
�−1∑
�=0

�� (�) × �,
�2 (�) = 1
2 (�)

255∑
�=�
�� (�) × �,


1 (�) = �−1∑
�=0

�� (�) , 
2 (�) = 255∑
�=�
�� (�) .

(2)

2.1.2. ISODATA Method. 	resholding using ISODATA [7]
consists in �nding a threshold by separating iteratively the
gray-level histogram into two classes, with the a priori
knowledge of the values associated with each class. 	is
method starts by dividing the interval of nonnull values of
the histogram into two equidistant parts, and next we take�1
and �2 as the arithmetic average of each class. Repeat until
convergence the calculation of the optimal threshold � as the
closest integer to (�1+�2)/2 and update the two averages�1
and�2.
2.1.3. Kapur et al.’s Method. Kapur et al.’s method [8] is
an entropy based method which takes into account the
foreground likelihood distribution �� and the background
likelihood distribution (�� = 1 − ��) in the determination of
the division entropy. 	e binarization threshold � is chosen
for which the value � = �� + �� is maximal, such that

�� = − �∑
�=0

���� × log( ����) ,
�� = − 255∑

�=�+1

��1 − �� × log( ��1 − ��) ,
(3)

where �� is the occurrence probability of the gray level � in the
image and �� = ∑��=0 ��.
2.1.4. Iterative Global 
resholding (IGT). 	e proposed
method selects a global threshold to the entire image based
on an iterative procedure [9]. At each iteration �, the following
steps are performed:

(a) calculating the average gray level (��) of the image;

(b) subtracting �� from all pixels of the image;
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(c) histogram equalization to extend the pixels over the
whole gray levels interval.

	e algorithm stops when |�� − ��−1| < 0.001.
2.2. LocalMethods. Localmethods compute a local threshold
for each pixel by sliding a square or rectangular window over
the entire image.

2.2.1. Bernsen’s Method. It is an adaptive local method [10].
	us for each pixel of coordinates (�, �), the threshold is
given by

� (�, �) = �low + �high2 (4)

such that �low and �high are the lowest and the highest gray
levels, respectively, in a squared window�×� centered over
the pixel (�, �).

However, if the local contrast �(�, �) = (�high − �low) is
below a threshold � (� = 15), then the neighborhood consists
of a single class: foreground or background.

2.2.2. Niblack’s Method. 	e local threshold �(�, �) is calcu-
lated using the mean� and standard deviation � of all pixels
in the window (neighborhood of the pixel in question) [11].
	us, the threshold �(�, �) is given by

� (�, �) = � + � × � (5)

such that � is a parameter used for determining the number
of edge pixels considered as object pixels and takes a negative
values (� is �xed −0.2 by authors).
2.2.3. Sauvola and Pietikäinen’s Method. Sauvola and
Pietikäinen’s algorithm [3] is a modi�cation of that of
Niblack in order to give more performance in the documents
with a background containing a light texture or too variation
and uneven illumination. In the modi�cation of Sauvola, the
local binarization threshold is given by

� (�, �) = � × (1 − � × (1 − ��)) , (6)

where � is the dynamic range of the standard deviation � and
the parameter � takes positives values in the interval [0.2, 0.5].
2.2.4. Nick Method. 	is method improves considerably the
binarization of lighted images and low contrasted images, by
downwards moving, the threshold of binarization [2]. 	e
threshold calculation is done as follows:

� (�, �) = � + �√ (∑#2� − �2)
NP

(7)

such that � is the Niblack factor and varies between −0.1 and−0.2 according to the application need,� is the average gray
level, #� is the gray level of pixel �, and NP is the total number
of pixels. In their tests, the authors used a window of size 19×19.

2.2.5. Sari et al.’s Method. 	is method uses an arti�cial
neuron network of multilayer perceptron (MLP) type to
classify the image pixels into two classes: foreground and
background [12]. 	e MLP has one hidden layer, 25 inputs,
and one single output. To assign a new value (black or
white) to a pixel, the MLP takes as input a vector of 25
values corresponding to the intensities of the pixel in a
5 × 5 window centered on the processed pixel. 	e MLP
parameters (structure, the input statistics, etc.) have been
chosen a�er several experiments.

2.3. Hybrid Methods

2.3.1. Improved IGTMethod. 	ismethod [13] is an improve-
ment of IGT technique from [9] and it consists of two passes.
In the �rst pass, a global thresholding is applied to the entire
image and in the second pass a local thresholding processes
areas still containing noise. To do this, the binary image
resulting from global thresholding is divided into several
segments of size % × % and for each segment the frequency& of black pixels is calculated. 	e segments satisfying the
following criteria are kept: & > � + � × � such that � and� denote the mean and the standard deviation of the black
pixels frequency in the segment, and � is a constant (equal to
2 according to the authors). For each detected area, the IGT
method is applied to the corresponding area in the original
image. Areas of size 50×50 give good results according to the
authors.

2.3.2. Gangamma and Srikanta’s Method. Gangamma and
Srikanta [14] proposed amethod based on a simple and e�ec-
tive combination of spatial �lters with gray scale morpho-
logical operations to remove the background and improve
the quality of historical document image of palm scripts. 	e
�rst step of this technique is to apply adaptive histogram
equalization (AHE) to overcome the problem of uneven
illumination in the document image. On the resulting image,
amorphological opening operation is applied and the opened
image is added later with the histogram equalized image.
A�er that, the morphological closing operation is applied to
the image for smoothing. 	e histogram equalized image is
subtracted from the smoothed image and the result is sub-
tracted again from the previous addition image. A Gaussian
�lter is subsequently applied in order to remove the noise. A
�nal improvement is obtained by adding the last image with
the histogram equalized image. Finally, a global thresholding
(Otsu’s algorithm) is required to separate the text from the
background.

2.3.3. 
resholding by Background Subtraction. 	is tech-
nique has been proposed in [15] and it consists of three steps.
	e background is modeled by removing the handwriting
by applying a closing of the original image with a small
disk as a structuring element. A�er that, the background is
subtracted from the original image which only leaves the
foreground. Finally, the resulting image is segmented using
Otsu’s algorithm multiplied by an empirical constant.
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(a) Gray level image
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(b) Its histogram

(c) 	resholding result with Otsu’s method

Figure 1: Global thresholding of a bimodal image.

2.3.4. Tabatabaie and Bohlool’s Method. It is a nonparametric
method proposed for the binarization of bad illuminated
document images [16]. In this method, the morphological
closing operation is used to solve the background uneven
illumination problem. Indeed, closingmay produce a reason-
able estimate of the background if we use the appropriate
structuring element. Experiments show that a structuring
element of size equal to twice the stroke size gives the best
results. 	e appropriate structuring element size is estimated
as follows. A global threshold is �rst applied to the original
image. 	en we look for the size of the largest black square
for each pixel and we save these values in a matrix '. 	e
biggest value of' in each connected set of pixels is calculated
and assigned to the other elements of the set. A�er that, the S-
histogram (&) is made starting from the matrix'. 	e value
of & at the point � is equal to the number of elements of '
having the value �. Finally, we determine �max, the greatest
value of �, with � satisfying

�∑
�=1
& (�) > 0.02 × ∞∑

�=1
& (�) , 2�∑

�=�
& (�) = 0. (8)

	e structuring element size will be 2�max.

3. Proposed Technique

As we said earlier, the global thresholding techniques are
generally simple and fast which tend to calculate a single
threshold in order to eliminate all background pixels and
preserve all foreground pixels. Unfortunately, these tech-
niques are only applicablewhen the original documents are of
good quality, well contrasted, and with a bimodal histogram.
Figure 1 shows an example.

When the documents are of poor quality, containing
di�erent types of damages (stains, transparency e�ects, etc.),
with a textured background anduneven illumination orwhen
the gray levels of the foreground pixels and the gray levels of
the background pixels are close, it is not possible to �nd a
threshold that completely separates the foreground from the
background of the image (Figure 2).

In this case, a more detailed analysis is needed, and we
have recourse to local methods. Local methods are more
accurate and may be applied to variable backgrounds, quite
dark or with low contrast, but they are very slow since the
threshold calculation, based on the local neighborhood infor-
mation, is done for each pixel of the image.	is computation
becomes slower with larger sliding windows.

To solve this problem, we propose a hybrid thresholding
approach that will be fast and at the same time e�ective as
well as local methods and that is achieved by combining
the advantages of both families of binarization methods. 	e
proposed technique uses two thresholds �1 and �2 and it
runs in two passes. In the �rst pass, a global thresholding is
performed in order to class the most of pixels of the image.
All pixels having a gray-level higher than �2 are removed
(becomes white) because they represent the background
pixels. All pixels having a gray level lower than �1 are
considered as foreground pixels and therefore they are kept
and colored in black. 	e remaining pixels are le� to the
second pass in which they are locally binarized by combining
the results of several local thresholding methods to select the
most probable value.

We detail in the following the processing steps.

3.1. Estimation of Two 
resholds �1 and �2. 	e �rst step in
the binarization process is the calculation of the two thresh-
olds�1 and�2. Since the thresholding purpose is to divide the
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(a) Original image (b) Otsu’s thresholding result
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Figure 2: Global thresholding of degraded image.

image into two classes: foreground and background and since
a single threshold is not able to accomplish this task, the use
of more separation thresholds seems be a perfect solution.

	ese two thresholds are estimated from the gray levels
histogram of the original image and represent the average
intensity of the foreground and background, respectively.

To obtain these two thresholds, we �rst compute a global
threshold � using a global thresholding algorithm which can
be Otsu’s algorithm, Kapur, or any other global algorithm.
In our approach, we opted for the Otsu algorithm because
this technique has shown its e
ciency and overcame other
global methods in several comparative studies [17, 18]. �
separates the gray levels histogram of the image into two
classes: foreground and background.�1 and �2 are estimated from �. Noting *min the
minimum distance between the average intensity of the
foreground is represented by the �rst half of the histogram
and the average intensity of the background is represented by
the second half:

�1 = � − *min2 ,
�2 = � + *min2 . (9)

3.2. Global Image 
resholding Using �1 and �2. A�er the
estimation of the two thresholds �1 and �2, all pixels having
a gray level higher than �2 are transformed into white which
eliminates most of the image background, and those whose
gray level is less than �1 are colored in black. Note � the
resulting image. 	ese pixels are certainly foreground pixels.
	e resulting image still contains some noise, but all the
foreground information is preserved.

3.3. Local 
resholding of the Remaining Pixels. 	e pixels
unprocessed in the previous step (those with a gray level
between �1 and �2) may be from the foreground and thus
must be preserved; likewise they may be background’s or
noise’s pixels and should be removed. 	e decision to assign
the remaining pixels to one of the two classes: foreground or
background is performed using a local process by examining
the neighborhood of these pixels. To guarantee amore correct
classi�cation, we propose to apply several local thresholding
methods. In our experiments, we chose the following meth-
ods: Niblack, Sauvola, and Nick, since these methods were
ranked in �rst places in several previous comparative studies
[2, 19, 20].

For each pixel (�, �) of � not yet classi�ed, we calculate
locally its new binary values (0 for black and 1 for white)
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obtained by applying Niblack’s, Sauvola’s, and Nick’s methods
and we obtain thus three temporary images �1, �2, and �3,
respectively. Each one of the three local methods computes
the binary value of each remaining pixel (�, �) by

�� (�, �) = {0, if � (�, �) < LT� (�, �) ,255, otherwise,
1 ≤ � ≤ 3

(10)

with LT1, LT2, LT3 being the local threshold computed using
Niblack’s, Sauvola’s, and Nick’s methods, respectively.

	e �nal binary value ��(�, �) of each remaining pixel is
that resulted of at least two of the three methods:

�� (�, �) = {{{{{
0, if

3∑
�=1
�� (�, �) < 2,

1, otherwise.
(11)

4. Experiments and Results

Experiments have been performed in order to estimate the
performance of our approach. We applied the proposed
technique over a large test set and compared the obtained
results with well-known methods, including global, local,
and hybrid methods. 	e comparison will estimate both the
binarization quality and the execution time.

Firstly, for parameterized methods a series of experi-
ments have been performed in order to set their optimal
parameter values. Note PS(�) the parameters set of a speci�c
thresholding method �. For example, PS(Niblack) = {�, �},
PS(Sauvola) = {�, �, �}, and so forth. We try to �nd the
optimal values of PS(�) giving the binarization results which
are closest to the ground truth images. A speci�c range of
values [;, ?] is �rst de�ned for each parameter. To improve
the accuracy of the process, we used a wide initial range
for every parameter. For Niblack’s method per example, the
range of the parameter � is de�ned as [;, ?] = [3, 299]. A�er
that, we apply the binarization method � with the di�erent
values of PS(�) from the prede�ned ranges on the test set
described in Section 4.1. We compare the binarization results
with the ground truth images using the evaluation measures
detailed in Section 4.2. A ranking of the obtained results is
then performed according to each measure separately. By
calculating the sum of all ranks, we can infer the optimal
set of parameter values as leading to the top ranks. 	e
optimal parameter values of the parameterized methods are
summarized in Table 1.

4.1. Test Bases. Two test sets have been used for the eval-
uation of the proposed method. 	e �rst is a public set
composed of document images from the four collections pro-
posed within the context of the competitions DIBCO 2009
(http://users.iit.demokritos.gr/∼bgat/DIBCO2009/bench-
mark/), H-DIBCO 2010 (http://www.iit.demokritos.gr/∼
bgat/H-DIBCO2010/benchmark), DIBCO2011 (http://utopia
.duth.gr/∼ipratika/DIBCO2011/benchmark), and H-DIBCO
2012 (http://utopia.duth.gr/∼ipratika/HDIBCO2012/bench-

Table 1: Optimal parameters values of the parameterized methods.

Binarization technique Optimal parameter values

Niblack [11] � = −0.2 and � = 35
Sauvola and Pietikäinen [3] � = 0.2, � = 128 and � = 27
Nick � = −0.1 and � = 19
Improved IGT % = 50 and � = 3

mark). 	ese four collections contain a total of 50 real
documents images (37 handwritten and 13 printed) coming
from the collections of several libraries, with the associated
ground truth images. All the images contain representative
degradations which appear frequently (e.g., variable back-
ground intensity, shadows, smear, smudge, low contrast,
and bleed-through). Figure 3 shows some images from these
collections.

	e second set of images is a synthetic collection com-
posed of 150 synthetic images of documents constructed
by the fusion of 15 di�erent backgrounds and 10 binary
images (Figure 4). 	e fusion is done by applying the image
mosaicing by superimposing technique for blending [21].	e
idea is as follows: we start with some images of documents
in black and white, which represent the ground truth, and
with some backgrounds extracted from old documents and
we apply a fusion procedure to get as many di�erent images
of old documents. However, Stathis et al., in [22], proposed
two di�erent techniques for the blending:maximum intensity
and image averaging. We adopt using the image averaging
technique in order to have a more natural result.

4.2. Evaluation Measures. In addition to the execution time,
the qualitative assessment is performed in terms of �ve
standard evaluation measures used in DIBCO 2009, H-
DIBCO 2010, DIBCO 2011, and H-DIBCO 2012 which are C-
measure, PSNR, NRM, MPM, and DRD.

Note TP, TN, FP, and FN the true positive, true negative,
false positive, and false negative values, respectively.

4.2.1. C-measure. C-measure was introduced �rst by Chin-
chor in [23]:

C-Measure = 2 × Recall × Precision

Recall + Precision
, (12)

where

Recall = TP

TP + FN
, Precision = TP

TP + FP
. (13)

4.2.2. PSNR. PSNR is a similarity measure between two
images. However, the higher the value of PSNR, the higher
the similarity of the two images [24, 25]:

PSNR = 10 ⋅ log( �2
MSE

) , (14)
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(a) (b)

(c) (d)

Figure 3: Images taken from the collections of (a) DIBCO 2009, (b) H-DIBCO 2010, (c) DIBCO 2011, and (d) H-DIBCO 2012.

(a) (b) (c)

Figure 4: Image of document obtained by fusing binary image and background. (a) Background from old document, (b) ground truth binary
image, and (c) the resulting synthetic image.

where

MSE = ∑	�=1∑
�=1 (� (�, �) − �2 (�, �))2'D . (15)

� and �2 represent the two images matched. ' and D
are there height and width, respectively. � is the di�erence
between foreground and background.

4.2.3. NRM (Negative Metric Rate). NRM is based on the
pixelwise mismatches between the ground truth and the

binarized image [26]. It combines the false negative rateNRFN

and the false positive rate NRFP. It is denoted as follows:

NRM = NRFN +NRFP2 (16)

with

NRFN = FN

FN + TP
, NRFP = FP

FP + TN
. (17)

Contrary to C-measure and PSNR, 	e better binariza-
tion quality is obtained for lower NRM value.
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Table 2: Average results obtained on the test dataset.

Execution time (ms)
C-measure

(%)
PSNR

NRM
(×10−2) MPM

(×10−3) DRD

Global

Otsu [6] 458,75 80,565 15,716 8.83 2.961 26.208

Kapur et al. [8] 520,828 81,921 15,692 8.109 2.059 23.104

IGT 309,543 76,556 14,307 10.11 2.778 28.73

Local

Niblack [11] 78504.1 66.88 7.78 11.47 18.239 43.42

Sauvola and Pietikäinen [3] 73914.2 85.68 18.62 7.95 1.254 6.13

Nick 72480.9 82.22 19.047 9.31 2.201 5.27

Hybrid

Improved IGT 487,943 78,039 14,728 12.05 3.72 22.78

Gangamma and Srikanta [14] 73999,157 69,187 13,469 21.71 15.43 38.81

Background Subtraction
thresholding

1122,057 68,907 13,432 22.34 17.75 40.97

Tabatabaei and Bohlool [16] 75875 85.82 26.69 8.2 1.183 3.439

Proposed Approche 1417.86 87.44 27.97 6.74 1.025 3.161

4.2.4. MPM (Misclassi�cation PenaltyMetric). 	emisclassi-
�cation penaltymetricMPMevaluates the binarization result
against the ground truth on an object-by-object basis [26]:

MPM = MPFN +MPFP2 , (18)

where

MPFN = ∑FN
�=1 *�FNE , MPFP = ∑FP

�=1 *�FPE . (19)

*�FN and *�FP denote the distance of the �th false negative
and the Fth false positive pixel from the contour of the ground
truth segmentation. 	e normalization factor E is the sum
over all the pixel-to-contour distances of the ground truth
object. A low MPM score denotes that the algorithm is good
at identifying an object’s boundary.

4.2.5. DRD (Distance Reciprocal Distortion Metric). DRD is
an objective distortion measure for binary document images,
and it was proposed by Lu et al. in [25].	ismeasure properly
correlates with the human visual perception and it measures
the distortion for all the G �ipped pixels as follows:

DRD = ∑�=1DRD�
NUBN

. (20)

NUBN is the number of the nonuniform 8 × 8 blocks in the
GT image.

DRD� is the distortion of the �th �ipped pixel of coordi-
nate (�, �) and it is calculated using a 5 × 5 normalized weight
matrixH
�. 	is last is de�ned in [25] as follows:

H
� (�, F) = H� (�, F)∑��=1∑��=1H� (�, F) (21)

such that

H� (�, F) = {{{{{
0, for � = ��, F = F�,1
√(� − ��)2 + (F − F�)2

, otherwise.
(22)

With� = 5 and �� = F� = (1 + �)/2.
DRD� is given as follows:

DRD� = 2∑
�=−2

2∑
�=−2

JJJJ�GT (� + �, � + F) − �� (�, �)JJJJ
× H
� (� + 2, F + 2) .

(23)

4.3. Results andDiscussion. 	eaverage results obtained over
the test images are summarized in Table 2. 	e �nal ranking
of the compared methods is shown in Table 3, which also
summarizes the partial ranks of each method according to
each evaluation measure and the sum of ranks.

From Tables 2 and 3, it is clear that our proposed method
is totally ranked �rst and has the best performances according
to all measures of binarization quality. It exceeded local
methods such as the famous Sauvola and Pietikainenmethod,
which ranked 3rd in our experiments, and even other hybrid
techniques. Indeed, the combination of three local threshold-
ing techniques enabled a more robust determination of the
binary value of each pixel by taking the most likely value.

Regarding the execution time, our method is very fast
compared to local methods (about 52 times more than
Sauvola and Pietikainen’s method), which enabled us to earn
about than 98% of the execution time. 	is is logical because
only a portion of the pixels (having a gray level between the
two thresholds �1 and �2) is locally analyzed.
5. Conclusion

In this paper we tackled the problem of foreground/back-
ground separation from the images of historical documents.
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Table 3: Final ranking of the compared methods on the test set.

Rank Method
Execution time

(ms)
C-measure

(%)
PSNR

NRM
(×10−2) MPM

(×10−3) DRD Sum of ranks

1 Proposed Approche 6 1 1 1 1 1 11

2 Tabatabaei and Bohlool [16] 10 2 2 4 2 2 22

3 Sauvola and Pietikäinen [3] 8 3 4 2 3 4 24

4 Kapur et al. [8] 4 5 6 3 4 6 28

5 Nick 7 4 3 6 5 3 28

6 Otsu [6] 2 6 5 5 7 7 32

7 IGT 1 8 8 7 6 8 38

8 Improved IGT 3 7 7 9 8 5 39

9 Gangamma and Srikanta [14] 9 9 9 10 9 9 55

10
	resholding by Background
Subtraction

5 10 10 11 10 10 56

11 Niblack [11] 11 11 11 8 11 11 63

We proposed a hybrid approach of degraded document
images binarization. 	e proposed approach runs on two
passes. Firstly, a global thresholding using Otsu’s algorithm is
applied on the entire image, and two di�erent thresholds are
determined. All pixels below the �rst threshold are preserved
and all pixels higher than the second threshold are eliminated
as they represent surely background pixels. 	e remaining
pixels are then processed locally based on their neighborhood
information. In this step, three local thresholding methods
are combined in order to obtain a more accurate decision.
Since the number of pixels processed locally is very small
compared to the total number of pixels, the time required for
the binarization is reduced considerably without decreasing
the performances. To validate our approach, we compared
it with the state-of-the-art methods from the literature and
the obtained results on standard and synthetic collections are
encouraging and con�rm our approach.
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