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ABSTRACT

Digitization of newspaper article is important for register-
ing historical events. Layout analysis of Indian newspaper
is a challenging task due to the presence of different font
size, font styles and random placement of text and non-text
regions. In this paper we propose a novel framework for
learning optimal parameters for text graphic separation in
the presence of complex layouts. The learning problem has
been formulated as an optimization problem using EM algo-
rithm to learn optimal parameters depending on the nature
of the document content.

Categories and Subject Descriptors

I.7.0 [Computing Methodologies]: Document and Text
Processing - General; 1.5.4 [Computing Methodologies]:
Pattern Recognition—Application

General Terms

Text Document Image Classification System

Keywords

Text Graphic Separation, Indian Newspaper, Complex Lay-
out, Parameter Estimation

1. INTRODUCTION
The process of converting physical document page into

digital format is important for its preservation and archival.
Digitization of books for search and indexing applications
has been extensively studied. Similar work on newspaper
articles can be done along with other upcoming applications
like aligning TV newscast and newspaper reports for effec-
tive retrieval of related articles across different media.

A major step in digitization of document images is identi-
fication of homogeneous regions of text and graphics. Since
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the text carries most of the information it becomes necessary
to locate text within the document image and recognize it
to extract hidden information. Text graphic separation has
been the most challenging problem in document image anal-
ysis. In literature, methods for text graphic separation have
mostly focused on document images with simple manhat-
tan layouts. These methods tend to fail on complex layout
document images such as newspapers, where the text and
graphic components are randomly positioned and wide vari-
ation in font size and style exists. Utilizing texture prop-
erties alone is not enough for obtaining satisfactory results.
Exploiting content specific information i.e. features based
on script characteristics [24] can be readily used in com-
bination to distinguish between text and graphics. Hence,
combining contextual and content related information over
a local neighbourhood can provide an effective solution to
text graphic separation.

Most of the existing work on text graphic segmentation
show satisfactory results on document images available in
Latin scripts. However, these algorithms may not be ef-
fective for document images in Indic scripts due to script
complexity. Indian scripts can be visually discriminated by
observing the curliness in the script or the presence of hor-
izontal line at the top of the words along with other domi-
nant vertical strokes. Scripts like Devanagari, Bangla, Gu-
rumukhi etc use a four ruled standard due to the presence
of shiro-rekha. While scripts like Telugu, Tamil, Malayalam
etc. lack such standards as the components overlap with
the boundaries of the neighbouring lines due to which the
block/line level segmentation becomes complex and ineffi-
cient. Thus, scripts based features can provide valuable in-
formation for locating text regions within a document image.
Moreover, most of the text graphic segmentation algorithms
rely on one or more parameters for their successful execu-
tion. The values assigned to these parameters are usually
application specific or based on some heuristics. Hence, es-
timating optimal values instead will help in generalizing the
algorithm as well as provide accurate results.

This paper presents a modification of the earlier work
on text graphic separation [1] that exploits the nature of
the document image content for learning optimal parame-
ters for binarization and effective text graphic separation.
The approach utilizes local spatial texture properties along
with the script characteristics to enhance the performance
of the text graphic separation. In our earlier work, for seg-
mentation optimal values for P/N ratio were estimated to
distinguish between text and graphics using a fixed window
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Figure 1: Failure case of using fixed neightbood of
size 350×350 on newspaper data

size. However, adapting the same approach did not work for
newspaper images because of the following issues 1) random
placement of text and graphics 2) close proximity of graph-
ics and text regions 3) wide variation in text font type and
style. Figure 1 shows a sample newspaper image where using
a fixed neighborhood of size 350×350 results in removal of
text surrounding the image. While figure 2(o) shows an im-
provement in the output when an optimal neighborhood size
estimated by the proposed algorithm is applied. In this pa-
per, we modify the earlier approach by adaptively estimating
the local neighbourhood size along with the P/N ratio for
better identification of text graphics regions in newspaper
images. The earlier work was demonstrated on document
images from books where the layout is simple as compared
to newspapers and the font size and style remains constant
throughout. Here we evaluate the performance of the text
graphic sepration approach on newspaper articles.

The organization of the paper is as follows. Section 2 gives
a brief summary of the related work. Section 3 discusses our
approach in details. The experiments performed are shown
in Section 4. Finally the conclusion of the paper is discussed
in Section 5.

2. RELATED WORK
Over the years several document layout analysis algo-

rithms have been proposed in [4, 19, 21, 26]. Many methods
have been proposed to address the problem of text-graphics
separation in document images [3, 23, 27, 25, 22]. The most
commonly used approach for text/graphic separation in doc-
ument images [5, 6] is based on connected component analy-
sis. These approachs tend to fail on low resolution and noisy
images with complex layout as they lack clear separations.
Wavelet based approach [15] works well for identifying half-
tones, but due to similar spatial characteristics of text and
graphics the graphic patterns get classified as text. In [12],
authors show use of Gabor filter for text graphic separa-
tion. In [2, 28], authors segment the document image into
blocks using run-length smearing and classify each block as
either text or graphic using local statistical features. Such
approaches fail on document images with complex layout
where the text and graphic regions are placed in a random
fashion. In [13], author use orientation distribution using au-
tocorrelation over a fixed window for locating text graphic in
ancient document images. The algorithm fails if the window
happens to contain single text line.

The random placement of different components (text, graph-
ics and half-tones) and variation in the gap between com-
ponents prohibits the application of document image seg-
mentation algorithms on newspapers. The problem of lay-
out analysis on newspaper data has been addressed by few
researchers [8, 7, 9, 10, 17, 18, 20, 16]. Gatos et al [8] pro-
posed a two stage technique for layout analysis of newspa-
per page. In first stage, various regions are extracted using
smearing and connected component labelling. A rule based
approach is applied in second stage to identify various re-
gions. Liu et al [16] presented a component based bottom-
up algorithm for analysing complex newspaper layout. This
algorithm is based on layout rules which are designed heuris-
tically. In [29], presents classification of newspaper image
block using textural features. The technique proposed as-
sumes homogeneous rectangular blocks are extracted using
RLSA and Recursive XY-cut. The blocks are then classi-
fied based on statistical textural features and feature space
decision techniques. Most of the work reported have experi-
mented with newspapers available in Latin, Arabic and Chi-
nese scripts. In contrast, very few authors have addressed
the text non-text separation for Indian script. In [14], au-
thors use projection-profile based algorithm to separate text
blocks from non-text blocks in a Devanagari document. Due
to the presence of shiro-rekha the horizontal profile possesses
regularity in frequency, orientation and spatial cohesion for
text blocks. This helps in separating text blocks from non-
text blocks.

In contrast to earlier approaches, we present a technique
which can be applied to documents with different layouts.
The proposed framework is a modification of our earlier work
[1]. The approach utilizes local spatial texture features to
adaptively learns parameters for text graphic separation in
documents with complex layouts. An EM based estimation
framework has been formulated to learn parameters based
on the nature of the document image content. The charac-
teristics of the content are represented using Edge Direction
Histogram (EDH) features. The evaluation results establish
the efficiency of the proposed approach.

3. TEXT GRAPHIC SEPARATION IN NEWS-

PAPER ARTICLES
We propose an approach that adaptively learns parame-

ters based on the content of the document for text graphic
separation in newspaper articles. The approach utilizes the
spatial texture properties over a local neighbourhood, the
dimensions of which are also one of the parameters that
are learned during optimization. Each script is represented
as a distribution over edge direction histogram (EDH) fea-
tures [24]. These distributions are used to model the script
characteristics that are learned from the training data us-
ing Expectation Maximization (EM) algorithm. We now
describe the parameter optimization and text graphic sepa-
ration methodologies in detail in the following sections.

3.1 Parameter Optimization
EM algorithm is an iterative method for finding maximum

likelihood estimates of parameters in statistical models. Our
EM based parameter estimation framework relies on the na-
ture of the document image content. The documents in the
training set are ground-truth images in which the regions of
the text are marked. Each document from the training set



is represented as (Ei, ri,Wi(m,n)), where i denotes the doc-
uments in the training set. Ei is the global EDH of the ith

ground-truth image responsible for modelling the document
content. The edge direction features are computed by con-
volving the document image with Sobel mask in horizontal
and vertical directions. We then compute the direction of
edges to generate a histogram of edges with b-bins to obtain
a b-dimensional feature vector. EDH bin size b = 32 is cho-
sen empirically. ri and Wi(m,n)) are the parameters to be
optimized, where ri is the P/N ratio computed over a local
neighbourhood Wi(m,n)) respectively. The EM framework
is summarized in table 1.

Table 1: EM based Optimization Framework

Input Xi = (X1, X2......, Xn) be n training images
Output Optimized paramter : ri and Wi(m,n))
Procedure

1) Each training image is represented as Xi =
(Ei, ri,Wi(m,n)), Ei is the EDH and ri andWi(m,n)
are the parameters to be estimated (ri: P/N ratio and
Wi(m,n): local neighbourhood of size (m×n))

2) OP (Xi) gives the optimum ri and Wi(m,n) for any
Xi

3) d(Xj , Xi) be the Kullback Leibler divergence between
two distribution (Xj , Xi). Where Xj be the latent
variable for jth document from test set.

4) Iterate E and M steps untill convergence

4a) E-Step: To begin with, assume some seed value for
rt, W t(m,n) and get the edge descriptor histogram
Et to obtain Xj = (Et, rt,W t(m,n)).

4b)M-Step: Obtain rt+1 by
rt+1 = OP{arg mini ∈ [1,n]d(Xj , Xi)}.

3.2 Adaptive Segmentation
For a given gray-scale document image, it is binarized

using the method described in [1]. We first perform con-
nected component labelling that provide connected regions
of varying sizes. Generally it is observed that the larger
connected regions are graphics which should be removed to
restrict the further processing of components that are prob-
able text strings. An appropriate threshold is selected based
on the relative frequency of occurrence of components as a
function of their size. This connected component based pro-
cessing does not work for all cases, because the graphics may
or may not be completely connected.

The adaptive segmentation scheme presented here does
not require block segmentation, but works at pixel level.
We now apply the parameters learned using EM for text
graphic separation. The text/graphics segmentation prob-
lem is modelled as an optimization problem where we esti-
mate optimal values for P/N ratio and local neighbourhood
size Wi(m,n).

In this paper we detect the pseudo-periodic pattern that
efficiently discriminates text from graphics, due to difference
in the spatial distribution of black pixels. The horizontal
projection for text regions depict pseudo-periodicity in con-
trast with graphics. The pseudo-periodic pattern is the au-
tocorrelation of the horizontal projection profile over a local
neighbourhood. Based on this we define a parameter called
P/N ratio. Where P is the cumulative height with positive

slope and N is the cumulative height with negative slope
in the autocorrelation plot. Let y[n] be the autocorrelation,
then P and N are given by equation 1

P =
∑
|y[n+ 2]− y[n]|, if(y[n+ 2]− y[n]) > 0

N =
∑
|y[n+ 2]− y[n]|, if(y[n+ 2]− y[n]) < 0 (1)

Generally it is observed that the P/N ratios shows a clear
distinction between text and graphics. However, for cases
where window overlaps text and graphics pixels in unequal
proportions the P/N ratio estimated is not optimal. Hence,
adaptive tuning of P/N ratio over different local neighbour-
hood size is necessary. In contrast to our earlier work [1],
where a fixed neighbourhood of size 350× 350 was used, we
learn optimal neighbourhood size to improve the segmenta-
tion in newspaper images.

For each image in the training dataset we have its corre-
sponding ground-truth where we have the text and non-text
regions marked at pixel level. For segmentation, we slide a
window of different sizes over the image with the pixel to be
classified placed at the centre of this window. For every win-
dow size we calculate the P/N ratio (ri) as described above.
If ri is less than P/N ratio threshold, the pixel is marked as
graphics and vice-versa. For training dataset P/N ratio is
determined iteratively over the range [0.01, 0.9] in steps of
0.05. Different segmentation outputs are obtained for differ-
ent window size and P/N ratio. The P/N ratio and window
size which gives the best match between the segmentation
output and the ground-truth is selected. To find the best
match we compute the KL divergence between the EDH of
the segmentation output and ground-truth. Thus, for all im-
ages in the training dataset, we store EDH (E(ri,W i(m,n)))

and the corresponding P/N ratio threshold (ri). For seg-
mentation of test images, we start with 0.01 as seed value
for P/N threshold and window of size 100 × 100. The next
value in the iteration is determined using the trained EM
framework as summarized in table 2.

Table 2: Segmentation: Optimization Framework

Inputs: Binary test image I, training dataset,
{Ej , rj ,Wi(m,n)} where j = 1, ..., n.

Outputs: Segmented binary image containing text
Steps:

1) Set i ← 1 and let r(1) ← 0.01 and Wi(m,n) ←
(100× 100) be the initial values.

2) Get the segmented image I(i) with P/N ratio
threshold ri and W i(m,n) for ith iteration.

3) Compute EDH Z of the resultant image I(i).
4) Apply (r⋆,W ⋆(m,n)) =

OP{arg minjǫ[1,n]d(Z,Ej)},
where d is KL divergence measure and OP{j} =
(rj ,W

⋆(m,n)) is the optimal P/N ratio.
5) Check convergence criterion, If (r⋆,W ⋆(m,n)) =

(ri,W i(m,n)), then exit.
6) Set (ri+1,W i+1(m,n)) ← (r⋆,W ⋆(m,n)) and go

to step 2.

4. RESULTS AND DISCUSSION



In this section we present the segmentation results ob-
tained by the proposed framework. The performance of
our segmentation algorithm is tested on a set of newspaper
articles collected from six different Indian language news-
papers, namely, Gurumukhi, Hindi, Kannada, Malayalam,
Tamil and Telugu. For experiments, we have prepared a
training set with 600 newspaper images, 100 images taken
from each script. Ground-truth images were generated by
manual labelling at pixel level. Our test-set focused on the
newspaper images with both graphics and text. We col-
lected 45 such images along with few images with only text
regions.

The effectiveness of our algorithm is demonstrated by the
results obtained on the examples shown in first column of
figure 2. The second column shows the results of adaptive bi-
narization. Text-graphics segmentation results are shown in
the third column. It is worth noting that the complex layout
of newspaper image is segmented properly. The algorithm
learns the P/N ratio on the running text in which headlines
comes very rare. Therefore, headlines and boldface fonts are
segmented as graphics. However, when the headlines are of
similar size as text, they are segmented correctly as text.

The method used for evaluating the performance of our
algorithm is based on counting the number of matches be-
tween the pixels segmented by the algorithm and the pixels
in the ground truth [11]. We calculate the intersection of
the pixel sets of the obtained segment blocks (OB) and the
ground truth blocks (GB), and compute the following accu-
racy measure:

no. of pixels common to both OB and GB

maximum area of the two OB or GB
(2)

The accuracy of the segmentation algorithm proved to be
87-100% when evaluated against the ground-truth for our
test set. The accuracy was 100% for pages with only text
regions. For the pages with both text and graphics, we have
been able to correctly segment 39 images out of 45. The er-
rors were mostly due noisy and degraded newspaper images.
We anticipate to improve the segmentation results by exper-
imenting with differnt pre-processing routines to handle de-
graded images. In addition, the performance and accuracy
of our algorithm can be improved by adding more newspa-
per images, with different layout and scripts with different
fonts size and style in the training set.

5. CONCLUSION
This paper contributes a unique technique for segmenting

text graphics in Indian newspapers. The proposed tech-
nique can be easily adapted for a variety of complex layouts
and scripts. The technique has been tested on a variety of
document images from different newspapers and books with
different page layouts. The results show that it works sat-
isfactorily. Grouping of different segmentation components
into areas that have similar function is part of our future
work.
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Figure 2: (a, d, g, j, m) show original newspaper ar-
ticle images, (b, e, h, k, n) shown the corresponding
binarized images and (c, f, i, l, o) show the results
obtained by our approach
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