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ABSTRACT The large amount of text that is generated daily on the web through comments on social

networks, blog posts and open-ended question surveys, among others, demonstrates that text data is used

frequently, and therefore; its processing becomes a challenge for researchers. The topicmodeling is one of the

emerging techniques in text mining; it is based on the discovery of latent data and the search for relationships

among text documents. In this paper, the objective of the research is to evaluate a generic methodology based

on topic modeling and text network modeling, that allows researchers to gather valuable information from

surveys that use open-ended questions. To achieve this, this methodology has been evaluated through the

use of a case study in which the responses to a teacher self-assessment survey in an Ecuadorian university

have been studied. The main contribution of the article is the inclusion of clustering algorithms in order

to complement the results obtained when executing topic modeling. The proposed methodology is based

on four phases: (a) Construction of a text database, (b) Text mining and topic modeling, (c) Topic network

modeling and (d) The relevance of the identified topics. In previous works, it has been observed that the

human interpretative contribution plays an important role in the process, especially in phases (a) and (d).

For this reason, the visualization interfaces, such as graphs and dendograms, are of critical importance for

researchers in order allow topic to efficiently analyze the results of the topic modeling. As a result of this case

study, a compendium of the main strategies that teachers carry out in their classes with the aim of improving

student retention is presented. In addition, the proposed methodology can be extended to the analysis of the

unstructured textual information found in blogs, social networks, forums, etc.

INDEX TERMS Latent Dirichlet allocation, open-ended questions, teacher self-assessment, topic modeling,

topic network.

I. INTRODUCTION

The absence of a generic methodology when it comes to

performing text analysis has become a great challenge and

a gap in research in the text mining field. This is a problem

because the text mining models used are different for each

case, since each area has a set of specific words with different

semantic meanings. For example, the text mining model used

to analyze messages on the social network Twitter is very

The associate editor coordinating the review of this manuscript and

approving it for publication was Yongqiang Zhao .

different from the text mining model used to analyze the

answers to open-ended questions in a given survey [1]. One

of the most powerful and widely used techniques for text

mining, the recovery of hidden information in texts and social

network analysis is the topic modeling [2]. Based on these

premises, it is appropriate to develop a model with generic

criteria that guarantee the validity and reliability of the topic

modeling that is applied to different areas. The present study

emphasizes four aspects to be taken into consideration in

any methodology aimed at the effective application of topic

modeling: (a) a clear definition of the process of collection
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and the pre-processing of the text database; (b) the correct

selection of the parameters of the topic modeling; (c) an

evaluation of the reliability of the model; and (d) a thorough

interpretation of the topics identified.

On the other hand, it should be noted that the answers to

open-ended questions represent an unstructured data source

with very valuable information. The idea of extracting infor-

mation through open-ended questions is very attractive, and

widely-used in different areas and web platforms, because

these data really represent the respondents’ criteria [2].

The large amount of text generated by web applications

and, in this particular case, surveys with open-ended ques-

tions, shows that the text type data is increasingly used.

Therefore, it is necessary to deepen the study of meth-

ods aimed at automatically analyzing textual information.

The application of different techniques used in natural lan-

guage processing (NLP) allows the management of the

human language information described in text documents [3].

According to article [4], technological development has made

the traditional form of communication known as ‘‘word of

mouth’’ become a new form of communication: electronic

word of mouth (e-WOM). This term was coined by Gold-

smith and Horowitz [5] as the internet communication that

occurs through online applications and platforms such as

those mentioned above and that generate a lot of textual

information.

Topic modeling focuses on the grouping of text documents,

assuming that each document is a function of latent variables

entitled topics. In topic modeling, a topic is composed of a

list of words generated through appropriate statistical meth-

ods [6]. A text can be a book chapter, blog posts, an email,

answers to open-ended questions, and any type of unstruc-

tured text. Topic modeling is not aimed at understanding

the semantics of words in text documents. Topic modeling

is usually referred to as ‘‘unsupervised’’ methods because

they involve an inference process rather than assuming the

content of the topics under consideration, and have been used

in a variety of fields such as social networking, software

engineering, linguistic scienc, etc. [2].

Topic modeling through Latent Dirichlet Allocation

(LDA), first introduced by Blei, Ng and Jordan in 2003 [6],

is a computational analysis technique that can be used to

investigate the thematic structure of a collection of textual

data. The algorithm combines an inductive approach with

statistical measures, which makes it particularly suitable for

exploratory and descriptive analysis [7].

In the educational area, teacher assessment is a formal and

systematic process that allows the measurement of teacher

performance. The setting of teaching standards in higher

education institutions requires teachers to perform effectively

to meet these standards [8]. Therefore, assessing teachers

in terms of identifying their virtues or shortcomings is a

vitally important process. Effective teachers are expected to

demonstrate high levels of teaching skills in order to meet the

required standards of responsibility, and to care deeply about

students and their success.

In this paper, a case study is presented in which the answers

to an open-ended question contained in a teacher self-

assessment survey in an Ecuadorian university are studied.

The teacher assessment system implemented at the univer-

sity under consideration consists of a number of compo-

nents: hetero-evaluation, co-evaluation, and self-assessment.

Hetero-evaluation, in the educational field, is the students’

assessment of the teacher, with the aim of evaluating their

performance in the teaching-learning process. The univer-

sity employs a hetero-evaluation model consisting of five

blocks. The first refers to the teaching methodology used

by the teacher. The second covers the fulfillment of the

objectives of the subject. The third allows the student to

make a comparison of the course being evaluated with other

subject taken. The fourth reflects the expectations of the

student in this subject. Finally, the fifth allows the student to

express himself openly on some additional topics related to

teacher assessment. Co-evaluation or also called peer eval-

uation it is the observation of a class session in which a

teacher of the same area of knowledge, serves as an observer

for one of they colleagues. Self-assessment is the process

through which teachers engage in a self-analysis of their

performance in the teaching-learning process. Teachers are

the best judges of their own performance, as they are able

to take responsibility for much of their own professional

development [8].

In the university under consideration, the teachers’ self-

assessment process is carried out through a online survey

that contains 12 open-ended questions. Open-ended questions

provide significant data in the types of surveys and ques-

tionnaires that are used in teacher self-assessment processes.

Such data can provide researchers with information on the

respondents’ attitudes and opinions, that cannot be easily

obtained from closed-question data [9]. However, the use

of open-ended questions has an associated set of analytical

problems, particularly in terms of identifying coherent topics

that are compatible with the questions raised [10].

This study proposes the application of a methodology to

execute a topic modeling algorithm in surveys with open-

ended questions, with the aim of providing information on

the strategies used by teachers to improve student retention

in the university.

Most organizations now use online open-ended question

surveys to request feedback from stakeholders on a wide

variety of topics (for example, ‘‘how can we improve our

service?’’). Open-ended questions become a key component

of surveys. They are used to identify opinions and clarify

ambiguities that researchers have not thought before [1].

However, for large samples the task of analyzing this informa-

tionmanually is practically impossible. Due to a large amount

of textual data that is generated in virtual environments, text

analysis is becoming a rapidly growing field [11]. In this

context, the topic modeling technique is a powerful tool for

analyzing large amounts of textual information. However,

the existence of a generic methodology that guides the appli-

cation of topic modeling to evaluate answers to open-ended
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questions in different contexts has not been identified in the

analyzed literature. Consequently, in this article, we propose

the application of a generic methodology based on the model-

ing of topics and the modeling of text networks, which allows

researchers to gather valuable information from surveys using

open-ended questions. Therefore, the present study covers the

research gap identified in the literature,

Another contribution of the proposed methodology is the

inclusion of text network modeling algorithms that, together

with the contributions of the LDA topic modeling algorithm,

provide relevant results for the proposed case study. Topic

modeling tends to focus solely on the frequency of terms,

while the analysis of the text network takes into account

both the structure of the text and the sequence of the words

used [12].

This paper is organized as follows: In Section II, we

propose a review of some of the works related to the appli-

cation of topic modeling for the analysis of open-ended

questions. Section III describes the methodology used to

analyze the textual data of the case study under consideration.

In Section IV, the results of the study are presented in detail.

Finally, Section V details the conclusions of the work carried

out, with the aim of generating discussion points for future

work.

II. LITERATURE REVIEW

In this section we describe some of the works that have

focused on the use of topic modeling and text mining in order

to analyze surveys involving open-ended questions.

In [11], the authors presented an analysis of topic modeling

in the field of software engineering in order to specify the

extent to which topic modeling had been applied to one or

more software repositories. They focused on 167 articles

written between December 1999 and December 2014 and

evaluated the use of topic modeling in the area of soft-

ware engineering. They identified and demonstrated research

trends in mining unstructured repositories through topical

modeling. They found that most studies focused only on a

limited number of software engineering tasks.

In the field of medicine, topic modeling has been imple-

mented in a wide variety of applications. In [13] a study of

the use of topic modeling is presented in which the aim is to

infer the information needs of diabetic patients based on their

electronic medical records, for the purpose of recommending

relevant education material. In this study, the toolkit Machine

Learning for Language Toolkit (MALLET) was used, which

is an integrated collection of Java code that is useful for

natural language processing. The method proposed in the

research, based on topic modeling, can help to select edu-

cational material relevant to a given patient. The modeling

of topics with the use of MALLET was carried out with a

number of topics established by the authors; however, it is

suggested that to explore in a more systematic way if it is

necessary to determine an optimal number of topics. Finally,

the study mentions that with regard to topic modeling, it is

essential to carry out the pre-processing phase of data in

detail [13].

The study proposed in [2] presents an alternative, semi-

automatic approach involving structural topic modeling

(STM). This method incorporates specific information from

the documents under consideration, such as the author’s gen-

der or political affiliation. STM has been used in a number of

branches of knowledge such as political science. This article

focuses on analyzing how STM is useful for researchers

working with surveys that include a large number of open-

ended questions. Several experiments and an analysis of

the open data available in the American National Election

Study (ANES) were used for the study. The model proposed

in the study allows the researcher to discover topics from the

data, rather than assume them. When the identified topics do

not correspond to theoretical perspectives, researchers either

(a) revise the model for future use or (b) retain the model

and use human coding procedures. This makes the model

replicable in a variety of areas.

In [14] the emphasis of the research is placed on the differ-

ent approaches to text analysis, taking into consideration the

different areas of academia such as communication studies,

sociology and, to some extent, administrative and political

science. The degree of automation versus human coding in

the analysis process can vary significantly between fields,

with some fields tending to favor certain techniques over

others. The article contributes by providing a definition of a

simplified taxonomy of existing techniques for text analysis,

as well as the description of a specific guide for computer-

assisted text analysis for organizational science.

In the work developed by Gurgacan, et al. [15] in the area

of software engineering, a semi-automatic methodology for

the modeling of topics based on LDA is applied. In this

work a site for finding jobs online that offers complete search

options, was used as a data source. The researchers worked

with the textual contents of the job advertisements published

on the site that were related to big data software engineering.

The aim of the work was to identify the skill sets and knowl-

edge domains necessary for big data software engineering.

As a result of the work, a taxonomy was developed that

includes the domains of essential knowledge, skills and tools

needed for big data software engineering.

In the educational field, the use of text mining has not

been fully exploited. The study proposed by Erkens et al. [16]

proposes the application of text mining through the devel-

opment of an automatic tool (Grouping and Representing

Tool) oriented to the analysis and visualization of cognitive

information that allows to improve the collaborative learning

in the classroom. The article presents a comparison of the

LDA and Vector Space Model methods for the development

of the tool which has been validated in an experimental case

study. As a result of the study, a significant effect of the

discussion on student learning was observed. Furthermore,

it was shown that this effect is especially strongwhen students

use the developed tool during their discussion.
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FIGURE 1. Methodology of Topic modeling and Topics network.

III. METHODOLOGY

This section describes in detail themethodology used to apply

topic modeling and network modeling to a set of unstructured

textual data. We work on a case study in which the answers

to open-ended questions incorporated into a teacher self-

assessment survey are analyzed. Fig. 1 visually describes

the methodology as follows: In the first phase (A) the steps

needed to collect and validate the text database are described.

This means that once the textual information is collected,

it is necessary to carry out a random validation process of

these data in order to verify that the information collected

contributes to the objectives of the study. (B) In the first

instance in this phase, the text mining process is executed

on the data collected and validated in phase (A). With this

process, we seek to identify patterns and relationships that

exist between the different elements of the text database,

in order to discover new information that would otherwise be

difficult to identify. In addition, this phase is complemented

by the execution of topic modeling through the application of

the LDA algorithm.

In the third phase of the methodology (C), a topic model

network is applied. The purpose of this model is to represent

any text as a network. In our case, each topic represents a

node, and the connections represent the relationships that

exist between them. The model identifies the most influential

words in a text, based on the terms’ co-occurrence [17]. Then

in the model, data visualization techniques are applied to

identify the different clusters which represent the main topics

of the text, as well as the relationships between them. Finally,

in the last stage (D), with the collaboration of an expert in the

study area, the identification and description of the topics that

have been automatically grouped by the computer is carried

out. It should be emphasized that it is essential to carry out

an analysis of the relevance of the topics identified in relation

to the problem under consideration. This paper highlights the

contribution of the topics identified to the strategies used to

improve student retention in the university.

A. CONSTRUCTION OF THE TEXT DATABASE

At this stage, the collection and description of the text

database with which the topic modeling process will operate

is carried out. In addition, text database pre-processing is

performed.

1) Selection and validation of text database

In terms of the selection and validation of the text

database, in this phase the analysis of the data sources is

carried out, and the collection process is planned. These

actions aim to build a solid corpus on which the text

mining and topic modeling process can be optimally

executed.

2) Text pre-processing

The pre-processing stage is an important operation that

guarantees the quality of the data, especially in the anal-

ysis of unstructured textual contents [18], [19]. In the

present study, the pre-processing applied to the set

of experimental data was determined through several

sequential steps. The first step in the proposed model

aimed to eliminate unwanted and irrelevant noise and

data. The CSV file used the UTF-8 encoding process in

order to recognize all the special characters of the Span-

ish language. In addition, all responses were converted

to lowercase and the stop words, extra white spaces,

punctuation and numbers were removed. In addition,

to enrich the pre-processing phase, a process of stem-

ming and lemmatization was carried out. Stemming

and lemmatization are methods for the normalization

of words. Stemming is a method used in NLP to reduce

a word to its root or stem. In linguistics, lemmatization

is the process of grouping the different flexed forms

of a word so that they can be analyzed as a single

element [20].

The words with the highest repetition in the corpus are

put through a process of synonym analysis. With these

words, a study of the key words in context was carried

out in order to ensure that replacing one of these words

with its synonym does not change the meaning of the

sentence. In addition, the replacement of words in the

plural by words in the singular was performed, such as

‘‘subjects’’ by ‘‘subject’’.

B. TEXT MINING AND TOPIC MODELING

1) Term-document matrix creation

In NLP a document is usually represented by a bag of

words that is actually a term-document matrix. Aword-

document matrix is a simplified representation of the

corpus, and it becomes the input used in topic model-

ing [21]. The order in which the documents enter the

corpus does not imply that there is any relationship

among them since, in the final term-document matrix,

all documents and their terms are mixed to perform the

VOLUME 8, 2020 35321



D. Buenaño-Fernandez et al.: Text Mining of Open-Ended Questions in Self-Assessment of University Teachers

FIGURE 2. Schematic of LDA algorithm.

necessary statistical analysis. The interchangeability of

words and documents could be considered the basic

assumption on which the Probabilistic Latent Semantic

Analysis (PLSA) and LDA topic modeling algorithms

are based [22].

Given the definition of the term-document matrix, and

depending on the number of documents that make up

a corpus, these matrices tend to be very large. There-

fore, it is common in text mining to eliminate sparse

terms, that is, terms that appear in very few documents.

Normally, with this process, it is possible to drastically

reduce the size of the matrix without losing significant

relationships inherent to it.

2) Topic modeling

This is a statistical approach to grouping text docu-

ments; it is based on the premise that each document is a

function of latent variables called topics. This approach

has been widely used in recent years in the field of

computer science, with a specific focus on text mining

and information retrieval [1]. Topic modeling methods

are based on the existence of hidden variables (topics)

that explain the similarities between observable vari-

ables (documents). The main and most frequently-used

algorithm for modeling topics is the LDA [6]. The

algorithm is a probabilistic generative model of topics,

the basic idea of which is that a document is composed

of a random mixture of latent topics. Each document is

modeled as a mixture of bag-of-words topics, and each

topic is a discrete probability distribution that defines

the probability that each word appears on a given

topic. LDA is considered an unsupervised generative

probabilistic method for modeling a corpus. Fig. 2

shows in detail the operation of the algorithm. LDA

assumes that each document (M ), which is composed

of a number of words (N ), can be represented as a

probabilistic distribution of Dirichlet on latent topics.

Where α represents Dirichlet prior weight of topic by

document; Z represents the assignment of a word to

a given topic, and W represents the observed word

in document M . In the present study, LDA is used to

discover the topics that occur in the documents.

3) Document to topic assignment

This is perhaps the best advantage of the LDA algo-

rithm. In the generative process, the algorithm assumes

that a word belongs to a topic, and that a document

belongs to at least one topic. Under this premise, it is

necessary to correctly select the parameters of α, which

is the distribution of the topics per document. If a high

value of α is selected, the distribution of the topics will

be homogeneous, while a low value of α prevents the

inference process from distributing the percentage of

probability in some subjects.

C. TOPIC NETWORK MODELING

The document to topic assignment matrix described in point 3

of phase (B) is binarized in order to select the most relevant

topics per document. The resulting binary matrix relating

documents to topics can be represented as a bipartite network,

which can be projected [23] to analyze the topic relationships.

D. RELEVANCE OF IDENTIFIED TOPICS

The objective of this stage is to try to find a label that

describes the substantive content of the set of topics, auto-

matically grouped by the algorithm [24]. The interpretation

of the resulting topics involves a synthesis process in which

the contribution of an expert in the subject is a fundamental

element.

IV. RESULTS OF THE CASE STUDY

Before performing the proposed methodology described

in Fig. 1, a manual corpus-tagging process was carried out,

in which approximately 10 % of the total responses were
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TABLE 1. Topics and tokens identified in manual random analysis.

randomly analyzed. The process consisted of the general

reading of the selected answers in order to identify macro

topics to which the teachers refer in their answers. As a

result of this process, 16 topics were initially identified as

summarizing the teachers’ responses. In a second phase of the

manual analysis some topics were merged, leaving 8 topics.

In addition, the most representative tokens were identified for

each topic. Table 1 shows the topics and tokens that were

identified in the manual labelling process. This randomized

manual analysis provided valuable information in terms of

establishing criteria for the process of text pre-processing

(the removal of extra white space, punctuation, stop words;

stemming and lemmatization).

The results obtained by applying the proposed methodol-

ogy to the case study are detailed below.

A. CONSTRUCTION OF THE TEXT DATABASE

For this study, we used a text database of approximately

900 answers that correspond to the open-ended questions:

‘‘Indicate which strategies you have adopted to improve stu-

dent retention in your classes without affecting academic

quality. Include specific examples regarding your strategies’’.

The question is such that it offers a structure that allows the

direct identification of the strategies and examples used by

teachers to improve student retention. This structure allowed

respondents to address the question in a similar way and,

therefore, use words consistently. This question is included in

the teacher self-assessment survey executed at the university

under study in the March - July 2019-2 semester. The text

database of the teachers responses was worked in a CSV file.

Below are two examples of teacher responses for the sake of

explanation:

‘‘During my teaching experience I have taken note that

students are more attentive when conceptual and theoretical

aspects are associated with real-life cases, and therefore I

try to talk to them about their own or known experiences,

linked to the topic being dealt with in class. The other mecha-

nism is to pause to discuss their experiences or criteria on the

subject of class.’’

‘‘The motivation that must be generated on the part of

students in each class is essential. Visiting establishments in

the industry is an opportunity for students to evaluate and

understand the knowledge acquired in class, and its impor-

tance for their employment relationship.’’

B. TOPIC MODELING USING LDA

After performing the manual labeling of the corpus, the first

phase of the methodology used, the data preparation or pre-

processing of the corpus was executed. From the corpus the

document term matrix resulted in 5308 terms and 836 docu-

ments with a sparsity of 0.99. After a removal of terms with

a sparseness larger than 0.99, that is the terms with a low

relative frequency are removed, the resulting document term

matrix had 387 and documents: 836with 0.97 sparsity. A term

frequency–inverse document frequency (TF-IDF) analysis

was carried out in order to identify the important terms in the

corpus. Once such terms had been identified, the top TF-IDF

terms were removed as they were so prominent that they

appeared in every topic modeling with high degree of impor-

tance. After the removal and inspection of the exploratory

topics, the most frequent terms are depicted in Fig. 3. The

terms appear to be evenly distributed among the final topics

modeled.
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FIGURE 3. Most frequent terms in text corpus with their corresponding
term frequency–inverse document frequency (TF-IDF).

After carrying out the exploratory topic modeling, an

exhaustive search for the number of topics k was per-

formed and the hyperparameter α for the LDA algorithm

optimized. The number of topics from k = 2 to k = 19

were explored, and we tested the values for alpha that

were uniformly distributed between 0 and 1, namely α =

{0.01, 0.31, 0.61, 0.91}. An evaluation measure was neces-

sary in order to analyze the combination of parameters in an

exhaustive search. To evaluate the parameters tuples (k, α)

the coherence measure CV was used. CV is based on a sliding

window, where the counts are used to calculate the pointwise

mutual information of every top word to every other top

word, resulting in a set of vectors, one for every top word.

From this, the cosinus similarity between every top word

vector and the sum of all top word vectors is calculated. The

coherence is the arithmetic mean of these similarities [25].

The topics are considered to be coherent if all or most of

the words, for example, the topics’ top N words, are related.

Here, the challenge is to obtain a measure that correlates

highly with manual topic tagging to help the interpretability

by humans [26], [27].

Fig. 4, depicts the results of the aforementioned exhaustive

search.A region of interest can be seen in the top right corner,

which represents the best parameter combinations according

to the coherence measure.

This is for k ≥ 12 and both α = 0.61 and α = 0.91.

Although the maximum value for the coherence occurs for

k = 14 and α = 0.91, after inspecting the model with such

parameters, a final LDA model was selected for k = 12 and

α = 0.61, given that more topics result in higher difficulty

when it comes to finding a meaning from a human perspec-

tive, and a larger value of alphawill increase the document-to-

topic assignments. That is, a higher alpha value will lead to

documents being more similar in terms of what topics they

contain [28]. Thus we select the lower values for k and α

in the region of interest (the top-right corner), in order to

FIGURE 4. Hyper-parameters optimization for number of topics k and
LDA α parameter.

FIGURE 5. Heatmap representation of the matrix relating
documents (rows) to topics (columns); white and black colors
corresponds to connection (1) and no connection (0) present respectively.

have more document-to-topic diversity and a less densely-

connected document-topic network. In addition, the value for

the value for k is consistent with the manual corpus tagging

process.

The LDA models each document as a mixture of topics.

That is, each document has a probability of belonging to each

topic. This can be interpreted as a bipartite graph in which

each document is connected to a given number of topics. Such

relationships are explored in the next subsection.

35324 VOLUME 8, 2020



D. Buenaño-Fernandez et al.: Text Mining of Open-Ended Questions in Self-Assessment of University Teachers

FIGURE 6. (a) Frequency of number of topics assigned to documents. (b) Topics assignment frequencies.

FIGURE 7. (a) Bipartite network representation connecting documents (red squares) to topics (blue circles). (b) Zoomed portion of the network,
including a teacher’s response (825) and the interrelation with topics 3 and 9.

C. TOPIC NETWORK MODELING

From the probability per document-topic matrix obtained

in the last subsection through topic modeling using LDA,

a network relating documents to topics is constructed. A bina-

rization threshold of θ = 0.15 is used to remove/create rela-

tions between document and topics. The original continuous

probability matrix P is binarized as follows: if Pij < θ ,

PBij = 0, otherwise PBij = 1, where PB is the resulting binary

matrix relating documents to topics. Fig. 5 depicts a heatmap

of the probability per document-topic matrix relating doc-

uments (rows) with topics (columns), as defined by matrix

P
B, where the black and white colors correspond to 0 and 1,

i.e. a connection is present or not present, respectively.

Note that the sum of the columns will give the topic frequen-

cies as shown in Fig. 6 (a). The number of topics assigned to

each document is depicted in Fig. 6 (b). This results from the

rows’ sum, after summarizing the sum frequencies.

Fig. 7 (a) represents the document-per-topic matrix

depicted in the left panel as a bipartite network, where the

topics are represented as pastel blue circles, and the docu-

ments as pastel red squares. Fig. 7 (b) depicts the zoomed

bottom-left part of the network, where one can appreciate the

connections occurring between documents (red squares) and

topics (blue circles), but not between nodes of the same type,

as it is a bipartite network. A yellow square corresponding

to an example of a teacher’s response (825), is highlighted,
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FIGURE 8. Mean number of topics assigned to documents according the
binarization threshold θ .

connected with topics 3, tutorship, and the associated related

text: ‘‘I have maintained a follow-up that implies inviting

students to receive tutorship, permanently explaining the

importance of feeling safe in their academic progress.’’ Also,

a connection with topic 9, the teaching-learning environment,

is presented with the related text: ‘‘I try to maintain good

communicationswith the students, making them feel that they

and that their needs are important for teachers, and that we

are always willing to support them.’’; belonging to the same

teacher response (825).

The binarization threshold θ = 0.15 was selected empir-

ically using the mean number of topics assigned to each

document. An exhaustive search for values of the binarization

threshold from θ = 0.01 to θ = 0.4, was carried out and the

mean value of the number of topics assigned to documents

was calculated for each threshold value and used to decide the

value of θ . The results can be appreciated in Fig. 8, where an

elbow behavior occurs between θ = 0.1 and θ = 0.2. Thus

the value of θ = 0.15 is selected as the final binarization

threshold used above. For instance for Fig. 6 (a), the mean

number of topics is 1.82 for θ = 0.15. Selecting a higher

value for θ will end up with more documents disconnected in

the network (approximately 0.1 as the mean number of topics

assigned). A lower value of θ will end up with the majority of

documents assigned to all 12 topics (mean number of topics

assigned near 12), which is equivalent to a more densely

connected network. The frequencies for the selected θ = 0.15

are depicted in Fig. 6 (a).

The most prevalent are 1, 2 and 3 topic assignments

with frequencies of 293, 347 and 160 respectively. Only

20 documents were assigned to no topic (0 number of topics)

being disconnected and removed from the bipartite network

in Fig. 7 (a), while 15 documents were assigned to 4 topics.

On the other hand, Fig. 6 (b) shows the frequency per topic,

which is uniform. That is, the 12 topics were assigned uni-

formly to the documents. Table 2 shows the most common

tokens for each topic.

A bipartite network projection [23] is carried out to dis-

cover the relationship between the topics identified. The

projection relates topics that are common to documents, and

the number of documents in common giving the weight

between topics, giving a measure of how strong their rela-

tionship is. Then, the weights are min-max scaled between

0 and 1. A distance measure dij between topics i and j

can be written as the complement of the scaled weights:

dij = 1 − scaled_weight. The relationships between topics

are then depicted in Fig. 9 (a) as a dendrogram taking into

account the afore-mentioned distance. Fig. 9 (b) depict the

relationships between topics as a graph, where the communi-

ties’ structure has been identified. Communities reveal how a

network is internally organized, and indicate the presence of

special relationships between the elements of a system [29],

in this case the relationship between topics. The selected com-

munity detection algorithm is based on edge betweenness.

This measures the number of shortest paths through a given

edge. Edges connecting separate modules have high edge

betweenness, as all the shortest paths from one module to

another must pass through them. Such edges are removed

to create a hierarchical map, called a dendrogram of the

graph [30]. Such a structure is depicted in Fig. 9 (b) for the

topics graph. Another projection of the bipartite network is

possible [23] relating the respondents (documents). Such a

projection is not shown here. Given the anonymity of the

survey, no additional information would be present in the

respondents’ network to allow for an additional analysis.

In the next sub-section we discuss the topics’ relevance and

relationships.

D. RELEVANCE OF THE IDENTIFIED TOPICS

In the topic modeling process, human interaction at the begin-

ning and at the end of the stages of the methodology plays a

crucial role in determining the quality of the final model. The

identification of topics based exclusively on statistical tools

and computational processes causes the semantic structure

of documents to be lost. Therefore, the topics identified by

the algorithm do not necessarily describe the content of a

document. At the beginning of this project, a manual read-

ing process of approximately 10 % of teachers’ responses

was carried out. This process allowed a first identification

of the main topics which teachers mention when filling out

the survey. It is worth noting that the objective of applying

the proposed methodology to the case study is to synthe-

size the teachers’ answers to the question ‘‘Indicate which

strategies you have adopted to improve student retention

in your classes without affecting academic quality. Include

specific examples regarding your strategies’’. In other words,
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FIGURE 9. Clustering of topics network. (a) Dendrogram with 5 clusters using the scaled weights complement as distance. (b) Topics
graph and community structure using edge betweeness community detection algorithm.

TABLE 2. Word classification by topic.

this study aims, through a semi-automatic model, to iden-

tify the main strategies that teachers use to improve student

retention in the university. Table 2 presents the 12 relevant

topics of the case study which have been identified after

applying the LDA algorithm to the analyzed corpus. In the

present work, with the participation of an expert, we worked

on the identification of topics that describe the substantive

content of each set of topics generated by the algorithm.

Different colors were assigned to identify the tokens that

contribute a semantic meaning to each of the topics described

in Table 3.

For a better analysis of the topics identified and described

in Table 3, the topics have been grouped according to the

clusters observed in the graph in Fig. 9 (b). The classifi-

cation is as follows: Cluster (yellow) Practical Learning –

includes the topics 5, 6 and 7; Cluster (blue) Teaching

Initiative - includes the topics 8, 9 and 10; Cluster (red) Use

TABLE 3. Topic identification by token group.

of Technological Tools and Traditional Teaching Strategies –

includes the topics 1, 4, and 11, and Cluster (green) where

cluster 12 contains tokens related to the Teamwork Strategy.
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On the other hand, a specific topic has not been identified for

cluster 2.

Topics 6, 5 and 7 refer to the use of strategies that promote

practical learning as the mechanism most used by teachers

to support student retention. In the Fig. 9 (a) and the

Fig. 9 (b) the prevalence of topics 6 and 7 can be observed,

as well as the weight of their relationships in the case study.

Practical learning is evidenced through the development of

workshops, case studies, use of simulators, exercises linked

to a central topic, gamification and dynamics for interactive

work. On the other hand, it can be seen in the dendrogram of

Fig. 9 (a) that topic 5 contributes to this topic in a very slight

way, which is corroborated by the manual classification of the

text.

The terms immersed in topic 10 refer to experiential

learning strategies, that is, the inclusion of experiences of

the professional field to motivate student learning. In the

graph of Fig. 9 (a) a particular relationship of topic 10 with

topics 5, 6 and 7 can be observed. This makes sense since

there is a very close relationship between practical learning

and experiential learning. In this same cluster are topics 8

(student academic retention) and 9 (teaching-learning envi-

ronment). Topic 9 (teaching-learning environment) groups

terms related to the empathic relationship that must exist

between teachers and students, a relationship that generates

confidence and motivation on the part of the student. It is

interesting to note that the three topics (8, 9 and 10) relate

to group strategies, which are not necessarily part of a cur-

riculum, but are particular initiatives on the part of some

teachers which contribute to the student-teacher relationship

and therefore improve the teaching-learning process and aca-

demic retention.

Topics 1 (Reading, analysis, and research), 4 (Use of tech-

nology) and 11 (Evaluation mechanisms) are part of a new

cluster. Topic 4 is at the center of the cluster, which makes us

think that the use of technology in the classroom should be

a central element when it comes to capturing the attention of

students. On the other hand, topics 1 and 11 should be seen

as tools to strengthen the activities programmed in virtual

environments.

Special attention deserves to be paid to topic 3, since terms

are grouped in it that are related to the execution of academic

tutoring. In the academic field, this activity is essential to

strengthen student learning and therefore enhance their per-

manence (retention) in the university. In the graph of Fig. 5(a)

this analysis is corroborated, since a direct relationship is

observed between topic 3 and topic 8 (academic retention of

students).

Topic 2, as can be seen in the dendrogram and the graph

in Fig. 9 (a), is the one that has the least relationship with

other topics, and therefore has the least relevance in the study.

This is corroborated by the manual analysis, since the terms

included in this topic are much dispersed and do not point to

a specific topic.

V. CONCLUSION

In university settings, surveys are constantly carried out

involving teachers, students, graduates and employers. These

surveys have the function of collecting valuable information

with the objective of identifying the degree of satisfaction that

the above-mentioned actors havewith the academic processes

carried out in a university. These surveys include open-ended

questions with the aim of detecting spontaneous thoughts and

exploring the attitudes of the respondents. However, open-

ended questions also have a great challenge: their analysis

is associated with a large workload and time. This often

avoids including open-ended questions in the surveys, thus

losing the opportunity to gather valuable information from

those involved in a process. Here lies the importance of

the present study, in which we propose the application of a

generic methodology based on the modeling of topics and

the modeling of text networks, which allows researchers to

gather valuable information from surveys with open-ended

questions. The application of this methodology will allow

optimizing the work and time necessary to comply with the

analysis of the textual information generated by the open

questions. It should be noted that the proposed methodology

is not only specific to the educational area, but can also

be replicated to other areas, such as those described in the

present research.

The present work describes from the beginning to the end

the methodology involved in extracting hidden information

from the textual data of a survey through topic modeling.

A differentiating aspect of this article from other similar

works is the application of text network modeling as a com-

plementary tool to topic modeling, in order to strengthen

the text analysis of open-ended questions. The topic mod-

eling case study described in this paper is designed for the

analysis of answers to open-ended questions in the field of

teacher self-assessment. However, with minor modifications,

the model is flexible enough to be used with other unstruc-

tured data sources.

The structure of the proposed question associated with the

case study offers an answer focused on a particular require-

ment of teacher self-assessment (‘‘. . . identify strategies to

improve student retention’’). This structure allowed all teach-

ers to address the question in a similar way and, therefore, use

words consistently. This consideration is fundamental aspect

that should be incorporated when planning to apply topic

modeling to open-ended questions.

In the present study, limitations were identified such

as a fairly limited sample of data. The extraction of top-

ics in short texts becomes difficult because the traditional

methods and algorithms of topic modeling are based on

the word co-occurrence identified in a text. However, such

co-occurrence is not common in short texts, which means that

conventional algorithms suffer from a severe data shortage.

As for the guidelines to take into account in future research,

it would be desirable to work with a corpus with more data.
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Therefore it is suggested that there is a need to enrich the

pre-processing phase with the application of the following

techniques: disambiguation and part of speech tagging, entity

extraction (recognize proper names such as locations, organi-

zations, or names of people) and n-gram detection (identify

words that are grouped into a single term). On the other hand,

another limitation to consider is that the manual analysis of

the topics identified by the algorithm, as is done in this case

study, is influenced by the perceptions and background of the

researcher.

In section Results of the case study, in sectionD (Relevance

of the identified topics) a detailed analysis of the topics

identified is presented after having applied step by step the

proposed stages in the methodology. In this description it

can be observed that, in the proposed case study, the top-

ics obtained allowed to clearly identify the main strategies

that teachers have applied to improve student retention. This

allows us to conclude that the proposed methodology can be

applied in different fields to analyze surveys with open-ended

questions.

Based on the results of the case study developed in this

article, it is suggested that future research should aim to

identify additional variables that categorize the respondents,

for example in terms of age, gender, specialty, temporary ded-

ication, educational level, among others. These parameters

would allow a better clustering of topics and, therefore, more

specific results would be obtained.
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