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ABSTRACT

Due to the outsourcing of semiconductor design and manufactur-

ing, a number of threats have emerged in recent years, and they are

overproduction of integrated circuits (ICs), illegal sale of defective

ICs, and piracy of intellectual properties (IPs). Logic locking is one

method to enable trust in this complex IC design and manufactur-

ing processes, where a design is obfuscated by inserting a lock to

modify the underlying functionality so that an adversary cannot

make a chip to function properly. A locked chip will only work prop-

erly once it is activated by programming with a secret key into its

tamper-proof memory. Over the years, researchers have proposed

different locking mechanisms primarily to prevent Boolean satisfia-

bility (SAT)-based attacks, and successfully preserve the security of

a locked design. However, an untrusted foundry, the adversary, can

use many other effective means to find out the secret key. In this

paper, we present a novel oracle-less and topology-guided attack

denoted as TGA. The attack relies on identifying repeated functions

for determining the value of a key bit. The proposed attack does

not require any data from an unlocked chip, and eliminates the

need for an oracle. The attack is based on self-referencing, i.e., it

compares the internal netlist to find the key. The proposed graph

search algorithm efficiently finds a duplicate function of the locked

part of the circuit. Our proposed attack correctly estimate a key

bit very efficiently, and it only takes few seconds to determine the

key bit. We also present a solution to thwart TGA and make logic

locking secure.
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1 INTRODUCTION

The globalization of the design and manufacturing of integrated

circuit (IC) shifts the semiconductor industry to adopt horizontal

integration from the vertical one, where a system on a chip (SoC)

designer acquires intellectual properties (IPs) from many different

IP vendors and sends their design to an offshore fabrication unit (e.g.,

foundry or fab) for manufacturing. As a result of this globalization,

different threats have emerged in recent years and they are -(i)

overproduction of ICs [3, 7, 13, 16, 31] – an untrusted foundry

produces more chips and sells them in the open market without

the consent of the SoC designers, (ii) sourcing of defective (e.g.,

out-of-specification or rejected) ICs in the market [13, 14, 27], and

(iii) piracy of IPs [6, 37, 38] – an entity in the supply chain illegally

obtains a functional IP. It can either use it, or sell it to a different

entity in the supply chain.

Over the years, researchers proposed different technologies to

prevent these aforementioned attacks. These solutions can be broadly

categorized into IC metering [2, 3, 20, 31], logic locking [13, 28, 31],

hardware watermarking [9, 18, 26], and split manufacturing [17, 40].

However, logic locking gains popularity in recent years to address

these attacks. In logic locking, the original design of a circuit is trans-

formed to a different one. The primary objective of this technique

is to obfuscate the inner details of the circuit so that an adversary

cannot reconstruct the original netlist. The original functionality

can only be reversed, when a secret key is programmed into the

chip. Different logic locking techniques (see Figure 1) have been

proposed over the years, and they are -(i) XOR-based, where a set

of XOR/XNOR gates are inserted to change the functionality [13–

15, 28, 31], (ii)MUX-based [21, 24, 29], (iii) LUT-based [4, 19, 23],
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Figure 1: Logic locking methods: (a) An original netlist (b)

XOR/XNOR-based logic locking (c)MUX-based logic locking

(d) LUT-based logic locking.

and (iv) state space based [8]. However, XOR-based logic locking

becomes popular due to its simplicity.

Boolean Satisfiability (SAT)-based attack, proposed in [35], has

shown that logic locking techniques can be broken very effectively.

Since then, many different solutions [13–15, 41, 43, 46] have been

proposed to prevent SAT-based attacks. Unfortunately they have

been broken subsequently [22, 32–34, 42, 44, 45]. Even though the

wide popularity of SAT attacks among the research community,

these attacks may have practical limitations for determining the

secret key of a locked netlist. As the attacks require an oracle to

discard equivalent class of incorrect keys, an adversarymust possess

a working chip to launch the attack. An untrusted foundry cannot

unlock the netlist, when it receives the layout information (GDSII

or OASIS files [30]) from the SoC designer. It needs to wait for an

unlocked chip, an oracle, to be available in the market. This can be

challenging asmany of the chips used in critical or DoD applications

are highly unlikely to be circulated (unless it is a commercial-off-the-

shelf, COTS part) in the market. Second, it is yet to be demonstrated

that SAT-attacks can be launched in industrial designs. The attack

even fails to estimate the correct key for a small benchmark circuit

(e.g., c6288, see the details in [35]).

As logic locking was proposed to address the threats from the

untrusted manufacturing, where the adversary is an untrusted

foundry, it can use many other effective techniques rather than

to use SAT to break logic locking. In this paper, we proposed a

novel attack on logic locked circuits to determine the key without

having oracle access to the chips. Can we determine the secret

key simply by analyzing the circuit topology? Contrary to the

SAT-based attacks, we present a novel attack that does not require

an oracle to break logic locking. We denote our proposed attack as

TGA: An Oracle-less and Topology-Guided Attack on logic locked

circuits. By using our proposed TGA, the secret key can be estimated

efficiently even for the circuits that SAT attack fails (see in Section 5

for c6288 circuit). In addition, an untrusted foundry can unlock any

netlists using our proposed TGA without waiting for a working

chip available in the market. The contributions of this paper are as

follows:

• We present a novel attack, TGA, which is based on function

search. The basic functions in a logic cone are generally re-

peated multiple times in a circuit. In this paper, we denote

these functions as unit functions (UFs). If a key gate is placed

in an instance of repeated UFs during the locking of a cir-

cuit, the original netlist can be recovered by searching the

equivalent unit functions (EUFs), which are constructed with

all hypothesis key values. As the UFs are constructed in few

layers of gates (see Section 3.3 for details), the number of

key gates to be placed in them is limited, which limits the

EUF search combinations. Simulation results (see Section 5)

show that we can determine majority of the key bits using

our proposed TGA. Note that no oracle (unlocked chip) is

required to launch our proposed TGA.

• We develop an efficient algorithm that uses Depth-First-

Search (DFS) for finding the equivalent unit functions in the

locked netlist under attack. An adversary first constructs

a directed graph [36] from the netlist to launch the attack.

Note that each gate can be represented as a vertex, and each

wire can be modelled as an edge in the graph that represents

the netlist. In this paper, we demonstrate and implement

a DFS-based UF search algorithm to determine the correct

value of a secret key. The average time to determine a secret

key bit is in the order of seconds. As a result, a locked circuit

can be broken in few minutes, when they are locked with

few hundred/thousand key gates.

• We also present a solution to prevent this proposed TGA.

As an adversary performs EUF search in the netlist for self-

referencing, TGA can be prevented if the search produces

contradictory (or no) results with different hypothesis keys.

TGA resistivity can be achieved if we lock all the repeated

instances of anUF. The sameDFS-based search algorithm can

be used to identify all repeated instances of an unit function.

If a key gate is placed in a repeated UF, it is necessary to

lock all of such UFs so that an adversary cannot reach to a

decision about the actual value of the key bit by comparing

with its unlocked version. The key gates can also be placed

in those unique UFs that are not repeated in the circuit.

The rest of the paper is organized as follows. In Section 2, the

details of XOR-based logic locking technique is presented. Section 3

introduces our proposed TGA. The countermeasure is presented

in Section 4. The simulation results are described in Section 5. In

Section 6, we describe our future work and finally conclude the

paper in Section 7.

2 XOR-BASED LOGIC LOCKING

XOR-based logic locking is a popular locking technique due to its

simplicity. When an XOR gate is inserted to obfuscate the inner

details of a circuit, the overall functionality remains the same when

the correct key is programmed into the chip, and alters for some

input patterns when a wrong key is applied.

Figure 2 shows an example to lock a circuit, which has three

inputs (X1, X2 and X3) and one output (Y ). Let us assume that the

circuit is locked using one key gate with key input k . Figure 2.(a)

shows the original circuit. There can be two possible key values,

k = 0 and k = 1. For k = 0, an XOR gate can directly be placed
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Figure 2: Logic locking using Exclusive OR (XOR) gates. (a)

Original netlist. (b) Locked netlist when k = 0. (c) Case-I :

Locked netlist when k = 1. (d) Case-II : Locked netlist when k

= 1 (using DeMorgan’s Theorem).

at node X4, which is shown in Figure 2.(b). However, for k = 1,

two possible scenarios may occur. One can invert the previous

stage functionality, which is shown in Figure 2.(c). It is also possible

to modify successive stage function using DeMorgan’s Theorem,

shown in Figure 2.(d).

In this example, the original function of the circuit Y = X3 · X4,

where X4 = X1 · X2. It is not necessary to change the functionality

of the preceding or succeeding stages of the XOR gate, when k = 0.

X
′

4 = X4 ⊕ 0 = X4 = X1 · X2 (1)

To preserve the original functionality for k = 1, it is required

either to invert the functionality of the preceding stage (Figure 2.(c))

or compensate the functionality of the following stage (Figure 2.(d))

of the added XOR gate. For the first case, the original functionality

preserves as X
′

4 = 1 ⊕ X4 = X4. For the second case, DeMorgan’s

transformation is necessary and shown below:

Y = X3 + X
′

4 = X3 · X
′

4 = X3 · (1 ⊕ X4) = X3 · X4 (2)

Note that only XOR gates are used in the example to lock the

netlist. However, one can also use XNOR gates for such purposes. It

is important to remember that one cannot use XOR gate for k = 0

and XNOR gate for k = 1 for every key bit. It is then trivial for an

adversary to determine the secret key just by simply observing the

key gates.

3 PROPOSED TOPOLOGY GUIDED ATTACK
ON LOGIC LOCKING

The research community primarily focuses on evaluating the secu-

rity of a logic locking technique through SAT-based analysis after

the seminal attack presented in [35]. However, the SAT-attacks

may pose few practical limitations to an adversary (e.g., untrusted

foundry). An adversary must possess a working chip to launch the

SAT attacks as it is required an oracle to discard equivalent class

of incorrect keys. Note that an untrusted foundry needs to wait

for an unlocked chip available in the market, and simply cannot

unlock it after receiving the layout information (GDSII or OASIS

files [30]) from an SoC designer. Many of the chips used in critical

or DoD applications are rarely circulated in the market. Moreover,

the attack even fails to estimate the correct key for a small bench-

mark circuit (e.g., c6288), and yet to be validated in large industrial

designs. In this section, we present our proposed oracle-less and

topology-guided attack, TGA, to break a logic locked circuit without

possessing an unlocked chip.

3.1 Adversarial Model

The secure logic locking relies upon the fact that an adversary

cannot determine or estimate the secret key from the locked netlist

or an unlocked chip. The secret key is stored in a secure and tamper-

proof memory so that an adversary cannot access the key values

directly from an unlocked chip. In the attack model, the adversary

is assumed to be an untrusted foundry and has the access to the

following:

• Gate-level netlist: As the foundry is the primary attacker,

it can have the access to the gate-level netlist of a locked

circuit. The SoC designers typically send the circuit layout

information using GDSII or OASIS files [30] to a foundry

for chip fabrication. A foundry can extract the gate level

netlist from the GDSII/OASIS files with the help of advanced

tools [39].

• Location of the key gates: An adversary has the capability

to determine the location of key gates. The key gates are

connected either directly or through temporary storage ele-

ments to the tamper-proof memory. An adversary can easily

track the routing path from the tamper-proof memory to the

corresponding gates to determine their locations.

• Locked unit function: It is trivial for an untrusted foundry to

construct equivalent unit functions EUFs for launching TGA,

as it has the netlist and locations of the key gates.

3.2 Motivation for Designing TGA

The basic idea of launching our proposed attack is based on the

repeated functionality that exists in a circuit. The Boolean functions

are generally not unique in a circuit and repeated multiple times

to implement its overall functionality. The majority of circuits are

constructed based on small functional units. For example, several

small functions (we describe as ‘unit functions’ or UFs) are repeated

in an arithmetic logic unit (ALU) of a processor, adders, multipliers,

advance encryption standards (AES), RSA, and many other digital

circuits. If any of such unit functions are not obfuscated during

the logic locking process, all the locked functions will be unlocked

simply by comparing them with their unlocked version.

Figure 3 shows a four-bit ripple carry adder circuit to illustrate

our concept of attacking the logic locked circuit. The adder consists

of eight identical one bit half adders (HA) with inputs (P and Q)

and outputs (S andC). It is clear from the figure that HA is repeated

in the design and can be treated as a UF. If one of these half adders

is locked using an XOR gate, an adversary only need to find an

original HA, and then match this with the locked HA to recover the

key value (see details in Section 3.5).

3.3 Construction of Equivalent Unit Function

The objective of this attack is to find the key value without perform-

ing traditional SAT-based analysis that requires an oracle. When an

untrusted foundry receives the layout and mask information from

the designer, it can reconstruct the gate-level netlist of the locked

circuit by reverse engineering [39]. It can then easily identify the
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key gates by tracking the routes originated from the tamper-proof

memory, where the secret key will be stored.

Our proposed attack constructs an equivalent unit function (EUF )

using a hypothesis key bit, and searches that EUF in the entire netlist

to find a match. The hypothesis key bit will be the actual secret key

bit if a match is found. Otherwise, it constructs another EUF using

the complementary hypothesis key bit and search the netlist again.

The attack for determining a key bit fails, when the search fails to

find a match.
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Figure 4: Equivalent unit functions for different hypothesis

keys. (a) Original netlist. (b) Locked netlist with key value

k = 1. (c) EUF for hypothesis key kh = 0. (d) EUF for hypoth-

esis key kh = 1 (Case-I ). (e) EUF for hypothesis key kh = 1

(Case-II ).

Figure 4 shows an example for constructing equivalent unit

functions, which can be used to launch the function search attack.

Figure 4.(a) represents an original unit function to be locked using

a secret key k = 1. The locked circuit is shown in Figure 4.(b). The

adversary does not know the value of the key, simply by observing

the key gate. It first makes an assumption for kh = 0, and constructs

the EUF, which is shown in Figure 4.(c). It then searches this function

in the locked circuit to find a match. If no match is found (as the

actual key is 1), it constructs another EUF for kh = 1. Two possible

scenarios may occur. For Case-I, the output of the previous stage

needs to be inverted (shown in Figure 4.(d)). On the other hand,

DeMorgan’s transformation needs to be carried out to obtain the

EUF for kh = 1 for Case-II, which is shown in Figure 4.(e).

3.4 Unit Function Search using DFS Algorithm

In order to launch the attack, we develop an efficient search algo-

rithm, which performs a search of the EUFs in the locked netlist.

Since the structure of a circuit can be transformed and represented

by a directed graph, all the algorithms that could be used to search

the component in the directed graphs, could also be applied to

search the EUF. Therefore, we propose to use the Depth-First-Search

(DFS)-based algorithm to launch the attack. Generally, the DFS

method follows the rule: in the graph traverse, always select the

next edge from the most recently reached and connected vertex

that still has unexplored edges [36]. In addition, when the problem

comes to find the specific component in the circuit, some prepro-

cessing of the data structure is necessary.

The procedure of DFS-based search is described in Algorithm 1.

For a given netlist, we first need to define a data object structure for

all the gates. The gate object needs to have the following attributes:

gate type (e.g., XOR, AND, etc), name of the gate (i.e., its identifica-

tion in the netlist), an array that contains its preceding gates (i.e., its

inputs), and an array contains its following gates (i.e., its outputs).

Then the circuit structure could be transformed into a dictionary,

in which the keys are the types of the gates and the values are

corresponding gate objects. Dictionary is basically a data structure

that stores mappings and relationships of data [10]. The benefit of

using a dictionary is that it makes the searching of specific type of

gates becomes efficient. When a specific UF need to be searched in

this netlist, we define the last gate of the UF as the root gate (Line

2 in the Algorithm 1). An example root gate is G2 in the Figure 4).

All the gates are searched, which are of the same type with the root

gate in the dictionary (Line 3) and store them into an array. The

DFS is then performed on all these found gates (Line 3-7). Finally,

all the UFs in the netlist will be found and the count of the UF will

be returned as the output (Line 8).

The detailed implementation of the DFS, which is used for search-

ing of UFs, is demonstrated in Lines 9-38. The general idea can be

described as follows: for every gate that is the same type with the

root gate of the UF, we traverse all its preceding gates to check

whether the existence of the same structure. We implement the en-

tire function using Python 2.7 [25]. The worst case time complexity

of the search algorithm is O(n ∗ u), where n is the size of netlist

and u is the size of a unit function. This is an acceptable complexity

result, since it is shown that the subgraph isomorphism problem

is an NP-complete problem and its time complexity is quadratic

in the number of nodes [12, 30]. Note that, the optimization of the

algorithm complexity is not the major objective of this paper. How-

ever, our search strategy slightly reduces the search complexity by

using a dictionary to locate root gates. In this case, the algorithm

performs similar to a substree isomorphism search (or a sequence

of tree isomorphism searches), which complexity is known to be at

least subquadratic [1]. Reading the netlist and transforming it into

a dictionary may have different complexity, and the complexity

we mentioned does not consider the complexity of constructing a

dictionary.

3.5 Proposed TGA using Unit Function Search

The objective of TGA is to find the value of a secret key bit using

unit function search. To determine the value of a key bit ki , different
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Algorithm 1: Function UFS

Unit Function search based on DFS Algorithm.

Input :The gate-level netlist of a circuit (C), Unit Function

(UF )

Output :Result List (LR )

1 ReadC andUF , and transform them into dictionaries,O andT ;

2 R ← UF .root ; LS ← O[R.type]; LR ← ϕ ;

3 for each gate G in LS do

4 if DFS(R,G) then

5 LR .append(G);

6 end

7 end

8 return LR ;

9 Function DFS(r ,д):

10 F ← True;

11 L1 ← r .PrecedingGates; L2 ← д.PrecedingGates;

12 T1 ← L1.types; T2 ← L1.types;

13 if L1 is empty then

14 return True;

15 end

16 for each gate type T in T1 do

17 if gate type T not in T2 then

18 return False;

19 else

20 T2.remove(T )

21 end

22 for each gate RN in L1 do

23 LT ← ϕ ;

24 for each gate GT in L2 do

25 if GT .type = RN .type then

26 LT .append(GT );

27 end

28 end

29 FT ← False;

30 for each gate GN in LT do

31 if DFS(RN ,GN ) then

32 FT ← True;

33 break

34 end

35 end

36 F ← F ∗ FT ;

37 end

38 return F

unit functions are constructed corresponding to the hypothesis key

kh = 0 orkh = 1. If amatch is found in the netlist, the corresponding

key will be the secret key.

Algorithm 2 describes our proposed TGA using UFS search. It

takes the locked circuit (C∗) as the input and results the predicted

key (KP ) and the success rate (SR).KP contains the value of each key

gates, which is 0, 1, or X. The X represents an unknown value when

the search fails to find a match. The locations of the key gates can

Algorithm 2: TGA

Input :Locked Circuit Netlist (C∗)

Output :List of predicted key values (KP ), Success Rate (SR)

1 Read the netlist C∗;

2 Determine the location and number |K | of key gates;

3 Initialization for correct prediction counter, pc ← 0 ;

4 for i ← 1 to |K | do

5 Initialization for layer counter, l ← 1;

6 Construct equivalent unit functions: EU F0 for kh = 0 and

{EU F 11 , EU F 21 } for kh = 1;

7 r0 = UFS(C∗
,EU F0).sz();

8 r1 = UFS(C∗
,EU F 11 ).sz() +UFS(C∗

,EU F 21 ).sz();

9 if r0 > 0 and r1 > 0 then

10 l ← l + 1 and go to Line 6;

11 else if r0 > 0 or r1 > 0 then

12 if r0 > 0 then

13 ki ← 0;

14 else if r1 > 0 then

15 ki ← 1;

16 end

17 Write ki into KP ; pc ← pc + 1;

18 else

19 ki ←X and write ki into KP ;

20 end

21 if Key gate is placed in a fan-out net then

22 ki = FV ( );

23 Update ki into KP ;

24 end

25 end

26 Compute success rate, SR ←
pc
|K |

× 100%;

27 Output KP , SR;

28 Function FV( ):

29 Construct different EUFs for the fanout paths;

30 Search EUFs for each path and make key prediction ;

31 if Opposite predictions for different paths then

32 ki ←X ;

33 else if Same predictions for different paths then

34 ki ← {0 or 1};

35 end

36 return ki

be found by tracking the routes originated from the tamper-proof

memory, and their numbers can be determined, |K |. For the key

gate i , three different unit functions, EU F0 for kh = 0, and EU F 11
and EU F 21 for kh = 1, are constructed, (see Figure 4 for details)

and shown in Line 6. The unit function search (UFS) need to be

performed to determine the repeated instances of that EUF (Lines

7-8). r0 and r1 represent the count values (obtained by using sz()

function) for two different key assumptions. If both the r0 and r1
are non-zero, it is necessary to increase the size of the equivalent

unit function by increasing the layer. Here, l denotes how many

layers are considered to construct the unit function. By default, this
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value is 1 (Line 5), which is shown in Figure 4. In the case of both

the r0 > 0 and r1 > 0, the current EU Fs will not help the attacker

to make a decision on the key value, the l needs to be increased by

1 (Line 10) and the algorithm will construct new equivalent unit

functions with more inputs (Line 6).

If one of the r0 or r1 is greater than 0, the attacker makes a

prediction on the key value, and the key value will be written into

KP while the prediction counter (pc ) will be increased by 1. The

value of ki will be 0 if r0 > 0, which represents that there is a match

for EU F0 in C
∗ (Line 12). On the other hand, the value of ki will be

1 if r1 > 0, which represents that there is a match for either EU F 11
or EU F 21 in C∗ (Line 14). No decision will be made if both of them

are equal to 0 when the unit function is unique in the circuit and

the adversary cannot make a prediction on the key value. Thus, an

unknown value (X) is assigned to the corresponding key bit location

(Line 19). It is also necessary to verify the key value assignment

when a key gate is placed in a fan-out net (Lines 21-24). In addition,

when a key gate is inserted at the fan-out, the function, FV ( )

verifies the key decision on each path. It may happen that different

paths for the same key gate may have different key predictions.

No prediction will be made in case of any two (or more) paths

provides opposite key predictions (Line 32). Correct predictions

will be considered if these different paths make the same prediction

(Line 34).

SR =
pc

|K |
× 100% (3)

Finally, the success rate is computed using Equation 3. The TGA

attack algorithm finally reports predicted key KP and SR (Line 27).

The proposed TGA may also lead to incorrect predictions. For

example, it is possible that the actual key bit is 1 when TGA esti-

mates it as 0, and vice versa. It is thus necessary to measure the

accuracy of the proposed attack. The misprediction rate (MR) of

TGA can be described as the ratio of the incorrect predictions to

the key size and is presented using the following equation:

MR =
pi

|K |
× 100% (4)

where, pi represents the total number of incorrect predictions.

4 COUNTERMEASURE FOR TGA ATTACK

As the TGA relies on self-referencing, it can be prevented if the

insertion of the keys are carried out in such a way that the search

always returns null. In other words, the attack will fail if we choose

to place a key gate in a unique UF in the netlist or lock all the same

UFs simultaneously. In this section, we present an automated key

insertion algorithm that performs UF search in the netlist before

placing a key gate into the netlist.

Algorithm 3 illustrates our proposed algorithm to prevent against

TGA. The inputs of the algorithm are the original unlocked netlist

(C) and key size (<Kmin ,Kmax>), which indicates the number of

key gates that need to be inserted. The algorithm reports the locked

circuit netlist (C∗) with the secret key K∗. In the algorithm, n de-

notes the number of key gates that has been already inserted in the

circuit and initialized to be 0 (Line 1). A gate is selected randomly

from the original and unlocked netlist as the root gate and then

the unit function is created (Lines 3-4). The UFS(C,UF ) and .sz()

Algorithm 3: Key gate insertion

Input :Gate level netlist of a circuit (C), Key size

(<Kmin ,Kmax>)

Output :Locked netlist (C∗) and Key value (K∗)

1 Initialization: n ← 0, r ← 0;

2 while n < Kmin do

3 Select a root gate randomly from C;

4 Construct the unit function,UF ;

5 r ←UFS(C,UF ).sz();

6 if r = 0 then

7 Insert the key gate and assign key value, ki ;

8 Write key value, K∗[n] ← ki ;

9 n ← n + 1;

10 else if 0 < r ≤ Kmax − n then

11 Lock all the UFs;

12 Write key values to K∗[n + r : n];

13 n ← n + (r + 1);

14 end

15 end

16 Output C∗ and K∗;

functions are executed, which returns r (Line 5). Here, r denotes

the number of this selected unit function repeated in the circuit.

A key gate is inserted in this UF, if r = 0 which represents that it

is unique in the netlist (Line 6). Note that the UF will be modified

randomly based on one of the modifications mentioned in Figure 2.

The key bit value is written in the respective location of K∗, and

the value of n will be increased by 1 (Lines 8-9).

The algorithm chooses a different gate (Line 3) if r > Kmax −

n, otherwise, it locks all the instances of this UF (Line 11). The

respective key bit locations in K∗ are written with the key value

(Line 12). Note that it is not necessary to lock all these instances with

one key value, i.e., all 0s or all 1s. One can choose a combination

of 1s and 0s (circuits shown in Figures 2.(b) - (d)). However, it is

required to lock all the instances. Finally, the value of n is increased

by r + 1. Note that the Algorithm 3 is only designed to prevent TGA.

Additional countermeasures [14, 15] focused on SAT attacks need

to be considered simultaneously to make logic locking secure.

5 SIMULATION RESULTS AND DISCUSSIONS

The effectiveness of our proposed TGA is presented in this section.

We provide an in-depth analysis for key prediction accuracy of TGA

on ISCAS’85 [5] and ITC’99 [11] benchmark circuits. We use a HP

server with Intel Xeon Silver 4116 @2.10GHz processor and 64 GB

of RAM to launch the TGA.

5.1 Performance Analysis

Four different benchmark circuits, c6288, c5315, b15, b17 are first

selected for determining the success rate (SR) and misprediction

rate (MR) of our proposed TGA. We created 100 instances of the

locked circuit for each benchmark, where 128 key gates are placed

randomly, and then attacked using Algorithm 2. For each locked
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circuit, the success rate (SR) is computed using Equation 3, and the

misprediction rate MR is calculated by using Equation 4.
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Figure 5: Histogram plots of the SR for different benchmark

circuits with 128 key bits: (a) c6288 (b) c5315 (c) b15 (d) b17

0 0.5 1
MR

(a) c6288

0

100

200

Fr
eq

ue
nc

y

0 2 4
MR

(b) c5315

0

50

100

Fr
eq

ue
nc

y

0 2 4
MR

(c) b15

0

100

200

Fr
eq

ue
nc

y

0 2 4
MR

(d) b17 

0

50

100

150

Fr
eq

ue
nc

y

Figure 6:Histogramplots of theMR for different benchmark

circuits with 128 key bits: (a) c6288 (b) c5315 (c) b15 (d) b17

Figure 5 shows the histogram plots of SR metrics for four bench-

mark circuits. For benchmark circuit c6288, we estimate majority

of the key bits (Figure 5) as this multiplier consists of many half

and full adders. 126 out of 128 key bits can be predicted success-

fully, which results a minimum SR of 98%. Figure 5.(b) shows the

SR distribution for c5315 circuit. We observe a Gaussian distribu-

tion with a mean (μ) of 87.28% and variance (σ 2) of 6.6680 for this

circuit. Similar behavior is observed for other two benchmark cir-

cuits (Figure 5.(c) and Figure 5.(d)). Note that the overall variance

of the SR distribution is decreased when increasing the size of the

benchmark circuits due to the increase of the EU F search space in

the circuit graph, which makes our proposed TGA more effective

for extracting keys in real designs.

The histogram plots of MR for the same benchmark circuits are

shown in Figure 6. For c6288 benchmark circuit, the key bits can be

predicted correctly with a 0% MR in majority of cases. One key bit

is predicted incorrectly, and thus the maximum value of MR is less

than 1%. As for c5315, we observe an exponential distribution with

a mean (λ−1) of 1.23% and variance (λ−2) of 1.5129 for this circuit.

Similar behavior can be observed for b15 and b17 (Figure 6.(c) and

Figure 6.(d)) benchmark circuits. In general, the mean and variance

are presented by λ−1 and λ−2 for exponential distributions, whereas

they are represented by μ and σ 2 for Gaussian distributions. Based

on the observation, both mean and variance of MR are decreased

with the increase of the size of the benchmark circuits, which makes

TGA more accurate for larger designs.

Table 1 shows the success rate (SR) and misprediction rate (MR)

of the proposed TGA attacks on ISCAS’85 and ITC’99 benchmark

circuits. The number of logic gates and inserted key gates are pre-

sented in Columns 2 and 3, respectively. The total area overhead due

to the inserted number of key gates is constrained to 10% to insert

128 key gates. However, the overhead added by the key gates can

be negligible for larger designs with thousands of gates. Columns 4,

5, and 6 show the minimum, average, and maximum SR values (see

Equation 3) by analyzing 100 locked instances for each benchmark

circuit to determine the accuracy of TGA (see Algorithm 2 for de-

tails). For c7552 benchmark, 128 key gates are inserted randomly in

the netlist with 3512 logic gates. The minimum accuracy of 69.53%

is observed, where the attack predicts 89 out of 128 key value cor-

rectly and the maximum prediction accuracy attained is 88.28%,

where the attack identifies 113 key bits. Similar analysis can be

performed for all the benchmarks shown in each row. For the larger

benchmark circuits, the average success rate SR can be increased

over 90% because of the increased search space, which makes our

proposed TGA efficient for larger designs. Note that, although SAT

fails on benchmark c6288, TGA provides better accuracy (average

of 98.52%) for benchmark c6288 due to its special topology – it is

a multiplier, which consists of 225 full adders and 15 half adders.

Therefore, an adversary can choose TGA as an alternate of SAT

attacks.

The accuracy of the proposed TGA is evaluated as well, as it is

necessary to determine the correctness of estimated SR. The mini-

mum, average, and maximummisprediction rate,MR, are calculated

using Equation 4 and provided at Columns 7, 8, and 9, respectively

of Table 1. We observe an exponential distribution (see Figure 6)

for MR. The average MR is less than 1% for majority of benchmark

circuits, which makes TGA very effective for determining the secret

key. Note that it can reach to a higher value for some benchmark

circuits (e.g., 4.69% for c7552, where 6 key bits are predicted in-

correctly). Our future work will be analyzing higher MR values to

increase the accuracy of TGA.
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Table 1: Success rate (SR) and misprediction rate (MR) for estimating keys for locked benchmark circuits.

Benchmark
# Total

Gates

# Key

Gates

Success Rate (SR) Misprediction Rate (MR)

Min. Avg. Max. Min. Avg. Max.

c3540 1669 128 75.22% 79.61% 87.50% 0.00% 1.76% 3.12%

c5315 2307 128 81.25% 87.80% 94.53% 0.00% 1.23% 3.91%

c6288 2406 128 98.44% 98.52% 99.22% 0.00% 0.09% 0.08%

c7552 3512 128 69.53% 79.87% 88.28% 0.00% 2.03% 4.69%

b14 3461 128 85.16% 93.38% 97.66% 0.00% 0.52% 3.12%

b15 6931 128 89.85% 95.68% 98.44% 0.00% 0.48% 1.56%

b20 7741 128 92.97% 96.39% 99.22% 0.00% 0.25% 1.56%

b21 7931 128 89.06% 94.62% 98.44% 0.00% 0.35% 1.56%

b22 12128 128 92.97% 95.56% 98.44% 0.00% 0.37% 1.56%

b17 21191 128 92.19% 95.64% 99.22% 0.00% 0.51% 3.12%

5.2 Complexity Analysis

The time complexity of a typical SAT-resistant locking method

is exponential to the size of secret key [43], since it considers all

possible key combinations. However, our proposed TGA does not

require to compare any input and output pairs, and all the inserted

key gates would be analyzed individually. Therefore, the time com-

plexity of TGA itself is simply linear to the key size, namely,O(|K |).

Note that, our attack algorithm is based on UFS, the actual overall

complexity isO(|K | ∗ n ∗u) where n and u represent the size of the

netlist and average size of the unit functions, respectively. Thus

the complexity could be considered as linear for a particular circuit,

since the netlist size is fixed, and the size of UF normally ranges

from 3-10 depending on the key gate location.

Table 2: Attack Effort of TGA

Benchmark
# Total

Gates

Approximate Attack Effort (AE)

|K|= 128 |K|= 256 |K|= 512

c3540 1669 218 219 220

c5315 2307 219 220 221

c6288 2406 219 220 221

c7552 3512 219 220 221

b14 3461 219 220 221

b15 6931 220 221 222

b20 7741 220 221 222

b21 7931 220 221 222

b22 12128 221 222 223

b17 21191 222 223 224

Table 2 shows an estimated attack effort (AE) for different bench-

mark circuits. AE is determined by the number of gate search that

an adversary needs to perform. For b17 benchmark, it is required

approximately 222 searches to determine the complete 128 key bits,

whereas, it takes 223 and 224 searches for 256 and 512 key bits,

respectively. Note that the number of searches increases linearly

for a circuit as we expected. For a modern computer, it takes only

few minutes to complete these searches for launching TGA.

6 FUTUREWORK

In the future, we plan to evaluate the effectiveness of our pro-

posed attack on the state-of-the-art SAT-resistant countermeasures

[14, 15, 41, 43, 46, 47]. As many of today’s SAT-resistant techniques

use conventional locking using XORs/MUXes to modify the func-

tionality, determining these keys will collapse the security provided

from SAT-resistant blocks. For example, SARLock [43] and Anti-

SAT [41] use one-point functions to obtain resilience against SAT

attack. Both the techniques are dependent on additional blocks

that protects the original locked netlist by inverting/corrupting the

logic value at internal node or primary output (PO) for incorrect

key value. As both the techniques rely on traditional logic locking

to lock the functionality of the original netlist, which makes them

vulnerable to this proposed attack.

7 CONCLUSION

In this paper, we presented a novel oracle-less and topology guided

attack (TGA) that uses function search to break an existing secure

logic locking technique. The unit functions are generally instan-

tiated multiple times in a netlist. If a key gate is placed in one of

these instances, an adversary can perform a search with the EUF

formed using a hypothesis key bit. If a match is found in the netlist,

the hypothesis key becomes the actual key bit. As this proposed

attack does not require any input/output data from an unlocked

chip, SAT resistant solutions cannot prevent an adversary launch-

ing this attack. The success rate (SR) and misprediction rate (MR)

metrics are proposed to evaluate the effectiveness of this attack.

The simulation results show that we can accurately determine ma-

jority of the secret key bits. Note that the complexity of launching

TGA is linear with the key size, which makes it very effective for

any designs. We also present a solution to prevent TGA, where it

is required to lock all the repeated instances of an UF. Note that

this solution can only be used to prevent TGA. To design a secure

logic locking technique, one needs to select an existing secure logic

locking technique along with our proposed solution. Our future

work is to evaluate the performance of TGA on the state-of-the-art

secure logic locking techniques.
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