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Dynamic Rupture Process, and Strong Ground Motion

by Hideo Aochi and Raúl Madariaga

Abstract We simulated dynamic rupture propagation along various nonplanar

fault models of the 1999 İzmit, Turkey, earthquake using a boundary integral equa-

tion method. These models were inferred from geological and geodetic observations.

Based on these results, we modeled seismic-wave propagation around the fault sys-

tem using a finite difference method. We focused on the effect of different fault

geometries on the rupture process and seismic-wave propagation. Numerical simu-

lation results imply a rapid and continuous rupture propagation from the İzmit–

Sapanca Lake segment to the Sapanca–Akyazi segment. The rupture under Sapanca

Lake appears to have propagated not on a disconnected fault segment but along a

smooth fault structure with a bend of only a few degrees. The observational com-

plexity of the surface breaks, however, can be best simulated by a highly segmented

fault model. This infers that fault geometric characters observed in the field reflect

near-surface structure and that seismological and geodetic features are controlled by

global fault structure at depth.

Then we investigated the effect of frictional parameters and the initial stress field.

In order to explain near-field seismograms at station SKR, located a distance of a few

kilometers from the fault, we had to force the rupture to propagate at shallow depth

close to the station. In order to obtain this, we had to introduce a finite cohesive force

in the friction law that allows stress accumulation and release in the shallow crust.

The external stress field had to be large enough for the rupture to propagate at very

rapid speed. Our simulation results show that it is important to include detailed fault

geometry in the numerical simulation, and to constrain frictional parameters and the

initial stress field, for understanding of the full dynamic process of an earthquake.

Introduction

The 1999 İzmit, Turkey, earthquake (Mw 7.4) occurred

on a segment of the North Anatolian fault zone. The surface

rupture was well observed (Barka et al., 2000; Lettis et al.,

2002) over more than 100 km length, from the Marmara Sea

to southwest of Düzce. Barka et al. (2002) proposed that it

consisted of five segments that, as shown in Figure 1, they

named Hersek, Karamürsel–Gölcük, İzmit–Sapanca Lake,

Sapanca–Akyazi, and Karadere, from west to east. They

observed a maximum right-lateral slip of 5.2 m on the

Sapanca–Akyazi segment. Their observations were made

only on land; unfortunately, they had no observations under

Sapanca Lake or the Marmara Sea. Other geological models

propose possible traces of the North Anatolian fault under

the lake and the sea (e.g., Arpat, 1999).

Michel and Avouac (2002) used a new technique to pro-

cess SPOT images that traced the fault with a precision of

better than 100 m. This technique revealed a fault geometry

much smoother than the ground ruptures mapped in the field

(model C in Fig. 1) and a rather smooth distribution of sur-

face fault slip with a maximum slip near Sapanca Lake. Their

dislocation model was further constrained from SAR inter-

ferometry. These observations suggest that the fault geometric

characters observed in the field might inevitably reflect near-

surface effects. Wright et al. (2001) determined fault orien-

tation and source parameters from interferometric synthetic

aperture radar (InSAR) interferometry. Their model (model B

in Fig. 1) approximates the observed fault traces on land but

implies a fault running under the sea in the western part in-

stead of those observed along the coastline (Barka et al.,

2002). Other geodetic analyses also adopted a similar fault

system that follows geological observation on the land in the

eastern part but remains uncertain under the Marmara Sea in

the western part (Delouis et al., 2000, 2002; Reilinger et al.,

2000). On the other hand, Bouchon et al. (2000, 2002), using

a simplified fault model (model A in Fig. 1), determined de-

tailed rupture propagation during the earthquake from the

seismic inversion of near-field accelerograms and reported
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Figure 1. Map of fault models and ob-
served fault traces. From top to bottom: ob-
served fault traces (Barka et al. [2002], whose
observations results are numbered in meters),
fault model A assumed in strong ground mo-
tion inversion (Bouchon et al., 2002), fault
model B inferred from InSAR geodetic inver-
sion (Wright et al. [2001], whose slip model
averages from two inversions are shown in me-
ters), fault model C from SPOT image analysis
(Michel and Avouac [2002], whose slip model
in meters is also shown), fault model D used
in the simulation of finite difference method
(Harris et al., 2002), and fault model E re-
flected the observed fault traces shown at the
top. At the bottom, we show the position of the
fault and the seismic stations. A star represents
the epicenter, and triangles show the seismic
stations.

that rupture propagated faster in the eastern direction. They

found a maximum slip of more than 6 m near the surface to

the west of Sapanca Lake. Other seismological inversion re-

sults also showed bilateral rupture propagation and a very

large slip area near the surface in the western direction (Yagi

and Kikuchi, 2000; Sekiguchi and Iwata, 2002). All of these

models are very simple and, for example, one planar fault

model was adopted (Yagi and Kikuchi, 2000). Many other

studies were presented in the special issue of the Bulletin of

the Seismological Society of America (February 2002). In any

case, the surface observation evidence (Barka et al., 2002;

Lettis et al., 2002) is consistent with seismological and geo-

detic studies of the 1999 İzmit earthquake.

In many of the previous works, the fault models were

much smoother than the fault trace observed on the surface

(e.g., Fig. 1, models A–C), with the exception of Harris et al.

(2002), who adopted a disconnected fault system directly in-

ferred from the ground ruptures for testing stress transfer (e.g.,

Fig. 1, model D). Most of the studies found a series of fault

segments with azimuths close to 90� (east–west) from the

Marmara Sea to the Akyazi basin and a dipping easternmost

Karadere segment with an azimuth of about 70�. Let us con-

sider some of these observations in detail. First, all fault mod-

els used in the previous studies (e.g., Wright et al., 2001; Bou-

chon et al., 2002) bend slightly (a few degrees) under Sapanca

Lake, although observations of the fault trace are also com-

patible with a discontinuous jog, which is smaller than the

lake size (a few kilometers). Second, all fault models bend at

about 20� in the Akyazi basin, although the basin did not show

any surface rupture traces. And, finally, all the models differ

significantly in the western part. The fault models determined

from InSAR and strong ground motion inversion run along

the center of the Marmara Sea, including a few small bends.

They seem to extend much further compared to the observed

surface traces along the coastline. Their locations are more

consistent with the hypocenter distribution of aftershocks (Öz-

alaybey et al., 2002) than with fault-trace observations. The

model obtained from SPOT image analysis shows a slightly

more complex feature (e.g., Michel and Avouac, 2002). We

regard it as an intermediate model between the very complex

fault trace observed on land and the simplified fault models

inferred from different geodetic and seismic data.

In general, inversion analyses do not have enough res-

olution to distinguish small differences in fault geometry as

seen in Figure 1. However, as shown often, this kind of

small-scale fault geometry may affect rupture dynamics sig-

nificantly. We simulated dynamic rupture process on several

different models of fault geometry and investigated their

consequences for rupture propagation. The difference in the

rupture process due to various fault models necessarily leads

to differences in seismic-wave generation. Thus we compare

synthetic seismograms with observed near-field ground-

motion data to test the different fault models. Finally, we

discuss how to constrain the friction law and the initial stress

field as well as fault geometry in dynamic modeling of the

İzmit earthquake.
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Table 1
Model Parameters

Parameter Value

Rigidity l(GPa) 32.4

P-wave velocity Vp (km/sec) 6.0

S-wave velocity Vs (km/sec) 3.54

density q (kg/m3) 2700

Grid size in BIEM simulation Ds (m) 750 (1000)

Timestep in BIEM simulation Dt (sec) 0.06 (0.083)

Grid size in FDM simulation Ds (m) 250

Timestep in FDM simulation Dt (sec) 0.01

Numerical Scheme

For modeling both the rupture process on a nonplanar

fault system and the subsequent seismic-wave propagation,

we combine two numerical methods: a boundary integral

equation method (BIEM) and a finite difference method

(FDM). The BIEM is very well suited for dynamic rupture

simulation along a nonplanar fault, but it is very expensive

to simulate seismic-wave propagation in the earth. On the

other hand, the FDM is very suitable for simulating seismic-

wave propagation from a kinematic source model, although

it is not suitable to treat the rupture process on complex non-

coplanar fault geometries. Unfortunately, it is still difficult

to calculate the whole process of an earthquake with a single

numerical method, such as the finite-element method or the

spectral element method, due to technical difficulties. Thus

it is convenient and useful to separate the study of the rupture

process from that of seismic-wave propagation. We list the

numerical parameters used in our simulations in Table 1.

For the numerical simulation of dynamic rupture prop-

agation along nonplanar faults, we use a BIEM for a 3D

elastic, homogeneous, unbounded medium (Fukuyama and

Madariaga, 1995, 1998; Aochi et al., 2000; Tada et al.,

2000). This BIEM is based on boundary integral equations

written in terms of stress, removing all strong hypersingu-

larities. This approach has also been used in 2D problems

(Cochard and Madariaga, 1994; Tada and Yamashita, 1996,

1997; Kame and Yamashita, 1997, 1999). Since we treat a

strike-slip fault that breaks the ground surface, we take care

of the effect of the free surface by introducing mirror sources

with respect to the surface following Quin (1990), assuming

no vertical fault slip. This setting is consistent with the seis-

mic inversion results (e.g., Bouchon et al., 2000, 2002), and

the observed horizontal near-field ground motions are actu-

ally larger than the vertical ones. We apply this BIEM even

for discrete fault model D. We remark that the discrete

boundary integral equation is decoupled and can be solved

explicitly, independently from the neighboring grids, on

each grid and that we do not have any grid between discon-

tinuous steps. This is why the BIEM can treat fault geometry

more flexibly. At the beginning of the simulations, we force

rupture to propagate at half the speed of the shear wave,

until rupture spontaneously propagates at a speed higher than

this (Harris and Day, 1999), instead of giving a preexisting

finite unstable crack. This is an easy and practical way to

start a spontaneous rupture. However we cannot discuss the

rupture process in the first 2 sec, nor the initial phase of

seismograms, and this process inevitably causes a large slip

around the hypocenter (see also Fig. 8). We tested two dif-

ferent grid sizes, 750 and 1000 m, in the BIEM simulation.

Since the fault trace is too long to model with the finer grid,

we compared the solutions with both grids in their earlier

stage, up to 12 sec, and concluded that the coarse grid model

was enough to compute seismic-wave propagation.

Based on the rupture history obtained in the BIEM simu-

lation, we compute seismic-wave propagation away from the

fault using a FDM. Our FDM is based on fourth-order stag-

gered grids (Virieux and Madariaga, 1982; Olsen et al.,

1995; Madariaga et al., 1998) using perfectly matching lay-

ers for simulating absorbing boundaries (Collino and

Tsogka, 2001). We transform the slip function on the fault

computed by the BIEM simulation into a seismic moment

distribution computed on each grid point of the FDM simu-

lation (Olsen et al., 2000).

Model Parameters

Fault Models

We studied five models with different geometry derived

from previous studies of the İzmit earthquake, as shown in

Figure 1. Hereafter, we will designate the segmented fault

traces between the Hevsek peninsula and Gölcük along the

southern coast of the Marmara Sea as segments (H and KG),

as well as the segment between İzmit and Sapanca Lake (IS),

that from Sapanca Lake to the Akyazi basin (SA), and the

easternmost Karadere segment (K) (Barka et al., 2002). As

mentioned in the Introduction, we constructed models A, B,

and C after Bouchon et al. (2002), Wright et al. (2001), and

Michel and Avouac (2002), respectively. Some segments of

the original model were disconnected. However, our recon-

structed model is continuous since these irregularities are

small compared to the grid size of the simulation. We note

that we shortened the original fault model A (Bouchon et

al., 2002) at both ends in our simulation so as to make the

total fault length similar to the others. Finally, as extreme

models, we considered highly segmented models D and E.

Fault model D, with several steps and discontinuities, was

originally proposed by Harris et al. (2002). Although it re-

flects partially the feature of observed surface breaks, each

segment is planar due to numerical constraints in their

method. Then we constructed fault model E by scanning the

observed fault surface (Barka et al., 2002). We see that fault

model D is also a simplified model compared to the com-

plexity of both fault model E and the observed fault trace.

In spite of the continuity of fault model E, tectonic stress

loading (discussed in the next section) creates negative shear

stress accumulation at the short connections between major

segments KG and IS, IS and SA, and so on, because the strike
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of short connections is in the north–south direction instead

of the east–west. This load may cause a left-lateral slip on

the connections instead of the right-lateral slip of this earth-

quake. In this sense, these short connections may disturb the

rupture process as much as a barrier and they may play the

same role as the steps in fault model D.

The main points we are going to consider are the un-

certainty between segments IS and SA under Sapanca Lake,

the change in geometry from SA to K, and the different mod-

els for the western segments (H, KG, and IS). As summarized

in Figure 1, the fault geometry becomes more complex and

more segmented from fault model A to E. All the models

have a dip of 90� and extend to a depth of 15 km.

Stress Field and Frictional Parameters

In order to define the initial conditions for rupture simu-

lation, we made a simple hypothesis: a uniform external load

(remote tectonic stress) is applied over all the rupture area.

For the Landers earthquake this approach worked relatively

well (Aochi and Fukuyama, 2002). Since the İzmit earth-

quake is an interplate earthquake and its recurrence time is

shorter, the stress field is probably more heterogeneous and

affected by the previous rupture history of the fault and by

neighboring earthquakes. However, the simple model of uni-

form external stress should be one of the simplest scenarios

among all those that we can imagine. Both the initial stress

field and frictional parameters are closely related. We give

their detailed mathematical expression in the Appendix.

In our model we let the intermediate principal stress axis

be vertical in agreement with a strike-slip fault whose dip is

90�. We determined the direction of the maximum (r1) and

minimum (r3) principal stress axes in the horizontal plane

in order for rupture to be most favorable on the primary

plane at the hypocenter, that is, on segment IS. This hypoth-

esis is consistent with the movement of the Anatolian plate

with respect to the Eurasian plate inferred from Global Po-

sitioning System observations (McClusky et al., 2000) and

stress analyses in the western North Anatolian fault (Ayhan

et al., 2002; Kiratzi, 2002; Polat et al., 2002). Figure 2 sum-

marizes the depth dependence of the assumed principal

stress and frictional parameters based on the mathematical

expressions of the Appendix. We implicitly include the hy-

drostatic pore pressure PH, so that the intermediate principal

stress r2 corresponds to the effective pressure at all depths,

the difference between confining lithostatic pressure P and

hydrostatic pore pressure PH. We take compression as posi-

tive, as shown in Figure 3.

We assume a slip-weakening friction law on the fault.

The fault strength r decreases with ongoing slip Du until a

characteristic length Dc is reached:

Du Du
r(Du) � s � Ds 1 � H 1 � , (1)r b� � � �D Dc c

Ds � s � s , (2)b p r

where sp, sr, and Dsb are called peak strength, residual

strength, and breakdown strength drop, respectively. Dc is

the critical slip-weakening distance, and H(•) is the Heavi-

side function. This relation was proposed by Ida (1972) and

Palmer and Rice (1973), then observed in laboratory exper-

iments (Okubo and Dieterich, 1984; Ohnaka et al., 1987)

and estimated for real earthquakes (Ide and Takeo, 1997;

Olsen et al., 1997; Guatteri and Spudich, 2000). In this

study, we fixed the slip direction to be everywhere parallel

to the fault strike, without a vertical component in agreement

with the assumption of principal stresses. In spite of this

simplification, it is still difficult to estimate each parameter

in the friction law (equation 1). For example, for the 1995

Kobe earthquake, Ide and Takeo (1997) obtained the relation

between fault movement and stress during the rupture. Their

analysis inferred that the breakdown strength drop Dsb was

a few megapascals and the critical slip-weakening distance

Dc was several tens of centimeters, and it also showed that

Dc was a few times longer in the shallow crust (more than

1 m) than in the deeper parts of the fault. However, as they

noted, their estimates do not have enough resolution to detect

a Dc shorter than 10 cm. Furthermore, Guatteri and Spudich

(2000) discussed the difficulties of uniquely determiningDsb

and Dc. In another analysis, Spudich et al. (1998) suggested

that absolute levels of stress, that is, sp and sr, might be a

few tens of megapascals, which is much less than those ex-

trapolated from experimental results.

Although this problem is still unsolved, we introduce a

depth dependence of friction so that it changes from stable

to unstable to stable again with depth, as proposed by Scholz

(1988). Considering the previous simulation of the 1992

Landers earthquake (Aochi and Fukuyama, 2002), we first

assume peak strength sp and residual strength sr:

s � r � l � r , (3)p 0 s n

s � l � r , (4)r d n

where ls and ld are the static and dynamic frictional coef-

ficients and r0 is the cohesive force; rn is the applied normal

stress on the fault. In this simulation, we take into account

the time variation of rn in equations (3) and (4), although

the normal stress change is generally not as large as the shear

stress change, and it is small compared to the absolute level

of normal stress (Aochi et al., 2002). As a result, the slip-

weakening relation in equation (1) is a function not only of

fault slip Du but also of time t, through the normal stress rn.

We tried zero cohesive force in preliminary simulations,

but we found that it was necessary to introduce a nonzero

value in order to explain the large slip observed near the

surface (see the Discussion). Thus, in the following simu-

lations, we assume that r0 � 5 MPa. This allows for nonzero

stress accumulation on the surface according to equation

(A6) of the Appendix, so that there is a finite stress drop at

shallow depth. This assumption is qualitatively consistent
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Figure 2. Dependence of stress field and frictional parameters assumed in the ref-
erence model for this study (ls � 0.6, ld � 0.48, r0 � 5 MPa, and R � 0.66). See
also Figure 3 and the Appendix. (a) Three principal stresses (r1, r2, and r3; r1 � r2

� r3). (b) Frictional parameters on the primary IS segment (peak strength sp is the
solid line, and residual strength sr is the long dashed line). The short-dotted line shows
the applied initial shear stress sini on the same plane. (c) Critical slip displacement Dc.
(d) Illustration of slip-weakening relation of equations (1) and (2).

Figure 3. Schematic illustration of the initial situation assumed in the simulations.
(a) Relation between maximum and minimum principal stresses r1 and r3 with respect
to the primary plane where the hypocenter is located. (b) Mohr–Coulomb criterion
defined for the primary plane. Detailed explanations of each parameter are given in the
text and in the Appendix.

with the seismological and geological studies of slip on the

fault (Spudich et al., 1998). Figure 2b shows the depth de-

pendency of friction for the first segment IS, assuming ls �

0.6 and ld � 0.48. Then we introduce the depth dependence

of the critical slip-weakening distance Dc as shown in Figure

2c. In order to allow for stable rupture propagation in the

shallow crust and at depth, we fix sp and sr and introduce a

longer Dc beneath the depth of 12 km; we also assumed a

longer Dc above the depth of 4 km, following our previous

work (Aochi and Fukuyama, 2002; references herein).
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Figure 4. Initial shear and normal stress for each fault model (A, B, C, D, and E).
The values are deduced based on ld � effective pressure (P � PH) and effective
pressure (P � PH), respectively. The right panel shows the difference between peak
strength sp and initial shear stress sini.

For given frictional parameters ls and ld, we can

uniquely determine the principal stresses r1 and r3 with a

parameter R (ratio of possible stress drop over breakdown

strength drop on the primary plane) as in the Appendix.

Since peak strength depends on the normal stress as shown

in equation (3), we take the direction of maximum principal

stress axis inclined at U0 � 29.5� from the primary plane

corresponding to segment IS after equation (A4) and illus-

trated in Figure 3a. We give an initial shear stress that is

66% of the breakdown strength drop Dsb on the primary fault

plane corresponding to segment IS (R � 0.66 in equation

A5) as in Figure 3b, and hereafter we use this as the refer-

ence model whose depth variation appears in Figure 2a. This

value preliminary gives a better result among the other val-

ues we tried (R � 1/2 or 3/4). We remark again that the

initial shear stress is nonzero near the surface with nonzero

cohesive force r0, as clearly inferred in equation (A6), al-

though the lithostatic pressure is zero (P � 0). Combination

of Figure 2a,b determines the initial stress load at each point

on the fault. Figure 4 shows the initial stress for each fault

model (A, B, C, D, and E). We note that the condition R �

0.66 does not permit rupture propagation on the segment KG

and/or SA segment for fault models D and E, because the

fault discontinuity or the unfavorably oriented short connec-

tion requires much more energy for rupture to jump from

the primary segment to the other segment, as often demon-

strated in numerical simulations (e.g., Harris et al., 2002).

Thus, we had to assume R � 0.80 in equation (A5), 21%

higher than the previous reference case, in order to get a

comparable rupture area and seismic moment release. In all

cases, there is always a depth variation of the stress field.

The horizontal heterogeneity is clear between different seg-

ments rather than within each segment according to fault

strike. In the Discussion, we will comment on the sensitivity

of different initial conditions on the rupture process and seis-

mic-wave propagation.

Simulation Results

Rupture Propagation

The results of dynamic rupture simulation are compared

in the following figures: Figure 5 shows slip velocity snap-

shots for the different fault models, Figure 6 represents final

stress of each simulation, and Figure 7 and 8 show the com-

parison of numerical simulations with seismological inver-

sion results and with surface break data, respectively. On the

whole, we slightly overestimate energy release (Mw 7.6 for

models A, B, and D; Mw 7.5 for C and 7.4 for E) compared

to the moment magnitude Mw 7.4 (Yagi and Kikuchi, 2000),

also seen in the slip distribution and moment release function

in Figure 7.

For fault model A, whose geometry is very smooth but

includes several small bends, rupture propagates bilaterally

on the fault and is very symmetric, as shown in Figure 5a.

Toward the east, the main rupture propagates until the large

bend and stops there, while some ground surface and shallow

crust is fractured on segment K. This partial fracture in the

shallow crust comes from its lower level of absolute stress.

On the other hand, in the western direction, rupture reaches

the end of the fault without any disturbance because there is

no significant geometrical irregularity. Finally, we obtain a

very uniform final slip distribution and a simple source time

function with one peak (Fig. 7). However, we totally over-
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Figure 5. Snapshots of dynamic rupture simulations for different fault models. (a) Fault
model A, (b) model B, (c) model C, (d) model D and (e) model E illustrated in Figure 1.
The upper snapshots represent the history of slip velocity on the fault. The bottom ones
show the final slip distribution.
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Figure 6. Final shear and normal stress for each of fault models A, B, C, D, and E.
The values are reduced in the same way as in Figure 4. The right panel shows the
change of shear stress on the fault.

Figure 7. Comparison of each model and
seismic/combined inversion results (Yagi and
Kikuchi, 2000; Bouchon et al., 2002; Delouis
et al., 2002). The left column is the final slip
distribution, and the right shows each source
time function.
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Figure 8. Comparison of synthetic ground break for each model. The origin of strike
is taken to the hypocenter. Analysis results of SPOT images (Michel and Avouac, 2002)
are simultaneously shown as two gray lines, and the slip distribution at the shallowest
subfault in the combined inversion (Delouis et al., 2002) is also shown as a dashed
line. Black circles represent observed surface breaks (Barka et al., 2002).

estimate their values, as also observed in surface break dis-

placement (Fig. 8), because of the smoothness of this fault

model.

Fault models B and C, shown in Figure 5b,c, involve

small irregularities, particularly in the western part of the

fault. In both models, rupture propagates initially toward the

east and, after a small delay, it begins propagating westward.

Since fault model C has a more complex geometry, it pro-

duces a complex stress heterogeneity as shown in Figure 4,

and westward propagation is more complex and slower. The

strike of the easternmost segment, K, is slightly different

from that of the main fault. As a result, rupture is arrested

there in fault model B, whose bending angle is larger, but it

continues to propagate with slow rupture speed until the end

of the fault in model C. We observe clear differences in the

stress distribution on segment K: in Figure 4, higher initial

shear stress and lower initial normal stress for model C.

These differences appear in the source time function, too.

Model C has a slow acceleration and a long duration. In

conclusion, fault slip becomes more heterogeneous and

smaller as fault geometry becomes increasingly complex

from models A to C in Figures 7 and 8.

Fault model D, on the other hand, shows quite different

features, as seen in Figure 5d. Rupture propagates initially

just on segment IS and, after a while, it suddenly transfers

to the neighboring segments, KG and SA. Rupture propa-

gation seems to be very intermittent, although the different

parallel segments of this model are under the same initial

stress condition (Fig. 4). The reason for the delays is that

the rupture front does not propagate continuously, so that

stress concentration on the second segment takes a longer

time to build. This feature is clearly observed in Figure 7.

We see two main concentrations of moment release in time.

Each moment release occurs very rapidly and maximum slip

is very large, because we impose higher stress accumulation

in order for rupture to jump to each of the successive seg-

ments. These main features of rupture propagation seem to

be the same as in the previous FDM simulation by Harris et

al. (2002), although they did not show any detailed snapshot

or slip distribution of rupture propagation. The main differ-

ence between their model and ours is in the different stress

conditions and frictional parameters, particularly in that we

introduce a depth-dependent friction proportional to the con-

fining pressure of the crust. As a result, it becomes difficult

to create a large slip in the shallow crust where stress release

is always smaller than at depth, as further discussed in the

Discussion. On the other hand, in the case where one sup-

poses a uniform frictional behavior, it is easy to create a large

slip in the shallow crust enhanced by the effect of the surface

(e.g., Harris and Day, 1999; Harris et al., 2002).

The different features that appear in fault model D

become clearer for fault model E. The rupture pattern in-

volves multiple shocks, as seen in the snapshot (Fig. 5e) and

in the moment release rate (Fig. 7). Slip distribution is

strongly controlled by the segmentation, as also observed in

Figure 7.

Seismological inversion results (e.g., Bouchon et al.,

2002; Yagi and Kikuchi, 2000; Delouis et al., 2002) infer
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mainly two asperities at 30–40 km east and at 10–30 km

west of the hypocenter. Comparing the simulation results

(Fig. 7), those corresponding to segments KG and SA are

very roughly simulated in the numerical models (fault mod-

els B, C, D, and E). In particular, the appearance of the

eastern asperity on or near the surface in all inversion results

infers a finite stress drop in that region, and this is realized

in the numerical simulations under the condition of finite

cohesive force r0 permitting a finite stress accumulation and

drop. The simulation results show another asperity around

the hypocenter on segment IS for fault models C, D, and E,

although it is not localized well for fault models A and B

because of the smoothness of their fault geometry. The ex-

istence of this asperity is inferred from other inversion re-

sults (e.g., Delouis et al., 2000; Reilinger et al., 2000). On

the other hand, the seismic moment release rate (Fig. 7) gives

us a simple rupture process with one peak around 7–10 sec

and a duration of 15–20 sec (fault models A, B, or C). The

long duration after 20 sec comes from the rupture on seg-

ment K (fault model C; Bouchon et al., 2002).

From the geodetic viewpoint, fault model C shows simi-

lar surface breaks to the result of the analysis of SPOT im-

ages (Michel and Avouac, 2002) and the slip distribution at

the shallowest subfault in the combined inversion result (De-

louis et al., 2002). The trend of their analyses also appears

in fault model B, in spite of a discrepancy in the values. On

the other hand, geological observations of surface breaks

(Barka et al., 2002) are more consistent with fault model E.

In general, as seen in the slip distribution of Figure 7, surface

breaks are strongly controlled by fault segmentation as well

as asperities. As the fault geometry becomes more complex

from model A to E, surface breaks show more complexity.

Furthermore, the degree of segmentation may determine the

maximum amount of surface breaks on each segment, as a

larger and smoother segment produces larger surface breaks.

Based on all these considerations, among the five dif-

ferent fault geometry models, fault models B and C explain

the seismological data better. We observe rapid rupture

propagation in the eastward direction on segments IS and SA

until the large bend. This fast rupture propagation is a con-

sequence of the smooth fault geometry there. Therefore, un-

der Sapanca Lake, the change in fault geometry may be very

small. Fault bends probably exist also under Sapanca Lake,

but they may not be large enough to play the role of a barrier

for rupture propagation. Segment K is very sensitive for rup-

ture propagation. Far-field waveform inversion by Yagi and

Kikuchi (2000) suggested an arrest of rupture around this

bend, but strong ground motion data at a further eastern sta-

tion not shown in Figure 1 and geodetic data imply that there

was some slip on segment K (e.g., Bouchon et al., 2000,

2002; Delouis et al., 2000, 2002; Wright et al. 2001). We

observe that rupture propagates slowly on segment K of fault

model C and that it leaks into the shallow crust in fault model

A (Fig. 8), whereas it is arrested around the bend in fault

model B. The reason that these different behaviors of fault

segment K occur in numerical modeling is that rupture along

this segment is not favored with respect to the initial stress

field. On the other hand, rupture propagation is slower in the

western direction compared to the eastern side. This implies

that the complexity of the inferred fault geometry in the

western part of the fault strongly affects the propagation of

rupture.

Seismic-Wave Propagation in the Vicinity of the Fault

From the rupture history on the fault system computed

in the previous section, we can simulate seismic-wave prop-

agation using the FDM. Figure 9 shows snapshots of prop-

agation for two different fault geometry models (B and E).

We observe that large amplitudes of ground motion are gen-

erated by the passage of the rupture front. Disturbances of

rupture due to fault segmentation also cause strong waves

that look like stopping phases. This is why fault model E

produces more complex wave generation. Figure 10 shows

comparisons of synthetic and observed seismograms at the

strong ground motion stations shown in Figure 1. Since the

spatial grid of the BIEM for rupture simulations is presently

1 km, the resolution of seismograms is several times this

grid size. For this reason we low-pass filtered observed

ground displacements at 1 Hz.

None of our fault models can exactly explain the ob-

served seismograms because we assumed a very simple ini-

tial stress and a laterally uniform friction law. In spite of this

limitation we find many characteristic features of the ob-

served records in our models. Station ARC is the farthest

from the rupture of the four stations. Fault models A and D

have too large an amplitude in the horizontal components

compared to the other models. That is because both models

overestimate the seismic moment and produce too much am-

plitude, especially in the western segment of the hypocenter.

As we stated in the previous section, fault model B fits the

observed data better than the other models. Fault models C

and E produce several pulses in the north–south component,

unlike the observations, which reflects an intermittent or

very slow westbound rupture process.

At station YPT, on the other hand, synthetic seismo-

grams for models A, B, D, and E reproduce the first signal

accompanying rupture passage, and we recognize some later

phases. The splitting of waveforms observed in fault model

A is due to an extremely fast rupture propagation. As the

rupture speed becomes faster than the shear wave speed, the

rupture front splits into two parts, as seen in Figure 5a. One

of them propagates at a speed faster than the shear-wave

speed, while the other one progresses at the Rayleigh wave

speed. The origin of multiple pulses generated at station YPT

in fault models D and E is different. Since the fault segments

are segmented in these models, rupture proceeds as a series

of multiple disjoint shocks as observed in Figure 5d,e and

shown by the moment release rate in Figure 7. Our velocity

model is very simple, and we cannot completely exclude

some complexity in the observed waveforms that may come

from wave propagation in a heterogeneous medium rather

than from a complex rupture process. Our simulations
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Figure 9. Snapshots of simulations of seismic-wave propagation using the FDM.
They show the velocity of the ground motion in the east–west and north–south direc-
tions. Triangles show the location of seismic stations, and solid lines represent each
fault model. The columns correspond to (a) fault model B and (b) model E following
the simulation of Figure 5.
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Figure 10. Comparison of observed (left column) and synthetic seismograms for
all fault models (A, B, C, D, and E). In each panel, we show velocity waveforms in
the east–west, south–north, and up–down components, from top to bottom. The seis-
mograms are low-pass filtered with corner frequency 1 Hz, except those for station IZT,
which are zero-phase bandpass filtered between 0.07 and 1 Hz.

clearly support an important role for complex fault geometry

as in fault model B or other more complex models with

variable stress and friction.

We need to be much more careful in comparing ob-

served and simulated seismograms at station IZT close to the

hypocenter. This is because we begin all the simulations of

rupture propagation by forcing initial rupture at constant

speed until rupture propagates spontaneously. This corre-

sponds to the first 2 sec, and by that time, the rupture area

has reached a size of 3 km. This is why we generate very

similar waveforms in all our models.

Finally, let us analyze records at station SKR, located

just a few kilometers from the fault trace. The observation

shows a simple envelope of about 80 cm/sec maximum ve-

locity and a pulse width less than 10 sec in the east–west

component. This implies a very simple rupture passage by

the station. This feature is reproduced well by fault models

A, B, and C, where the fault plane is very smooth and allows

continuous rupture propagation as seen in Figure 5. The mul-

tiple pulses generated by fault models D and E are due to

the same cause as those at station YPT, although the first

signal is very weak for fault model E. It is due to the sudden

arrest and subsequent jump of rupture from the IS to the SA

segment.

Discussion

Indication from Near-Field Seismograms

Bouchon et al. (2000) reported that a simple Haskel

model can explain very well the observed seismograms at

stations ARC and SKR. They found a westbound rupture ve-

locity of 3 km/sec (for ARC) and an eastbound speed of 4.7

km/sec (for SKR). Their result also supports a smooth fault

geometry in the eastern direction on which rupture can rap-

idly propagate as in our fault models A, B, and C. The syn-
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thetic seismograms based on dynamic rupture simulation do

not fit the observations as well as the simple kinematic model

estimated by Bouchon et al. (2000). We observe that the slip

pulses generated by our simulations (Fig. 5) are not as simple

as those produced by a simple kinematic Haskel model. The

reason is that our simulation takes into account a 3D fault

model with heterogeneous frictional parameters and a free

surface, a situation similar to that modeled by Aagaard et al.

(2001). In our simulations, rupture propagates not only in

the strike direction but also vertically. We observe that rup-

ture progresses more rapidly near the surface and recognize

a downgoing rupture phase from the surface. Furthermore,

we also found that the rupture front tends to split, so that the

total duration of the slip pulse is long. These are consistent

with the simulation of Aagaard et al. (2001). Therefore the

rupture process in the numerical simulations is more com-

plex than the Haskell model introduced by Bouchon et al.

(2000). Thus an important question is why the real rupture

process of this earthquake was so simple and which of the

model parameters controlled that feature.

Here we try changing the details of rupture front prop-

agation, especially in the eastern direction, by modifying the

frictional parameters or the initial stress level. We adopt

model B for the fault geometry and compare seismograms

at stations ARC and SKR. First, let us consider the effect of

the cohesive force r0 in equation (3). Figures 11b and 12b

show a snapshot of rupture propagation and a comparison

of seismograms in the case of r0 � 0, respectively. We see

that the rupture propagates preferentially at depth, whereas

it propagated near the surface in the case of r0 � 5 MPa,

as shown in Figure 5b and illustrated again at the left column

of Figure 11. That is why we do not see any large slip on

and near the surface in the final slip distribution. This is not

consistent with observational or inversion results (e.g., Yagi

and Kikuchi, 2000; Bouchon et al., 2002; Delouis et al.,

2002). Furthermore, the synthetic seismograms are quite dif-

ferent. At station SKR very close to the fault, the pulse width

is much longer and its amplitude smaller, because rupture

propagated at depth. Thus our numerical experiment clearly

implies the existence of a finite cohesive force near the sur-

face. This means, in other words, that there is some finite

fault strength on the surface even if the lithostatic pressure

is zero there. This is the only way to allow for stress accu-

mulation and release on and near the surface, so that large

slips can be produced in the shallow crust. We remark that

this is a common feature we also found in the simulation of

the 1992 Landers earthquake (Aochi et al., 2003). This fea-

ture may be intrinsic in the fault behavior of strike-slip

faults. Observations at station ARC are not clear enough to

discuss this problem. The main phase of the seismogram is

delayed, because the rupture process is disturbed due to the

irregular fault geometry just west of the hypocenter. Also,

since the station is located far from the fault, we do not see

any characteristic feature in the seismograms.

Next we try to control the rupture velocity. In fact, the

rupture velocity seen for fault model B (Fig. 5b and the left

of Fig. 11) is faster than the shear-wave speed. In order to

reduce rupture velocity, we suppose here that the initial

stress level is 50%, 24% lower than the reference case, with

respect to the breakdown strength drop Dsb on the primary

fault segment IS (R � 0.50 in equation A5). We also reset

r0 � 6.6 MPa and ld � 0.44, in order to get a comparable

seismic moment to the previous case. Briefly, we modify the

initial stress field in order to conserve the potential stress

drop (or the available strain energy) on the primary plane.

Figures 11c and 12c show snapshots of rupture propagation

and synthetic seismograms. It is well known that it is very

easy to create both supershear and sub-Rayleigh rupture

fronts, as many numerical simulations have shown since the

study of Das and Aki (1977). In the case of slow rupture

velocity (Fig. 11c), the rupture front does not split and the

slip pulse is very narrow. Although the pulse width of the

seismogram becomes slightly longer at station SKR, it may

be still possible to create similar waveforms. Although the

westbound rupture initiation is delayed for the first 7 sec

because of the fault irregularities located to the west of the

hypocenter, we can discuss the later part of the westward

rupture propagation, which affects seismic-wave propaga-

tion. In fact, we observe that the synthetic seismograms at

station ARC explain well the observed one. The movement

of the rupture front is similar to the inversion result of Sek-

iguchi and Iwata (2002).

All our simulation results show systematically a longer

pulse width of seismograms at station SKR, due to a longer

duration of the slip pulse on the fault. Another possible sce-

nario we can propose for shortening the pulse width is that

the maximum fault depth may be shallower than inferred

from the inversion result of Yagi and Kikuchi (2000), al-

though the distribution of aftershocks extends down to 15

km depth (Özalaybey et al., 2002) and other inversion results

require fault slip at depth (Bouchon et al., 2000, 2002). Oth-

erwise, there may be some mechanism of rapid healing that

we did not include in the frictional law as originally pro-

posed by Heaton (1990) and as shown numerically by Co-

chard and Madariaga (1994) and Nielsen and Olsen (2000)

and analytically by Nielsen and Madariaga (2003).

Heterogeneous Stress Loading

What our simulations lacked is the previous history of

this fault system. For this reason, we assumed a uniform

external load for determining applied initial stress on the

fault system. It is clear that this assumption is not correct,

particularly near both ends of the fault, because they must

be affected by the residual stress field from previous events.

In fault models A, B, and D (Fig. 5), the westbound rupture

stopped at the end of the fault model. The western termi-

nation may be affected by the complexity of fault geometry

under the Sea of Marmara and also by the history of previous

events. Unfortunately we did not implement any method to

take into account this information quantitatively in numeri-

cal simulations.

Hashimoto and Matsu’ura (2002), for example, studied
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Figure 11. Comparison of dynamic rupture propagation on fault model B for dif-
ferent scenarios. (a) The reference simulation already shown in Figure 5(b). (b) The
case of no cohesive force (r0 � 0 MPa), (c) slower rupture velocity under low stress
accumulation (R � 0.5), and (d) heterogeneous stress loading considering previous
history (Fig. 13).

a quasi-static simulation of inter-seismic fault slip until the

instability of dynamic rupture. They included a tectonic

loading function, viscoelastic structure, and a slip- and time-

dependent friction law, but the fault is one planar strike-slip

segment. Even for that case, they showed that stress con-

centrates in a complex way on the segment due to the inter-

action between all factors. On the other hand, Stein et al.

(1997) and Reilinger et al. (2000) calculated stress change

along the North Anatolian fault produced by a series of

earthquakes. It is reasonable that stress concentrates in the

seismic gaps, but the change of stress is usually smaller than

0.1 MPa. Compared to the average stress drop of a few me-

gapascals, this stress change is negligible for numerical

simulation of dynamic rupture. This is because their esti-

mation lacks the effect of a tectonic steady loading and vis-

coelastic asthenosphere. If possible, it would be a correct

way to model the whole quasi-static process including fault

geometry, tectonic loading, fault interaction (event history),

and visco elastic asthenosphere, in order to quantitatively

obtain the stress condition just before the instability of dy-

namic rupture (Fukuyama et al., 2002).

Here, we propose an alternative method for our simple

loading system r1 and r3 in order to include the effect of

previous events. Hubert-Ferrari et al. (2000) and Barka et

al. (2002) studied a series of earthquakes along the North

Anatolian fault during the last 300 years. It is clear that the

ruptures of August and November 1999 occurred in areas of

slip deficit. We transform this 1D information (figure 19B

of Barka et al., 2002) in a quantitative way. For a 2D in-

plane static problem, shear stress s due to a discontinuity Du

on a crack R is given by

l 1 1 �
s(x) � � Du(n)dn, (5)�2p 1 � m R x � n �n

where x and n represent positions along the crack and � is

the Poisson ratio. Figure 13 shows the simplified slip deficit

Du(n) and the resultant stress s(x) following from equation
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Figure 12. Comparison of synthetic seismograms at stations ARC and SKR for fault
model B with different scenarios. (a) The observed seismograms. (b) The case of no
cohesive force (r0 � 0 MPa), (c) slower rupture velocity under low stress accumulation
(R � 0.5), and (c) heterogeneous stress loading considering previous history (Fig. 13).
All of the seismograms are filtered by a low-pass filter up to 1 Hz.

Figure 13. (a) Slip deficit just before the 1999
İzmit earthquake along the North Anatolian fault
(dashed curve), which is simplified after Barka et al.
(2002), and stress accumulation calculated as a 2D in-
plane problem (solid curve). (b) Weighting function
given to the parameter R.

(5). We have to note that spatial patterns of stress concen-

tration at short scales strongly depend on the shape of the

slip function and that previous events are not uniquely de-

termined yet. What Figure 13 tells us is just that stress con-

centration may decrease at both ends of the İzmit earthquake

because of previous events.

We introduce heterogeneous external forces r1 and r3

using this s(x) as a weighting function (Fig. 13b) for the

parameter R in equation (A5). We adopt fault model B as an

example and let all the other parameters be the same as in

the reference case (Fig. 5b and the left column of Fig. 11).

Figures 11d and 12d present snapshots of rupture propaga-

tion and near-field synthetic seismograms, respectively.

Since stress accumulation is not maximum around the hy-

pocenter on segment IS, the rupture velocity is slow as in

the low-stress case of Figure 11c. Then rupture decelerates

gradually in the western part and arrests spontaneously. The

arrest of rupture to the eastern direction still can be explained

both by the change of strike and heterogeneous stress load-

ing. In this way, the slip deficit can reasonably explain the

size of the rupture area. However, we implicitly gave the

maximum size of rupture area when we proposed the fault

model of Figure 1. Therefore slip deficit should be very im-

portant for assessing future earthquakes, but it is not so im-

portant within this study.

Summary

We simulated dynamic rupture propagation along sev-

eral fault geometry models and compared synthetic near-

field seismograms for the 1999 İzmit earthquake. As we dis-

cussed, near-field strong motion is strongly influenced by
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details of the rupture progress, which are in turn influenced

by small differences in fault geometry. Numerical simulation

results tell us that it is important to construct a proper fault

geometry in order to reproduce strong ground motion. For

example, it is desirable to interpret the unknown part under

Sapanca Lake as a small bend between segments IS and SA,

not as a significant jog.

We did not aim to obtain the best fault model in this

study, but it should be some combination of fault models B

and C from both geodetic and seismological data. At the

same time, we saw that strong fault segmentations as in fault

model E strongly controlled the observed surface slip. This

implies that the fault geometry must be more complex near

the surface, even if at depth the rupture of the İzmit earth-

quake is closer to that of models B and C. This discrepancy

between shallow and deep behavior is discussed in Aochi

(2003) through numerical simulation of a partially branched

fault.

On the other hand, we provide an important constraint

to explain the observed large slip near the surface. Although

the free surface generally enhances the rupture on the surface

in the mechanical sense, this does not work in the case where

fault strength is zero on the surface and is maximum at depth.

Therefore some finite fault strength is required near the sur-

face, that is, some stress accumulation and release in the very

shallow crust is necessary to explain observations. We have

to investigate other earthquakes for future work, in order to

discuss whether this is a general feature in the crust and

whether this is also common for dipping faults.

The numerical procedure developed for this study is ap-

propriate to understand earthquake dynamics and seismic-

wave generation in geometrically complex and realistic

faults. We simulated spontaneous dynamic rupture propa-

gation along a nonplanar fault system using a BIEM and then

calculated seismic-wave propagation using a FDM based on

the former simulation. In this framework, we can discuss the

entire process of an earthquake, including fault geometry,

the tectonic stress field, and frictional fault properties.

Acknowledgments

We greatly thank M. Bouchon, who provided many valuable com-

ments on seismological data and interpretation of the simulation results.

Discussion with J.-P. Avouac and E. Durukal and their suggestions were

also very useful to the progress of this work and improved this article. H. S.
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Bouchon, M., N. Toksöz, H. Karabulut, M.-P. Bouin, M. Dieterich, M.

Aktar, and M. Edie (2000). Seismic imaging of the 1999 İzmit (Tur-
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Appendix

We explain how to define the initial stress field for the

given frictional parameters ls and ld in equations (3) and

(4), in order to carry out the simulations. This is basically

the same as the method considered in Aochi et al. (2002b).

The external principal stresses r1, r2, and r3 are un-

known. We suppose that the intermediate stress r2 is vertical

at all depths in order to permit a strike-slip movement, and

it is equal to confining pressure P. Then, for simplicity, we
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suppose r2 equal to the average of r1 and r3, that is, P �

(r1 � r3)/2. Letting Dr � (r1 � r3)/2, we can write down

the principal stresses in the form

r � P � Dr, r � P, r � P � Dr.1 2 3 (A1)

These external forces define the initial shear and normal

stress (sini and rini) at each point on the fault according to

the fault strike U:

r � r1 3inis � sin2U � Drsin2U,
2

(A2)

r � r r � r1 3 1 3inir � � cos2U � P � Drcos2U.
2 2

(A3)

For determining quantitatively r1 and r3 with respect to the

given frictional parameters sp and sr, we also suppose the

segment where the hypocenter is located, is in the most fa-

vorable direction from the viewpoint of a Coulomb-Mohr

circle. r1 makes an angle with the first fault segment U0:

p 1
�1

U � � tan l .0 s
4 2

(A4)

Then we define a parameter R, which represents the ratio of

potential stress drop Ds(�sini
� sr) with respect to the

breakdown strength drop Dsb(�sp � sr) on this primary

segment:

ini
Ds s � sr

R � � .
Ds s � sb p r

(A5)

Supposing the value of R, we can determine the stress dif-

ference Dr, at all depths by

l P � R(r � (l � l )P)d 0 s d
Dr � .

sin2U � l cos2U � R(l � l )cos2Ud s d

(A6)

With the existence of pore pressure PH, we replace P with

PH in these equations. In the case of r0 � 0 with P � 0

(ground surface), Dr is still nonzero. Thus stress accumu-

lates on the surface. On the other hand, if we take r0 equal

to zero, Dr diminishes to zero, too.
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