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The 21st Century Systems: an updated vision of
Continuous-Time Fractional Models

Manuel D. Ortigueira and J. A. Tenreiro Machado

Abstract—This paper presents the continuous-time fractional
linear systems and their main properties. Two particular classes
of models are introduced: the fractional autoregresive-moving
average type and the tempered linear system. For both classes,
the computations of the impulse response, transfer function,
and frequency response are discussed. It is shown that such
systems can have integer and fractional components. From the
integer component we deduce the stability. The fractional order
component is always stable. The initial-condition problem is
analysed and it is verified that it depends on the structure of the
system. For a correct definition and backward compatibility with
classic systems, suitable fractional derivatives are also introduced.
The Grünwald-Letnikov and Liouville derivatives, as well as the
corresponding tempered versions, are formulated.

Index Terms—Fractional system, Fractional derivative, Differ-
integrator, Tempered derivative, Tempered linear system

I. INTRODUCTION

A. On the fractional systems

F ractional systems are becoming increasingly adopted in
the 21st century for modelling many natural and man-

made phenomena [1], [2], [3], [4], [5], [6], [7], [8]. In fact, we
are presently dealing with phenomena that require a modeling
beyond traditional tools. Signals obtained when observing
many types of systems have spectra that exhibit slopes in the
amplitude Bode diagrams that are not multiples of 20 dB
per decade. This behaviour can be found, for example, in
ECG, speech, music, electronic noise in junctions, network
trafic, electrochemistry, and other applications [9], [10], [11].
Designations like 1/f noise, long range dependence [12],
fractional Gaussian noise, and fractional Brownian motion
(fBm), are ubiquituous in the scientific literature [13], [14],
[15]. Other applications include the viscoelasticity [4], the J.
Curie phenomenon [16], the Schrödinger fractional equation
[17], [18], and the fractional Maxwell equations [19], [20],
[21].

In a previous paper [22] (2008), and following Prof. Nishi-
moto, we forecasted that fractional systems would be the 21st

Century Systems and advanced an educated prediction about
their evolution, both in the theoretical and practical perspec-
tives. However, the following years revealed an unexpected
unfolding that resulted in the appearance of formulations that
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were not only very inaccurate, but also far from those required
when having in mind the solid background usual in engineer-
ing. This fact has certainly contributed to some lack of interest
by many researchers in engineering. In fact, the confusion
prevailing in the fractional world is an obstacle to its adoption
by other applied sciences. This sequence of two articles intends
to contribute for settling the dust that overshadows Fractional
Calculus (FC), by highlighting concepts and tools that allow a
correct fit between the traditional Signals & Systems and the
FC. This backwards-compatibility is very important because
it simplifies the adoption of FC by professionals with a more
practical-oriented experience.
Instead of starting from the notion of fractional derivative and
corresponding differential equations, we begin by introducing
the concept of transfer function (TF) and some different forms
it can assume, namely those involving irrational functions.
From the TF, we define the corresponding differential equa-
tions with a considerable generality. In particular, we will
call continuous-time fractional autoregressive-moving average
(FARMA) those that are defined by an equation that results
from the traditional ARMA model using a mere substitution
of integer by fractional-order derivatives. This is a first type of
“fractionalization” that consists in substituting the s Laplace
variable by sα. This approach corresponds to replacing the
derivatives of orders 1, 2, 3, · · · by the fractional ones with
orders α, 2α, 3α, · · · , α ∈ R, yielding the so-called com-
mensurate systems. This type of continuous-time fractional
autoregressive-moving average models is the most interesting
and is used in practical applications [23]. Nonetheless, we go
further and use other real orders α1 < α2 < α3, · · · that yield
non-commensurate systems.

It is important to compare the transient responses of both
types of systems. While the integer order models are character-
ized by having exponential responses, the fractional ones have
power functions as responses. For this reason, it is said that the
first class has short memory while, on the contrary, the second
has a long one (also called long range). However, we have
applications, namely, in physics, where we find phenomena
that are neither of short, nor of long range. These phenomena
exhibit an intermediate behavior which requires a distinct
approach. In the modelling of such kind of systems, we need
to look for some form of embeding the two types of responses.
One solution comes from the multiplication of the derivative
kernels by an exponential that gives the required medium range
systems. Several denominations were proposed in the literature
for such systems. Similarly to what was considered in [24]
we will use the designation tempered systems. Again, we have
also commensurate and non-commensurate tempered systems.
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In terms of the TF and in a simple interpretation the tempering
consists in substituting sβ , β ∈ R, by (s+ λ)

β
, β, λ ∈ R.

B. A short history

The FC is a generalization of the conventional calculus
that was raised in 1695 from a Leibniz’ idea, during the
exchange of letters between him and J. Bernoulli [25]. The
FC is not as accessible as the standard calculus, but leads to
similar concepts and tools and enjoys a wider generality and
applicability. The FC allows derivative operations of arbitrary
order and represents an advance similar to the generalization
from integer to real or complex numbers. During almost 200
years, namely since the works of Liouville (1832), the frac-
tional derivative was considered as a curious and interesting
topic, but merely an abstract mathematical concept. The main
developments of the FC were accomplished by mathematicians
without having in mind real world applications. However,
the Liouville’s proposals of fractional derivative had physical
problems as their main motivation [26], [27], [28]. It is impor-
tant to refer that Fourier proposed a general analysis/synthesis
of the Fourier transform (FT) contemplating the fractional
case. Liouville based his formulations on decompositions of
the functions in terms of exponentials. However, he had a
limitation, since, at that time, the Bromwich integral inverse
of the Laplace transform (LT) was unknown. Therefore, he
was not sufficiently convincing. The appearence of Riemann’s
proposal [29] allowed the formulation of a synthesis called
Riemann-Liouville derivative (RL) [30], [31] that remained al-
most like a “standard” untill the end of the 20th century, when
it was substitued by the (Dzherbashian-) Caputo (C) derivative,
a particular case of second Liouville’s formula. Heaviside
considered some problems where fractional behaviour appears
and applied his operational approach [1], [32]. Since the first
Liouville’s paper, several other definitions of derivative and
integral operators were formulated, not necessarily compatible
in the sense of giving always the same results. This state
of affairs created difficulties when trying to extend specific
tools based on the traditional integer order to the more general
arbitrary order context [30], [31].
Since the early 1990’s, some scientists and engineers have
been working with those different forms, having in mind the
perspective of practical applications [33], [34], [35], [36]. It is
important to refer the pioneering works of Oustaloup’s group
in control and identification [37], [38], [39], [40], [41], [42].
The fractional electrical circuits started being investigated [43],
[44], [45], [46], [47], [48]. In the last 10 years a number
of papers were published describing electronic realizations of
fractional systems [49]. However, in which concerns fractional
System Theory we cannot say that we had a clear formula-
tion generalizing the classic tools, namely impulse response
(IR), TF, and frequency response (FR), keeping a backward
compatibility. Aparently, this problem was examined, for the
first time, in [50] and revisited in [22], proposing that FC
would be the tool for system modelling in the 21th century
systems. A more general vision of fractional systems and their
applications was presented in [51]. In the last decade, many
applications appeared and important themes like, analysis,

modelling, and synthesis, have been considered [52]. However,
a closer look reveals that there are many integer order tools that
need to be extended to the fractional framework, while keeping
a backward compatibility [53]. Not all proposed formulations
for the fractional operators are suitable for doing this task.
In this paper, the state-of-the-art of the compatible fractional
system theory is described. We start by introducing the
continuous-time ARMA like systems with commensurate and
non commensurate orders. The traditional tools are introduced
and computed with generality. The stability is also considered.
The important initial condition problem is discussed.

C. Remarks

We assume that
• We work always on R.
• We use the bilateral LT:

L [f(t)] = F (s) =

∫
R

f(t)e−stdt, (1)

where f(t) is any real or complex function defined on
R and F (s) is its transform, provided it has a non void
region of convergence (ROC)

• The inverse LT is given by the Bromwich integral

f(t) = L−1 [F (s)] =
1

2πj

a+j∞∫
a−j∞

F (s)est ds, t ∈ R, (2)

where a ∈ R is inside the region of convergence of the
LT and j =

√
−1.

• The FT is obtained from the LT through the substitution
s = jω with ω ∈ R.

• The functions and distributions have LT and/or FT.
• Current properties of the Dirac delta distribution, δ(t),

and its derivatives will be used.
• The standard convolution is given by

f(t) ∗ g(t) =

∫
R

f(τ)g(t− τ)dτ. (3)

• The order of the fractional derivative is assumed to be
any real number.

• The multi-valued expressions sα and (−s)α are used.
To obtain functions from them we will fix for branch-
cut lines the negative real half axis for the first and
the positive real half axis for the second. For both
expressions, the first Riemann surface is selected.

• The “floor” of a real number α is denoted as the integer
N = bαc verifying N ≤ α < N + 1.

• The Heaviside unit step and the signum function are rep-
resented by ε(t) and sgn(t), respectively. These functions
are related through sgn(t) = 2ε(t)− 1.

• Let α and β two complex numbers with positive real
parts. The two-parameter Mittag-Leffler function is de-
fined by [54]

Eα,β(z) =

∞∑
k=0

zk

Γ(αk + β)
, z ∈ C. (4)
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In applications, the causal function tβ−1Eα,β(ptα)ε(t) is
used, for it has LT

LEα,β(−ptα) =
sα−β

sα + 1
, Re(s) > 0, (5)

where Re(·) is the real part of a complex number.
• The general binomial series reads

(1− z)a =

∞∑
k=0

(−a)k
k!

zk, (6)

where (−a)n is the Pochhamer representation for the
raising factorial:

(−a)n =

n−1∏
k=0

(−a+ k) ,

with (−a)0 = 1. If a is not a negative integer, then

(−a)k
k!

=

(
a

k

)
that represents the well-known binomial coefficients.

D. Abbreviations

The following abbreviations are used in this manuscript:
ARMA Autoregressive-Moving Average
CT Continuous-Time
DT Discrete-Time
FARMA Fractional Autoregressive-Moving Average
FD Fractional derivative
FP Feller Potential
FT Fourier transform
FR Frequency response
IC Initial-conditions
IR Impulse Response
GL Grünwald-Letnikov
L Liouville
LTIS linear time-invariant system
LS Linear system
LT (Bilateral or two-sided) Laplace transform
MLF Mittag-Leffler function
NLT Nabla Laplace transform
RL Riemann-Liouville
RP Riesz Potential
RD Riesz Derivative
RFD Riesz-Feller Derivative
TF Transfer function
TFD Tempered Fractional Derivative
ULT Unilateral (one-sided) Laplace transform

E. Outline of the paper

We start by recalling some important concepts regarding
the study of linear systems in Section II. We define the
IR and TF with great generality (II-A), and give examples
of several types of TF. For defining such TF, we introduce
the main basic tool for expressing the fractional systems:
the differintegrator (II-C). The previously referred systems
are presented progressively in Section III, from the simplest

commensurate (III-A), to the non-commensurate (III-C). It is
shown that fractional systems can be decomposed into two
components: integer and fractional. This decomposition has
consequences for the stability studied in subsection III-B.
The very important problem of the IC is also analysed in
subsection III-F. The IC depend on the structure of the system
not on the used transform. A general formula for dealing
with them is presented. The study uses the TF for starting
point, without introducing any differential equation. A type
ARMA fractional order differential equation together with the
appropriate definitions of derivatives are presented in III-D.
The FR is also studied in III-E. This set of topics cover the
most important systems, namely the electric circuits. However,
there are other interesting subjects that we found useful and
that are studied briefly in sub-section III-G: the variable order
derivatives and systems (III-G1), an introduction to fractional
order stochastic processes (III-G2), and the particular case of
the fractional Brownian motion (fBm) treated in III-G3. Most
of the tools introduced in these sections are useful for dealing
with another system generalization: the tempered fractional LS
studied in Section IV. Therefore, we introduce the tempered
fractional derivatives (IV-A) suitable for expressing the differ-
ential equations used to describe the tempered fractional LS
(IV-B). Finally, some conclusions are presented in Section V.

mds
Month 00, 2021

II. ON THE CONTINUOUS-TIME LINEAR TIME-INVARIANT
SYSTEMS (LTIS)

A. Impulse response and transfer function

The linear systems (LS) are of primordial importance in
Science and Engineering. In many situations we deal with
nonlinear systems, but the linear are very useful and deserve
study. Traditionally, linear systems are based on integer order
differential or difference equations, if they are continuous- or
discrete-time.
Let us consider continuous-time systems for which the input-
ouput relation assumes the general form:

y(t) =

∫ +∞

−∞
g(t, τ)x(τ)dτ, t ∈ R, (7)

where g(t, τ) is the IR of the system [55]. The IR characterizes
completely the system. In the time-invariant case g(t, τ) =
g(t−τ) and the input-output relation assumes a convolutional
form [55], [56], [57]

y(t) =

∫ +∞

−∞
g(t− τ)x(τ)dτ. (8)

Remark II.1. If g(t, τ) = g(t/τ)/τ, t, τ ∈ R+
0 , then

(7) becomes a multiplicative (Mellin) convolution and the
corresponding systems are not time-invariant, but they are
essentially scale invariant. Among these types of systems we
can consider the LS based on the Hadamard [31] and quantum
derivatives [58], [59].

Returning to (8) , if x(t) = est, s ∈ C,∈ R, then

y(t) = G(s)est, t ∈ R, (9)
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with G(s) = L [g(t)] the LT of the IR that is the TF. Therefore,

1) The exponentials are the eigenfunctions of the LTIS and
the eigenvalues, G(s) are the LT of their IR [60].

2) If the system is causal, then its IR is a right function and
hc(t) = 0, for t < 0, implying that Hc(s) has a ROC
defined by Re(s) > a ∈ R.

3) Similarly, if the system is anti-causal, then ha(t) =
0, for t > 0, implying that Ha(s) has a ROC defined
by Re(s) < b ∈ R.

4) Consider a bilateral system that is the sum of a causal and
an anti-causal, G(s) = Gc(s) +Ga(s). If its ROC is non
void,a < Re(s) < b, the corresponding IR is two-sided,
g(t) = gc(t) + ga(t).

5) If the region of convergence (ROC) of G(s) contains the
imaginary axis, then we can set s = jω, ω ∈ R, so that
the response of a LTIS to a sisoid is also a sisoid with
the same frequency. In this case, the LT becomes the FT
and originates the FR, denoted by G(jω). It is frequently
represented by the Bode diagrams that are logarithm plots
of the amplitude, A(ω) = |G(jω)| and phase, φ(ω) =
argG(jω).

Therefore, we require that the IR, g(t), [23]
• is continuous almost everywhere,
• has bounded variation,
• is of exponential order.

Concerning the stability of a system, we prefer usually the
BIBO (bounded input-bounded output) stability criterion. This
implies that the IR is absolutely integrable (AI). Therefore,
any stable LS with TF given by G(s) has frequency response,
G(jω). For a given stable (unstable) causal there is always
a unstable (stable) anti-causal with the same G(s) as TF, but
different ROC. These considerations created a framework for
the definition of LS through the IR and corresponding TF.

B. Some examples of TF

The above considerations do not suggest any particular form
that the TF (or FR) can assume. The practical problem at hand
can give insights into the one we must choose. In Engineering,
it is frequent to use the information depicted by means of the
Bode diagrams. Some interesting models are well-known and
were suggested in different studies of electromagnetic media
or electrical circuits (with suitable ROC):

1) Oscillator
G(s) =

1

s2 + p
, p ∈ R+;

2) Cole-Cole dielectric model

G(s) =
1

sα + p
, p ∈ R+;

3) Causal highpass filter

G(s) =
sα

sα + p
, p ∈ R+;

4) Cole-Davidson dielectric model [61]

G(s) =
1

(s+ p)α
, p ∈ R+;

5) Havriliak–Negami dielectric model [62]

G(s) =
1

[1 + (sτ)α]
β

;

6) Phase lead/lag compensator [24]

G(s) =

(
τs+ a

s+ a

)α
, α, a ∈ R+, τ > 1.

These examples suggest we can introduce some non common
TF. Let N and M be positive integers and the polynomial
coefficients ak and bk, k = 0, 1, · · · , be real numbers. We
introduce also the parameters αk and βk, k = 0, 1, · · · , that,
without loss of generality, we can assume to form positive real
increasing sequences.

1) The most used model is the rational TF corresponding
to a continuous-time autoregresive-moving average (CT-
ARMA) model:

G(s) =

M∑
k=0

bks
k

N∑
k=0

aksk
, (10)

where the N and M are the orders of the model that
correspond to the degrees of denominator and numerator
polynomials, respectively.

2) The fractional continuous-time autoregresive-moving av-
erage (CT-FARMA) [63].
It is a direct generalization of expression (10) that gives

G(s) =

M∑
k=0

bks
kα

N∑
k=0

akskα
, (11)

where 0 < α ≤ 1. This is fractional commensurate LS.
3) Tempered CT-FARMA [24]

G(s) =

M∑
k=0

bk(s+ λ)kα

N∑
k=0

ak(s+ λ)kα
, (12)

with λ ∈ R.
4) Fractional non commensurate LS [64].

It generalizes (11)

G(s) =

M∑
k=0

bks
βk

N∑
k=0

aksαk
. (13)

5) Tempered Fractional non commensurate LS [24]

G(s) =

M∑
k=0

bk(s+ γk)βk

N∑
k=0

ak(s+ λk)αk
, (14)

where λk, γk, k = 0, 1, · · · are real parameters.
6) Other generalizations can be found as G(s) = Hσ(s)

with σ > 0.
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It is important to remark that:
• The complex variable functions introduced above may

represent, at least, two different TF, a causal and an anti-
causal, depending on the selected region of convergence
[56], [57], [65];

• For stability reasons and without loosing generality, we
will assume M < N.

C. The differintegrator

Classically, the sequence

. . . s−n . . . s−2 s−1 1 s1 s2 . . . sn . . . n ∈ N, (15)

has a clear meaning due to the relation between integrals
(negative exponents) or derivatives (positive exponents) and
the LT. We note that:
• As we said previously each term with negative exponent

represents two TF corresponding to two disjoint regions
of convergence, namely Re(s) > 0 (causal system) and
Re(s) < 0 (anti-causal system), with inverse LT given
by

· · ·± tn−1

(n− 1)!
u(±t) · · ·± t

2

2!
u(±t) ± t

1

1!
u(±t) ±u(±t)

(16)
• The terms with positive or null exponents are analytic on

the whole complex plane. The corresponding inverse LT
are

δ(t) δ′(t) . . . δ(n)(t) · · · =

=
t−1

(−1)!
u(t)

t−2

(−2)!
u(t) . . .

t−n−1

(−n− 1)!
u(t) . . .

(17)

where we recall a relation derived by Gel’fand and Shilov
[66]:

δ(n)(t) =
t−n−1

(−n− 1)!
u(t), n ≥ 0. (18)

The fractionalization of (18) allows us to fill in the gaps in
sequence (15) yielding

. . . s−π . . . s−2 . . . s−
√
2 . . . s−1 . . . s1/2 . . . s1 . . . s

π
2 . . . se . . .

(19)
and also in (16) and (17) through

L−1sα = ± t
−α−1

Γ(−α)
u(±t), (20)

for any real order (we can consider complex orders, but the
resulting systems are not Hermitian). The elemental system
with TF G(s) = sα, α ∈ R, is called differintegrator. If
Re(s) > 0, it will be called forward, otherwise if Re(s) < 0
it will be denoted backward.
The impedance of a circuit with a differintegrator, called
constant phase element (CPE) [67], assumes the form

Z(jω) = Kα(jω)α.

This impedance, called fractance, is complex for non integer
α. An ideal fractional coil (α > 0) has fractance [68], [69]

ZL = Lα(jω)α

with the indutance, Lα, with units [H · sα]. Similarly, an ideal
fractional capacitor has fractance [16]

ZC =
1

Cα(jω)α

where the capacitance Cα has units
[
F · s1−α

]
. With α = 1

we obtain the classic coil and capacitor reactances. An interest-
ing case is the frequency-dependent negative resistor (FDNR)
[67], [70], [71] that corresponds to

ZFDNR =
K−2
(jω)2

Remark II.2. The question of the unities in fractional ele-
ments like coils and capacitors is an open subject [72], [73].

There are interesting realizations of differintegrators and
applications to circuits [74], [75], [44], [48], [76], [77]. An
interesting generalization of the Kramers-Krönig relations was
presented in [21].

Example II.1. A device with fractional characteristics is the
electrochemical capacitor for which several fractional models
were proposed for its impedance. This subject was studied in
[78], [79] and the following model was obtained and validated
experimentally

Z(s) = R0 +
1

sγ1 · Cγ1
+

1

sγ2 · Cγ2
+

1

sγ1+γ2 · Cγ3
, (21)

where R0 represents a series resistance, the symbols Cγ1 , Cγ2 ,
and Cγ3 stand for capacitances of the electrochemical ca-
pacitor model, and γ1 and γ2 are the fractional orders. It is
interesting to remark that

1) the model is a series or a resistor and 3 ideal capacitors;
2) the order of one ideal capacitor is the sum of the other

two, assuming a value slightly greater than 1.

III. STUDY OF CONTINUOUS-TIME FARMA LINEAR
SYSTEMS

A. The commensurate case

The CT-FARMA LS are the most important class of frac-
tional systems, since they constitute the base for the study of
fractional electric circuits. This type of system was introduced
in (11) by means of its TF that we reproduce here together
with its partial fraction decomposition

G(s) =
B(sα)

A(sα)
=

M∑
k=0

bks
αk

N∑
k=0

aksαk

=

Np∑
k=1

Rk
(sα − pk)nk

.

(22)

The parameters pk, k = 1, 2, · · ·Np, are called pseudo-poles
and are the roots of the characteristic polynomial A(z) =∑N
k=0 akz

k. The roots of B(z) =
∑M
k=0 bkz

k are the pseudo-
zeroes and Rk stands for the residues of the partial fraction
decomposition of B(z)/A(z).
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Remark III.1. Any system defined by (13), with rational
orders can be converted into the form (11), that is to commen-
surate. We only may have to join additional null coefficients.
The same happens with (14) that gives (12).

Remark III.2. Let p be a complex number, 0 < α < 1, and the
equation sα − p = 0 that has infinite roots. However, there is
only one solution for this equation in the first Riemann surface,
if −απ < arg(p) ≤ απ, and it is given by s0 = |p| 1α ej

arg(p)
α .

For example, if arg(p) = π, then the root of the equation is
in the second Riemann surface. Therefore, it does not lead to
a pole or zero of a system.

The case α = 1 corresponds to the classic model (10). As it
is well-known [56], [57] the IR corresponding to this TF has
the form

g(t) = ±
Np∑
k=1

Rk
tnk−1

(nk − 1)!
epktu(±t), (23)

where pk, k = 1, 2, · · · , are the poles, nk denotes their
multiplicity, and Rk represents the corresponding residues
in the partial fraction decomposition of (10). The function
±u(±t) is the causal/anti-causal Heaviside unit step used to
make a clear distinction between the causal (right) and anti-
causal (left) solutions. This is important if the variable t does
not stand for time, but, for example, it represents space.
For 0 < α < 1, we need to invert a generic simple fraction

1
(sα−p)n . Since

(n− 1)!

(sα − p)n
=
dn−1 1

(sα−p)

dn−1p
(24)

we only have to pay attention to the case:

G(s) =
1

sα − p
. (25)

We will treat the causal case only. There are two different
ways of inverting (25).

1) Using the Mittag-Leffler function: Using the geometric
series, we can write successively

F (s) =
1

sα − p
= s−α

∞∑
n=0

pns−αn =

∞∑
n=1

pn−1s−αn, (26)

valid for |ps−α| < 1. Choosing the ROC Re(s) > |ps−α|, we
will arrive at the causal inverse of F (s):

f(t) =

∞∑
n=1

pn−1
tnα−1

Γ(nα)
ε(t). (27)

This function also called alpha-exponential [31] is normally
expressed in terms of the MLF as

f(t) = tα−1Eα,α(ptα)ε(t) (28)

and gives the IR corresponding to partial fraction (26). If α =
1, then we have the classic result f(t) = eptε(t). The step
response rε(t) of (26) can be obtained from

L [rε(t)] =
1

sα − p
· 1

s
=

∞∑
1

pn−1s−αn−1, (29)

leading easily to

rε(t) = tαEα,α+1(ptα)·ε(t) =
1

p
[Eα,1(ptα)− 1]·ε(t), (30)

that generalises the expression corresponding to α = 1.
Knowing relations (28) and (30) and attending to (24) we are
able to compute the impulse and step responses of any LTIS
defined by the TF (22).

2) Using the inverse LT: The inversion of a TF based on the
MLF has an important drawback: the solution relies on one,
or several, series, that create severe computational problems.
Furthermore, such solution masks the underlying structure of
the system, in the sense that it does not highlight the presence
of two different terms
• One component of integer order that inherits the classical

behaviour, mainly oscillations and (un)stability;
• Another component of fractional order responsible for

the long range behavior of the fractional linear systems,
that is intrinsically stable as we will demonstrate in the
sequel.

We start from the Bromwich inversion integral (2) and decom-
pose it in two parcells according to each path section [80]. We
get [81]

g(t) =

K0∑
k=1

Ake
p1/αtε(t)

+
1

2πj

∞∫
0

[
G(e−jπu)−G(ejπu)

]
e−σtdu · ε(t),

(31)

where the constants Ak, k = 1, 2, . . . ,K0, are the residues of
G(s) at p1/α. The LT of both sides in (31) leads to

G(s) = Gi(s) +Gf (s), (32)

where the integer order part is

Gi(s) =

K0∑
k=1

Ak
s− p1/α

, Re(s) > max(Re(p1/α)) (33)

and the fractional part is

Gf (s) =
1

2πj

∞∫
0

[
G(e−jπu)−G(ejπu)

] 1

s+ u
du (34)

which is valid for Re(s) > 0. The integer order part of the
impulse response (33) is the classical sum of exponentials
(or sinusoids), eventually multiplied by integer powers. The
possible sinusoidal behaviour comes from this term. The
numerical computation of this part does not put any significant
problem. The fractional part is expressed as an integral of the
product of an exponential, with negative real exponent, by a
bounded function, that is zero at the origin and at infinite.
This means that the integral is easily computed by means
of a simple numerical procedure. Using a uniform sampling
interval ν, we can write

hf (t) =
1

2πi

L∑
n=0

[
G(e−jπun)−G(ejπun)

]
e−untν (35)
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with un = nν, n = 0, 1, . . . , L. The sampling interval ν and
the positive integer L are chosen to guarantee that the fraction
in (35) is small for uL = Lν.

Remark III.3. Consider the TF in (22) with nk = 1, k =
1, 2, . . .

G(s) =

N∑
k=1

Rk
sα − pk

, (36)

where Rk and pk, k = 1, 2, . . . , N, are the residues and
pseudo-poles. Define the set
Q = {pk : −πα < arg (pk) ≤ πα, k = 1, 2, . . . , N}.
The integer part hi(t) of the impulse response is given by:

hi(t) =

N∑
k=1;pk∈Q

Rk ·Bkep
1/α
k tε(t), (37)

where Rk, k = 1, 2, . . . , N, represent the coefficients
obtained from the partial fraction decomposition and BK =

1

αp
1−1/α
k

are the residues of 1
(sα−pk) at p1/αk . The correspond-

ing LT becomes [82]

Hi(s) =

N∑
k=1;pk∈Q

Rk ·Bk
s− p1/αk

(38)

for Re(s) > max(Re(p
1/α
k )), pk ∈ Q, as defined above.

With generality, consider the situation where we have K
pseudo-poles. The result in (35) allows us to state that:
• For α = 1, k = 1, 2, . . . ,K, we have no fractional

component. The TF is a sum of partial fractions and each
one has an exponential for inverse LT. The corresponding
TF is the quotient of two polynomials in s.

• For α < 1, k = 1, 2, . . . ,K, we may have two com-
ponents depending on the location of pk in the complex
plane:

– If | arg(pk)| > πα, k = 1, 2, . . . ,K, then we do
not have the integer order component: it is a pure
fractional system;

– If | arg(pk)| ≤ πα, for some k = 1, 2, . . . ,K, then
the system is mixed, in the sense that we have both
components;

– If | arg(pk)| = π
2α, for some k = 1, 2, . . . ,K, then

the integer order component is sinusoidal, but the
fractional component exists as well.

Remark III.4. From the above considerations we conclude
that we can have purely fractional systems. We only have to
choose the pseudo-poles with arguments in the region defined
by | arg(pk)| > πα.

Example III.1. Consider the fractional RC circuit with TF
expressed by:

G(s) =
1

1 +RCαsα
,

where Cα is the capacitance in
[
Fs1−α

]
and α < 1. The IR of

this system has only fractional component. It is interesting to
note that when α = 1 the situation is reversed. In figure 1 we
depict the step responses of a RC circuit with RCα = 1s−α.

Fig. 1. Step responses of the RC circuit (example III.1) for α = 0.2k, k =
1, 2, · · · 5 (from below).

B. Stability

Consider a given term of (31) corresponding to one pseudo-
pole p:

g(t) =
1

α
p1/α−1ep

1/αtε(t)

+
sin(απ)

π

∞∫
0

uα

u2α − 2p cos(απ) + p2
e−utdu · ε(t).

(39)

We can extract some conclusions [81]:
1) The fractional part is always bounded, for α > 0 and any

p ∈ C. In fact, it is a simple matter to verify that function
uα

u2α−2p cos(απ)+p2 is bounded. Therefore,∫ ∞
0

∣∣∣∣ uα

u2α − 2p cos(απ) + p2

∣∣∣∣ e−utdu < A

t
, t > 0

(40)
This term exists whenever α 6= 1 and does not contribute
to unstability.

2) As mentioned previously, the integer part only exists
if −πα < arg(p) ≤ πα. In this case, we have three
situations [81]:
• |arg(p)| < απ2 – the exponential increases without

bound - unstable system;
• |arg(p)| > απ2 – the exponential decreases to zero -

stable system;
• |arg(p)| = απ2 – the exponential oscillates sinu-

soidally - critically stable system.
The above considerations allow us to conclude that the be-
haviour of stable systems can be integer, fractional, or mixed:
• Classical integer order systems have impulse responses

corresponding to linear combinations of exponentials that,
in general, go to zero very fast. They are short memory
systems.

• In fractional systems without poles, the exponential com-
ponent disappears. These are long memory systems. All
pseudo-poles have arguments with absolute values greater
than π/α, where α < 1.
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• Mixed systems have both components. Some pseudo-
poles have arguments with absolute values larger than
π
2α.

Remark III.5. The three rules above are usually known as
Matignon’s theorem, that can be put in the following way: TF
(10) is stable iff all pseudo-poles pk verify |arg(pk)| > απ2 .

The above procedure for studying the stability demands
knowing the pseudo-poles. In the integer order case, there are
several criteria to evaluate the stability of a given linear system
without the knowledge of the poles. One of the most important
is the Routh-Hurwitz criterion that gives information on the
number of poles on the right hand half complex plane [83].
The generalisation of this criterion for the fractional case was
proposed in [84] and is very similar to the integer order case
[23]. A very interesting alternative is the Mikhailov criterion
[85] that is formulated in the frequency domain.

C. General non commensurate case

The non commensurate case cannot be dealt as we discussed
above, unless we know the pseudo-poles. In this case, we can
use (31). In the general case it is possible to obtain the IR in
the form of a fractional McLaurin series through the recursive
application of the general initial value theorem [86], [87]. This
theorem relates the asymptotic behaviour of a causal signal,
g(t), as t→ 0+ to the asymptotic behaviour of its LT, G(σ) =
L[g(t)], as σ = Re(s)→∞.

Theorem III.1 (The initial-value theorem). Assume that g(t)
is a causal signal such that in some neighbourhood of the
origin is a regular distribution corresponding to an integrable
function and its LT is G(s) with region of convergence defined
by Re(s) > 0. Also, assume that there is a real number β >
−1 such that lim

t→0+
g(t)tβ exists and is a finite complex value.

Then

lim
t→0+

g(t)

tβ
= lim
σ→∞

σβ+1G(σ)

Γ(β + 1)
. (41)

For proof see [86] (section 8.6, pages 243-248).
The repetitive use of this theorem allows us to express a given
TF as a sum of negative power functions plus an error term.
We are going to describe the procedure for obtaining the IR
from the TF [87]. Let G(s) be a TF and its associated ROC
Re(s) > 0. We do the following steps:

1) Define R0(s) = G(s) with inverse LT given by r0(t)
2) Let γ0 be the real value such that

lim
σ→∞

σγ0H(σ) = A0,

where A0 is finite and non null. Then, let

R1(s) = G(s)−A0s
−γ0 .

It is clear that lim
σ→∞

σγ0R1(σ) = 0 and A0 =

lim
t→0+

r0(t) = h(γ0−1)(0+).
3) Repeat the process. Let γ1 be the real value such that

lim
σ→∞

σγ1R1(σ) = A1,

where A1 is finite and non null. Again introduce

R2(s) = G(s)−A0s
−γ0 −A1s

−γ1

with lim
σ→∞

σγ1R2(σ) = 0 and A1 = lim
t→0+

r
(γ1−1)
1 (t),

having r1(t) as the inverse of R1(s).
4) In general, let γn be the real value such that

lim
σ→∞

σγnRn(σ) = An,

where An is finite and non null. We arrive at the function:

Rn(s) = G(s)−
n−1∑
k=0

Aks
−γk (42)

and lim
σ→∞

σγnRn(σ) = 0.

As above An = lim
t→0+

r
(γn−1)
n−1 (t) = r

(αn)
n−1 (0+), to be

coherent with the initial value theorem and γn = αn +
1, for n ∈ Z+

0 .
We can write:

G(s) =

n−1∑
k=0

Aks
−γk +Rn(s) (43)

leading to the conclusion that G(s) can be expanded in a
generalized Laurent series [87]

G(s) =

∞∑
k=0

r
(αk)
k (0+)s−γk . (44)

The inverse LT of each s−γk allows us to obtain g(t).
If we know the pseudo-poles, we can use the algorithm
described in [64]. However, it must be emphasized that there
are non-factorizable pseudo-polynomials .

D. From the TF to the differential equation. Fractional deriva-
tives

Consider the causal case (we will omit the ROC). From (8),
using the LT, we obtain Y (s) = G(s)X(s) that leads to

N∑
k=0

aks
αkY (s) =

M∑
k=0

bks
βkX(s). (45)

Introduce an operator Dα (differintegrator) such that

L−1 [sαF (s)] = Dαf(t), (46)

where F (s) = L [f(t)] and ±Re(s) > 0. We obtain from (45)

N∑
k=0

akD
αky(t) =

M∑
k=0

bkD
βkx(t), (47)

that is an equation defining a system with TF

G(s) =

M∑
k=0

bks
βk

N∑
k=0

aksαk
.

We introduced the differintegrator, verifying the property (46).
For positive order, we will call it fractional derivative.
FD is the name assigned to several mathematical operators,
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namely the Grünwald-Letnikov (GL), Liouville (L), Riemann-
Liouville, Caputo, Marchaud, Hadamard, Riesz, and others
[30], [31], [63], [8], [23]. Without going into the discussion
of a methodology for deciding if a given operator is a FD
[88], we are interested in selecting those that are suitable for
generalising well-known tools of Signals, Circuits and Systems
and other Applied Sciences. In particular, we must consider
the formulations that can be useful for the introduction of
fractional linear systems and their characterisation in the
perspective of compatibility with integer order definitions, as
we assumed in the previous sub-sections..

Remark III.6. We must note that
1) The traditional and more frequently used Riemann-

Liouvile [30], [31] and Caputo [89], [31] derivatives do
not verify (9);

2) The Caputo-Fabrizio and Atangana-Baleanu operators
[90] are in fact highpass filters;

3) The so-called local derivatives [90] are essentially inte-
ger order derivatives;

Therefore, these operators are incompatible with the tradi-
tional formulations we use in Circuits and Systems.

The main aim in this section is to present a coherent
basis for establishing fractional operators compatible with
the corresponding classic integer order. In particular, the
formulation developed in the sequel allows currently used tools
like, IR, TF and FR, and includes the standard derivatives
obtained when the orders become integers. To look forward FD
formulations consistent with the laws of Physics we recall the
most important results from the classic calculus. The standard
definition of derivative is

Dff(t) = f ′(t) = lim
h→0

f(t)− f(t− h)

h
, (48)

or
Dbf(t) = f ′(t) = lim

h→0

f(t+ h)− f(t)

h
. (49)

Substituting −h for h interchanges the definitions, meaning
that we only have to consider h > 0. In this case, expression
(48) uses the present and past values, while (49) uses the
present and future values. In the following, we will distinguish
the two cases by using the subscripts f (forward – in the sense
that we go from past into future, a direct time flow) and b
(backward – meaning a reverse time flow).
It is straightforward to invert the above equations to obtain

D−1f f(t) = lim
h→0

∞∑
n=0

f(t− nh) · h (50)

and

D−1b f(t) = lim
h→0

∞∑
n=0

f(t+ nh) · h. (51)

These relations motivate the following comments:
• The different time flow shows its influence: the causality

(anti-causality) is clearly stated,
• We have D−1f Dff(t) = DfD

−1
f f(t) = f(t) and

D−1b Dbf(t) = DbD
−1
b f(t) = f(t). We will call D−1f,b

anti-derivative [63].

We generalise the derivatives to the fractional case

Dα
f f(t) = lim

h→0+
h−α

+∞∑
n=0

(−α)n
n!

f(t− nh)

Dα
b f(t) = e−jαπ lim

h→0+
h−α

+∞∑
n=0

(−α)n
n!

f(t+ nh)

(52)

that are at present called Grünwald-Letnikov (forward and
backward) derivative, in spite of their first proposal having
been done by Liouville [26]. The symbol (−α)n is the
Pochhamer representation of the raising factorial: (−α)0 = 1,

(−α)n =
∏n−1
k=0 (−α+ k) . In applications where the variable

t is not a time the constant factor e−jαπ, in the backward case,
can be removed [63]. In such situations, the derivatives can be
called left and right respectively and we can show that they
verify

L
[
Dα
l,rf(t)

]
= (±s)αF (s), ±Re(s) ≥ 0, (53)

in agreement with the requirement (46). In the rest of this
section we consider merely the forward case. It must be
highlighted an important fact: equation (52) is valid for any
real (or complex) order. The relation (53) suggests another way
of expressing the FD. We only have to remember that in (20)
we obtained the impulse response of the causal differintegrator.
So, the output for a given function, f(t), is given by the
convolution

Dα
f,bf(t) =

1

Γ(−α)

∞∫
0

τ−α−1f(t∓ τ)dτ. (54)

Relation (54) is an integral formulation of the FD. However,
this expression is not as handy as (52) due to the singularity
of τ−α−1 at the origin when α > 0. Therefore, we adopt it
only for negative orders (anti-derivative) and, for the positive
(derivative) case we proceed with the regularization of the
integral (we will consider the causal case). The regularised
Liouville derivative is given by [91]

Dα
f f(t) =

∞∫
0

τ−α−1

Γ(−α)

[
f(t− τ)−

N∑
0

(−1)mf (m)(t)

m!
τm

]
dτ,

(55)

where N ∈ Z+
0 is the greatest integer less than or equal to α,

so that α − 1 < N ≤ α. However, we have two alternatives
for applying the convolution, avoiding the singularity. Let α ≤
M ∈ Z+

0 . We can write

sα = sα−MsM = sMsα−M

which gives us two ways to solve the problem. The first reads
[26]

Dα
f f(t) =

∞∫
0

τM−α−1

Γ(−α+M)
f (M)(t− τ)dτ. (56)

This is called Liouville-Caputo derivative (LC) [26], [8]. The
second decomposition, sα = sMsα−M , gives

Dα
f f(t) = DM

f

 ∞∫
0

τM−α−1

Γ(−α+M)
f(t− τ)dτ

 , (57)
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that constitues a derivative of the Riemann-Liouville type, that
is also called Liouville derivative [30].
In conclusion, from the IR of the differintegrator, 3 differ-
ent integral formulations were obtained from where current
expressions can be derived, (55), (56), and (57). A fair
comparison of the 3 derivatives lead us to conclude that:
• If f(t) has LT with a nondegenerate region of conver-

gence, then the 3 derivatives give the same result,
• The Liouville-Caputo derivative demands too much from

analytical point of view, since it needs the unnecessary
existence of the M th order derivative,

• If f(t) = 1, t ∈ R, then the Liouville derivative does not
exist, since the integral is divergent.

There are several properties revealed by these derivatives.
The most important are [92]:

1) Linearity
2) Additivity and Commutativity of the orders

Dα
fD

β
f f(t) = Dβ

fD
α
f f(t) = Dα+β

f f(t). (58)

This result comes immediately from (53).
3) Neutral element

Dα
fD
−α
f f(t) = D0

ff(t) = f(t). (59)

From (59) we conclude that there is always an inverse
operator, that is, for every α there is always the −α order
derivative that we call anti-derivative given by the same
formula and so it is not needed to join any primitivation
constant.

4) Backward compatibility (n ∈ N)
If α = n, then:

Dn
f f(t) = lim

h→0

∑n
k=0(−1)k

(
n
k

)
f(t− kh)

hn

We obtain this expression repeating the first order deriva-
tive.
If α = −n, then:

D−nf f(t) = lim
h→0

n∑
k=0

(n)k
k!

f(t− kh) · hn,

that corresponds to a n-th repeated summation [63].

E. The frequency response

The property (53) of the derivatives we are using can
be extended to the imaginary axis yielding the following
important result

Dαejω0t = (jω0)αejω0t, t, ω0 ∈ R. (60)

In general, and for a system defined by (8), if x(t) = ejω0t,
then we obtain immediately from (9)

y(t) = G(jω0)ejω0t. (61)

When the input is x(t) = cos(ω0t), we have

y(t) = |H(ω0)| cos (ω0t+ ϕ(ω0)) , (62)

where

1) A(ω) = |H(ω)| is the amplitude spectrum, or gain, and
is an even function,

2) φ(ω) = ϕ(ω) is the phase spectrum, or simply phase,
and is an odd function.

For our objectives, it is preferable to give another form to
the TF:

G(s) = K0

Mz∏
k=1

((
s

ζk

)α
+ 1

)mk
Np∏
k=1

((
s

θk

)α
+ 1

)mk , (63)

where K0 is called static gain and the integers mk = 1, 2, · · · ,
represent the multiplicity of the pseudo-poles/zeroes. As it is
easy to verify, θk = (−pk)1/α and ζk = (−zk)1/α. With these
changes, (22) assumes a more classical form. Supposing that
all the coefficients ak and bk in (22) are real, then all values of
zk and pk are either real or, being complex, appear in conjugate
pairs. In this case, its is usual to join the corresponding terms:((s

θ

)α
+ 1
)(( s

θ∗

)α
+ 1
)

=

(
sα

|θ|

)2

+

(
s

|θ|

)α
2Re(θα)

|θ|α
+1.

(64)
In the following we will assume multiplicities equal to 1. For
a TF given by (22) the gain and phase are given by

A(ω) = 20 log10(K0) +

Mz∑
k=1

mk20 log10

∣∣∣∣(jωζk
)α

+ 1

∣∣∣∣
−

Np∑
k=1

nk20 log10

∣∣∣∣(jωθk
)α

+ 1

∣∣∣∣ ,
(65)

and

ϕ(ω) = arg(K0) +

Mz∑
k=1

mk arg

[(
jω

ζk

)α
+ 1

]
(66)

−
Np∑
k=1

nk arg

[(
jω

θk

)α
+ 1

]
. (67)

As it is easy to verify a simple pseudo-pole/zero originates
a decrease/increase of the amplitude by less than 20 dB per
decade. In figure 2 we show the Bode plots corresponding to
the fractional RC circuit of example III.1.

Remark III.7. Frequently, we find papers that, assuming the
Riemann-Liouville or Caputo derivatives, use the results we
just presented. Nonetheless, this is not consistent with relations
(60) to (62), since they are invalid for such derivatives.

F. The Initial-Condition Problem

The initial condition (IC) problem is one of the most
discussed topics in linear systems. The IC are a set of values
that determine the output of a system when the input is null,
i.e. the free response.

Since the thirties in the last century, this problem has been
solved with the ULT. However, this approach uses values taken
at t = 0+, instead at t = 0−, since the IC depend on the
past, not on the future. This led to a modification of the
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Fig. 2. Bode diagrams of the RC circuit for α = 0.2k, k = 1, 2, · · · 5 (from
above).

ULT [93] that has been used in the study of integer order
LS. Nonetheless, we shall avoid this approach and recall that
the designation IC refers only to inputs and outputs before the
reference instant.
Concerning the fractional systems the first approach was based
in the RL derivative and the corresponding IC it induces [89],
[94]. This procedure has been superseded by the one coming
from the C derivative, since it uses initial conditions based
on integer order derivatives [89]. These solutions were called
into question differently by Lorenzo and Hartley [95] and
Ortigueira [96] suggesting that the IC would be dependent
on the structure of the system in question and not on the
derivative used. This means that the RL or C derivatives have
“their” own IC, not necessarily those posed by a system. Later
Trigeassou et al. [97] and Sabatier et al. [42] proposed a
new approach based on the “infinite state approach” following
the so-called diffusive representation [98]. However, these
approaches are not attractive in Engineering, because they do
not show backwards compatibility with classic results.
The idea of having the IC as dependent on the structure of
the system was recalled by Ortigueira and Coito in [99]. In
particular, it was shown how we can choose suitable IC in a
state space formulation, using an expansion of the solution in
fractional Taylor series. However, a general approach based
on a reinterpretation of the role of IC was proposed. To
understand it, let us consider the simple example of a one-
pole lowpass filter

Df(t) + af(t) = g(t),

where a is any real. Assume that g(t) = 0 for t > t0 and that
we want to compute the output, f(t). This is equivalent to say
that we observe the system by means of a unit step window
ε(t− t0):

Df(t)ε(t− t0) + af(t)ε(t− t0) = 0.

Without loosing generality, we set t0 = 0. As Df(t)ε(t) =
D [f(t)ε(t)]− f(t0)δ(t), we obtain

D [f(t)ε(t)]− f(0)δ(t) + af(t)ε(t) = 0 (68)

that has the well known solution f(t)ε(t) = e−atε(t). Now,
note that we can write

D [f(t)ε(t)− f(0)ε(t)] + af(t)ε(t) = 0 (69)

that gives a new interpretation of the IC: it is the amplitude of
the subtracting step to make the function continuous. In terms
of the LT, we can write

sL [f(t)ε(t)− f(0)ε(t)] + aL [f(t)] = 0

or
sF (s)− f(0) + aF (s) = 0

with F (s) = L [f(t)ε(t)] . This means that we made the
substitution sF (s) → sF (s) − f(0). For the second order
derivative, we have

L [f ′′(t)ε(t)] = s [sF (s)− f(0)]−f ′(0) = s2F (s)−sf(0)−f ′(0).

This procedure can be replicated for higher order derivatives
leading to

L
[
DNf(t) · ε(t)

]
= sNF (s)−

N−1∑
k=0

f (k)(0)s(N−k−1). (70)

that coincides with the classic formula obtained with the ULT.
The way into the fractional case is similar to the described
above with the substitutions D → Dα, with α ≥ 0. From
(69), we have

Dα [f(t)ε(t)− f(0)ε(t)] + af(t)ε(t) = 0 (71)

and
sαL [f(t)ε(t)− f(0)ε(t)] + aL [f(t)] = 0

that gives

sαL [f(t)ε(t)]− f(0)sα
1

s
+ aL [f(t)] . (72)

Therefore, the substitution sαF (s) → sαF (s) − f(0)sα−1 is
used. The repetition of the process gives

L
[
f2α(t)ε(t)

]
= sα

[
sαF (s)− f(0)sα−1

]
− fα(0)sα−1 =

s2αF (s)− s2α−1f(0)− fα(0)sα−1

that can be generalized to

L
[
DNαf(t) · ε(t)

]
= sNαF (s)−

N−1∑
m=0

f (mα)(0)s(N−m)α−1.

(73)
For the noncommensurate case, defined by a sequence of
increasing orders, γm, m = 0, 1, · · · , the same procedure
led us to obtain the IC theorem of the LT [65]

L [DγN f(t) · ε(t)] = sγNF (s)−
N−1∑
m=0

f (γm)(0)sγN−γm−1,

(74)
that can be used in (47) to obtain the LT of the free response.
We have
N∑
k=0

aks
αkY (s)−

N−1∑
k=0

y(αm)(0)sαN−αm−1 =

M∑
k=0

bks
αkX(s)−

M−1∑
k=0

x(αm)(0)sαN−αm−1



CIRCUITS AND SYSTEMS MAGAZINE, VOL. 00, NO. 00, MONTH 2021 12

with F (s) = 0, and the LT of the free response, Yf (s), is
given by
Yf (s) =∑N−1

k=0 y
(αm)(0)sαN−αm−1 −

∑M−1
k=0 x(αm)(0)sαM−αm−1

N∑
k=0

aksαk

(75)
that can be inverted by the methods introduced in section
III. Expression (75) recovers the classic formula when the
derivative orders become positive integers.

G. Other generalizations

1) Variable order derivatives and systems: In the pre-
vious sections we assumed that the orders of derivatives
were constant. However, most definitions and tools keep
their validity when the orders become variable, provided that
suitable derivative definitions are used. Several definitions with
variable orders are known [100], [101], [102], [103], [104], but
most are incompatible with our system framework. Suitable
definitions were introduced in [105], [23] that recover the
constant order definitions above introduced. We define the
variable order (VO) forward GL derivative as

D
α(t)
f f(t) = lim

h→0+
h−α(t)

∞∑
k=0

(−α(t))k
k!

f(t− kh). (76)

This definition preserves most important properties of the
constant order GL FD. Let f(t) = est, s ∈ C,

D
α(t)
f est = lim

h→0+
h−α(t)

∞∑
k=0

(−α(t))k
k!

es(t−kh)

= sα(t)est, Re(s) > 0.

(77)

In particular, if f(t) = ejωt, then D
α(t)
f f(t) = (jω)α(t)ejωt,

and the derivative of a co-sine (or sine) is an amplitude-phase
modulated co-sine (or sine), then

D
α(t)
f cos(ωt) = ωα(t) cos

[
ωt+ α(t)

π

2

]
, ω > 0.

Example III.2. The VOFD of the unit step is

D
α(t)
f ε(t) =

1

Γ(−α(t))

t∫
0

(t− τ)−α(t)−1dτ

=
t−α(t)

Γ(−α(t) + 1)
ε(t),

(78)

which is similar to the constant order case [63].

For functions with LT, we can define a regularised Liouville
VOFD by [105], [23]

Dα
f f(t) =
∞∫
0

τ−α(t)−1

Γ(−α(t))

f(t− τ)− ε(α(t))

N(t)∑
0

(−1)mf (m)(t)

m!
τm

 dτ,
(79)

where N(t) = bα(t)c. With this derivative, we can define VO
LS. For example, the VO FARMA reads

N∑
k=0

akD
αk(t)y(t) =

M∑
k=0

bkD
βk(t)x(t) (80)

with t ∈ R. We can introduce the VO IR and VO TF [105],
[23].

2) Fractional stochastic processes: Consider a continuous-
time linear system with TF given by G(s), having no poles
on the imaginary axis (regular system). Assume that the input
x(t) to the system is a stationary stochastic process with
autocorrelation function

Rxx(t) = E [x(τ + t)x(τ)] . (81)

The output is given by y(t) = g(t)∗x(t), and the correspond-
ing autocorrelation is

Ryy(t) = g(t) ∗ g(−t) ∗Rxx(t). (82)

Let Sxx(s) = L [Rxx(t)] represent the LT of the autocorrela-
tion, and let us define the power spectral density (or simply
the spectrum) of x(t) as

Sxx(jω) = F [Rxx(t)] , (83)

obtained restricting s to the imaginary axis, i.e. s = jω. The
relation (83) states the Wiener-Khintchin-Einstein theorem
[106]. We get

Syy(s) = G(s)G(−s)Sxx(s), (84)

In the integer order case, Syy(s) has a non empty ROC that
includes the imaginary axis, but, in general, the ROC is empty,
since H(s) exists only for Re(s) > 0. This leads us to define

Syy(jω) = lim
s→jω

G(s)G(−s) · Sxx(jω) = |G(jω)|2 Sxx(jω),

(85)
that relates the input with the corresponding output power
spectral densities, Sxx(jω) and Syy(jω).

In applications, mainly in modelling real data, we assume
that the input is white noise, w(t). In this case, the autocor-
relation is an impulse, usually written as

Rww = σ2δ(t). (86)

Therefore, the output spectrum of a linear system is

Syy(jω) = σ2 |G(jω)|2 , (87)

stating an important relation suitable for stochastic modeling
and identification. Let us go back to equation (84) and substi-
tute there the expression of the TF (10). We have

Syy(s) =

M∑
k=0

bks
kα

N∑
k=0

aks
kα

·

M∑
k=0

bk(−s)kα

N∑
k=0

ak(−s)kα
Sxx(s). (88)
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However, we must take into account that, if α 6= 1, these rela-
tions are only valid in the limit when s→ jω. Consequently,
we have

N∑
k=0

N∑
m=0

akam(jω)kα(−jω)mαSyy(jω) =

M∑
k=0

M∑
m=0

bkbm(jω)mα(−jω)kαSxx(jω). (89)

With the inverse FT and introducing a two-sided derivative
Dγ
θ

Dα+β
α−βf(t) = F−1

[
(jω)α(−jω)βF (jω)

]
, (90)

we obtain a differential equation
N∑
k=0

N∑
m=0

akamD
kα+mα
kα−mαRyy(t) =

M∑
k=0

M∑
m=0

bkbmD
kα+mα
kα−mαRxx(t),

(91)
that defines a new LS relating the autocorrelation functions of
input and output signals. Noting that

Ψα+β
α−β(jω) = (jω)α(−jω)β = |ω|α+β ej(α−β)π2 sgn(ω), (92)

the frequency response of such system is

|G(jω)|2 =

M∑
k=0

M∑
m=0

bkbm |ω|(k+m)α
ej(k−m)απ2 sgn(ω)

N∑
k=0

N∑
m=0

akam |ω|(k+m)α
ej(k−m)απ2 sgn(ω)

.

(93)
In the following we study briefly the two-sided derivatives.
These were formally introduced in [107], [108], [63] and
were unified in a formulation that included the one-sided (for-
ward/backward) Grünwald-Letnikov derivatives [109], [110].

Definition III.1. Let f(t), t ∈ R, be a real function and
γ, θ ∈ R two real parameters. We define a two-sided GL type
FD of f(t) by

Dγ
θ f(t) = lim

h→0+
h−γ

+∞∑
n=−∞

(−1)nΓ(γ + 1)f(t− nh)

Γ(γ+θ2 − n+ 1)Γ(γ−θ2 + n+ 1)
,

(94)
where γ is the derivative order, and θ is an asymmetry
parameter. The situation corresponding to γ = −N, N ∈ N
deserves particular attention [110], [23].

For absolutely or square integrable functions, the FT of (94)
is given by

F [Dγ
θ f(t)] = Ψγ

θ (ω)F [f(t)] , (95)

where
Ψγ
θ (ω) = |ω|γeiθ

π
2 sgn(ω). (96)

Definition III.2. The general two-sided fractional derivative
(TSFD), Dγ

θ , can be expressed by its FT [109], [110]

F [Dγ
θ f(t)] = |ω|γ eiπ2 θ·sgn(ω)F (ω), (97)

where γ and θ are the derivative order and asymmetry
parameter, respectively.

3) The fractional Brownian motion: As an application of
the presented formalism, we consider the fractional Brownian
motion (fBm). This process was studied first by Mandelbrot
and Van Ness [13] that suggested it as a model for non-
stationary signals, but with stationary increments. These are
suitable to understand phenomena exhibiting long range or
1/fα dependences. Let H ∈ (0, 1) be the so-called Hurst
parameter [111] and let b0 ∈ R. The fBm, BH(t), with
parameter H is defined by

BH(t)−BH(0) =
1

Γ(H + 1/2){∫ 0

−∞

[
(t− τ)H−1/2 − (−τ)H−1/2

]
dB(τ)

+

∫ t

0

(t− τ)H−1/2 dB(τ)

}
,

(98)

where BH(0) = b0, and B(t) is the standard Brownian
motion. Note that B(t) is not differentiable, but we can assign
it a generalised derivative, the white noise, w(t), t ∈ R, so that
dB(t) = w(t) dt. We can show that the fBm can be defined
in a way similar to the classic Brownian motion:

vH(t) = BH(t)−BH(0) =

∫ t

0

Dα
fw(τ) dτ, (99)

where

rα(t) = Dα
fw(t) =

1

Γ(−α)

∫ t

−∞
w(τ)(t−τ)−α−1 dτ, (100)

is the Liouville forward derivative of order −H + 1/2 (55).
As H ∈ (0, 1), then α ∈ (−1/2, 1/2). Expression (99) is
similar to the current definition of Brownian motion, provided
that α = 0 (i.e. that H = 1/2). This formula suggests
the use of other FD definitions alternative to the Liouville
definition, as the GL formulation. If the white noise is
gaussian, then rα(t) is a fractional Gaussian noise (FGN).
The signal rα(t) has an infinite power, but its mean value
is constant (and null). Moreover, the autocorrelation function
Rr(t, τ) = E [rα(t+ τ)rα(τ)] depends only on t, not on τ .
Therefore, the fractional noise rα(t) is a wide sense stationary
stochastic process and its autocorrelation function is

Rα(t) = σ2 |t|−2α−1

2Γ(−2α) cos(απ)
. (101)

Relation (101) shows that we only have a (wide sense)
stationary (hyperbolic) noise if

2α+ 1 > 0 and Γ(−2α) cos(απ) > 0. (102)

The other cases do not lead to a valid autocorrelation function
of a stationary stochastic process, since it does not have a
maximum at the origin. Then, for −1/2 < α < 0 and
α ∈ (2n, 2n + 1), n ∈ Z+, we obtain valid autocorrelation
functions. We conclude that, if |α| < 1/2, we obtain a
stationary process in the anti-derivative case, α < 0, and a
nonstationary process in the derivative case, α > 0 [112],
[113].
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The above-defined process is a somehow strange process
with infinite power. However, the power inside any finite
frequency band is always finite. Its spectrum is

Sα(ω) =
σ2

|ω|2α
, (103)

and thus a “1/f noise”. From the fractional noise, rα(t), we
can generate a fractional Brownian motion, using expression
(99).

The process introduced in (99) enjoys the properties usually
attributed to fBm [112], [113], namely

1) vα(0) = 0 and E [vα(t)] = 0, for every t ≥ 0.
2) The covariance is

E [vα(t)vα(s)] =
VH
2

[
|t|2H + |s|2H − |t− s|2α+1

]
,

(104)
where

VH =
σ2

Γ(2H + 1) sinHπ
. (105)

3) The process has stationary increments.
4) The incremental process has a 1/fβ spectrum.

Consider the process corresponding vH+1/2(t). The in-
cremental process defined, for t and t − T, with t ∈ R
and T ∈ R+, by

dh(t) = vH+1/2(t)− vH+1/2(t− T ), (106)

has the following autocorrelation function:

Rd(t) =
VH
2

[
|t+ T |2H + |t− T |2H − 2|t|2H

]
. (107)

If β > 0, then

F
[

1

2Γ(β) cos(βπ/2)
|t|β−1

]
=

1

|ω|β
, (108)

so that the FT of Rd(t) leads to the spectrum of the
incremental process:

Sd(ω) = σ2 sin2(ωT/2)

|ω|2H+1
. (109)

For |ω| � π/T, the spectrum can be approximated by

Sd(ω) ≈ σ2T 2

4

1

|ω|2H−1
. (110)

This result shows that:
• If 0 < H < 1/2, then the spectrum is parabolic

and corresponds to an antipersistent fBm, because
the increments tend to have opposite signs; this
case corresponds to the integration of a stationary
fractional noise.

• If 1/2 < H < 1, then the spectrum has a hyperbolic
nature and corresponds to a persistent fBm, because
the increments tend to have the same sign; this case
corresponds to the integration of a nonstationary
fractional noise.

IV. TEMPERED FRACTIONAL LINEAR SYSTEMS

A. Tempered fractional derivatives

As it is well known, a stable CT-ARMA (integer order)
system has an impulse response that decreases to zero expo-
nentially when the argument goes to infinite: it has a short
memory. A CT-FARMA has an impulse response that is a
sum of one integer and one fractional components (31). The
fractional part decreases like a power function of the argument
and that is the reason why we claim that fractional systems are
of long range. However, we find phenomena that are neither
of short, nor long range. They are medium range systems and
can be obtained by embeding the two types of responses.
Therefore, a multiplication of the derivative kernels by an
exponential gives the required behaviour. This reasoning leads
to the so-called tempered derivatives. Due to the similarity to
the results introduced above, we will consider here only the
forward derivatives. For the backward see [24]. For α ∈ R we
can write

Dα
λ,ff(t) = lim

h→0+
h−α

∞∑
n=0

(−α)n
n!

e−nλhf(t− nh), (111)

that has LT

L
[
Dα
λ,ff(t)

]
= (s+ λ)αF (s), Re(s) > −λ. (112)

The inverse LT of this expression can be obtained from the
properties of the LT and of the Gamma function. It is given
by:

L−1 [(s+ λ)α] = ±e−λt t
−α−1

Γ(−α)
ε(±t). (113)

Equation (113) and the convolution property of the LT allow
us to introduce the integral version of the TFD as

Dα
λ,ff(t) =

∫ ∞
0

f(t− τ)e−λτ
τ−α−1

Γ(−α)
dτ

= e−λt
∫ t

−∞
f(τ)eλτ

(t− τ)−α−1

Γ(−α)
dτ,

(114)

The regularised tempered derivative is defined by

Dα
λ,ff(t) =∫ ∞
0

[
f(t− τ)− ε(α)

N∑
0

(−1)mf (m)(t)

m!
τm

]
e−λττ−α−1

Γ(−α)
dτ,

(115)

that generalises the causal expression (114) to real orders and
where N = bαc. For stability reasons, we consider always
λ ∈ R+

0 .

B. On the tempered LS

We introduced in (14) the notion of a tempered LS through
its TF. After having the derivatives defined in the previous sub-
section we can write the corresonding differential equation. Let
x(t) and y(t) be two functions assumed almost everywhere
continuous, with bounded variation, and of exponential order.
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Therefore, they have LT with non empty regions of conver-
gence. We define a tempered fractional LS with input x(t) and
output y(t) as the one following the differential equation

N∑
k=0

akD
αk
λk,f

y(t) =

M∑
k=0

bkD
βk
γk,f

x(t), (116)

where t ∈ R, ak, k = 0, 1, · · · , N, and bk, k = 0, 1, · · · ,M,
are real valued constant coefficients. The parameters αk and
βk are the derivative orders that, without loss of generality, we
assume to form strictly increasing sequences of positive real
numbers. The exponential coefficients λk, k = 0, 1, · · · , N,
and γk, k = 0, 1, · · · ,M, are real numbers. The differential
equation (116) is very general in the sense that we can use
forward, backward or both types of derivatives. However,
for most pratical applications, where we deal with causal
systems and, therefore, the use of the forward tempered GL
or L derivatives is more appropriate. For stability reasons, the
parameters λk, k = 0, 1, · · · , N, and γk, k = 0, 1, · · · ,M,
must be positive.

The TF (14) corresponding to (116) poses difficulties for an
analytic manipulation. Therefore, just consider the commensu-
rate case defined with αk = βk = kα, k ∈ N0. Furthermore,
this case is only manageable if λk = γk = λ0, k = 1, 2, 3, · · · .
The TF becomes:

G(s) =

M∑
k=0

bk(s+ λ0)kα

N∑
k=0

ak(s+ λ0)kα
, (117)

or, equivalently

G(s) = K0

M∏
k=1

[(s+ λ0)α − zk]

N∏
k=1

[(s+ λ0)α − pk]

, (118)

where pk and zk, k = 1, 2, · · · are the pseudo-poles and -
zeroes and K0 is a constant. The corresponding differential
equation can be written as

N∑
k=0

akD
kα
λ0
y(t) =

M∑
k=0

bkD
kα
λ0
x(t). (119)

If we denote by g0(t) the IR of this system, corresponding
to λ0 = 0, and use the shift property of the LT, we conclude
that the IR of (119) is given by

g(t) = e−λ0tg0(t). (120)

This shows that the tempering procedure leads to an increase
in the stability domain of a system.

Example IV.1. The fractional lead (+α) compensator used
in Control to increase the phase of a system around a chosen
frequency and the lag (−α) compensator, used to increase the
static gain of a plant, are defined by the TF [114], [23], [115]

C(s) =

(
τs+ a

s+ a

)±α
, α, a ∈ R+, τ > 1. (121)

Let us compute the impulse response merely for the lead
controller. We can write

C(s) = τα
(
s+ a

τ

s+ a

)α
= τα

(
s+

a

τ

)α
(s+ a)

−α
.

The inverse LT gives

c(t) = τα
[
e−

at
τ
t−α−1

Γ(−α)
ε(t)

]
∗
[
e−at

tα−1

Γ(α)
ε(t)

]
(122)

that can be written as

c(t) =
ταe−at

Γ(α)Γ(−α)

∫ t

0

u−α−1(t− u)α−1e−au(
1
τ−1)du ε(t).

(123)

This expression shows clearly the presence of two factors with
different charcteristics described by exponential and fractional
power functions [116].

V. CONCLUSIONS

The fractional continuous-time linear systems were pre-
sented. Two classes were introduced, namely, the fractional
ARMA and the Tempered systems. For both classes we
showed how to handle the standard tools, like impulse re-
sponse, transfer function, and frequency response. We con-
sidered also the stability and the initial-condition problem.
Additionally, for backward compatibility with classic systems,
suitable fractional derivatives were introduced having in mind
an adequate definition of system theory for Engineering ap-
plications.
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Journal für die reine und angewandte Mathematik (Journal de Crelle),
vol. 13, no. 21, pp. 219–232, 1835.

[28] ——, “Note sur une formule pour les différentielles à indices quel-
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