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Abstract
While algorithmic decision-making (ADM) is projected to increase exponentially in the coming decades, the academic 
debate on whether people are ready to accept, trust, and use ADM as opposed to human decision-making is ongoing. The 
current research aims at reconciling conflicting findings on ‘algorithmic aversion’ in the literature. It does so by investigat-
ing algorithmic aversion while controlling for two important characteristics that are often associated with ADM: increased 
benefits (monetary and accuracy) and decreased user control. Across three high-powered (Ntotal = 1192), preregistered 2 
(agent: algorithm/human) × 2 (benefits: high/low) × 2 (control: user control/no control) between-subjects experiments, and 
two domains (finance and dating), the results were quite consistent: there is little evidence for a default aversion against 
algorithms and in favor of human decision makers. Instead, users accept or reject decisions and decisional agents based on 
their predicted benefits and the ability to exercise control over the decision.
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Algorithmic, or automated, decision-making (ADM) is rap-
idly becoming ubiquitous in today’s society. Aided by big 
data and advanced machine learning, algorithms are applied 
to do tasks that were previously exclusively a human pre-
rogative (Jussupow et al. 2020). ADM ranges from profes-
sional to more private domains such as financial investment 
(cf. Lourenço et al. 2020), medical diagnoses (cf. Longoni 
et al. 2019), dating (cf. Tong et al. 2016), and personal fit-
ness (cf. Busch et al. 2022).

When it comes to decision-making, in some instances 
algorithms are getting as good as or better than we are (e.g., 
Cheng et al. 2016; Grove et al. 2000; Kleinberg et al. 2018; 
O’Toole et al. 2007; Yeomans et al. 2019). However, algo-
rithms have also been criticized for a number of downsides 
such as bias and fairness, shifting autonomy away from 

humans, and other issues (for a brief overview cf. Rahwan 
et  al. 2019). If projections are true that ADM use will 
increase exponentially in the coming decades and algorithms 
will continue to improve in many domains (Jussupow et al. 
2020; Rahwan et al. 2019), the multi-faceted prospects of 
ADM raise an important question: How, or in what circum-
stances, do we want machines as opposed to humans to make 
consequential decisions in our personal lives?

The answer to this question from recent research is far 
from clear (Jussupow et al. 2020). Some evidence suggests 
that users are less inclined to accept, trust, or use algorith-
mic advice or decisions compared to human advisors. The 
phenomenon is quite prominent in medical contexts, where 
algorithms are consistently trusted and used less than human 
doctors (e.g., Bigman and Gray 2018; Longoni et al. 2019; 
Promberger and Baron 2006), but is also found in other 
contexts (for an overview see Jussupow et al. 2020). For 
instance, Önkal et al. (2009) find a main effect of agent in 
stock exchange scenarios, where people give greater weight 
and attention to advice on pricing from a human expert than 
from a statistical model. Dietvorst et al. (2015, 2018) find 
that when users see an algorithm make mistakes, they prefer 
the human forecaster, even when an algorithm is clearly the 
best overall forecasting option available. They have termed 
this phenomenon ‘algorithmic aversion’.
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Although a majority of studies suggest that algorithmic 
aversion exists at least in specific contexts and situations 
(Jussupow et al. 2020), and according to Logg et al. (2019) 
some have taken this to mean that users have a generalized 
aversion against ADM, other studies question whether this 
aversion exists as a default attitude. Logg et al. (2019) for 
instance, find that ‘algorithmic appreciation’ is also possible, 
where people rely more on algorithmic advice than human 
advice (including their own judgment) in head-to-head 
comparisons, while Araujo et al. (2020) find that automated 
decisions are judged on par or better in terms of fairness 
than decisions taken by human experts. Similarly, one study 
found that people were willing to disclose more of their per-
sonal information and feelings to a virtual agent compared 
to a human agent (Lucas et al. 2014).

Moreover, on closer inspection, a number of studies do 
not necessarily suggest a generalized aversion, but instead 
a fairly equal appreciation of humans and algorithms, only 
finding a decreased use of algorithms when the algorithm 
makes mistakes or gives bad advice (cf. Castelo et al. 2019; 
Dietvorst et al. 2015; Prahl and Van Swol 2017), or when the 
human decision maker is suddenly replaced by an algorithm 
(Prahl and Van Swol 2021). Even then, algorithmic aversion 
is not characterized by outright rejection, but by a relatively 
stronger decrease of use, trust, or acceptance compared to 
the human agent. Finally, Himmelstein and Budescu (2022) 
find that people's ratings of the trustworthiness of human 
and algorithmic agents are not reflected in how persuasive 
the advice is. In sum, some authors suggest that people 
may have a default aversion against any and all automated 
decision makers—as opposed to humans—in any context. 
However, there is also evidence that users are often quite 
willing to rely on algorithmic decisions, or that any aver-
sion is dependent on the circumstances. The current research 
attempts to clarify these contrary outcomes by addressing 
some of the issues that may have caused them. Below, we 
list several explanations for the mixed findings, and propose 
a way to disentangle them. We then focus on the question 
of whether acceptance of decisions is merely a function of 
whether the decision is made by a human or algorithmic 
decisional agent, or whether other factors play a role. To 
answer it, we will focus on the role of agent (human or algo-
rithmic), the level of beneficial outcomes of the decision 
(high or low), and the degree of user control (high or low).

At least three factors may account for the diverging find-
ings. A first factor relates to an imbalance in the way human 
vs. machine decision makers are presented in existing stud-
ies. Based on their extensive literature review, Jussupow 
et al. (2020, p. 11) conclude that the “current literature is 
inconclusive because researchers often involuntarily use 
different algorithm and human agent characteristics in their 
experimental investigations”. So, if information is given 
about the attributes of the agent, it is often unequal between 

the agents. For instance, sometimes it is explicitly stated 
that a human agent has certain relevant expertise or experi-
ence, whereas the algorithm is portrayed more generally as 
a computer able to make calculations. Comparing just these 
two conditions makes it difficult to meaningfully attribute 
any observed aversion or appreciation among participants 
to a difference between the two agents. According to Prahl 
and Van Swol (2021), expertise has one of the strongest and 
most robust effects on trust in an advisor. Matching the two 
attributes ‘expertise’ and ‘computational ability’ in a facto-
rial design would enable researchers to estimate the extent 
to which these attributes affect the appreciation or aversion 
toward the agents. Similarly, when Prahl and Van Swol 
(2017) offered the same performance information about the 
human and algorithm, they could not replicate the finding 
that there is a generalized aversion toward the algorithm.

A related issue in many experimental designs is that little 
or no information is provided to the participant about the 
algorithmic or human agent, such as how they work, their 
level of expertise, or performance levels (Jussupow et al. 
2020; Logg et al. 2019). In such cases, no clues at all exist 
to investigate what caused any observed aversion or appre-
ciation toward the algorithm or human agent. As a result, a 
host of explanations might account for any result (Jussupow 
et al. 2020). Research suggests that (information about) the 
quality of the performance is important. For instance, when 
participants are provided with information signifying that 
the algorithm outperforms the human, findings show aver-
sion is reduced (Castelo et al. 2019), or turned into algorith-
mic appreciation (Bigman and Gray 2018).

A final issue is the domain of judgment (Logg et al. 
2019). Of course, in different domains—for instance medical 
decisions, versus financial decisions, versus dating—differ-
ent types of outcomes and consequences are relevant, and as 
a result, different expertise and qualities are expected of the 
decisional agent. Jussupow et al. (2020) suggest that there 
may be a fundamental difference between medical contexts 
and most other contexts, which may explain the consistent 
finding of aversion in medical settings. Across other domains 
varying effects are found (e.g., Araujo et al. 2020; Prahl and 
Van Swol 2021). For instance, Castelo et al. (2019) find that 
users more often click on online dating advertisements if 
they imply a human decision maker instead of an algorith-
mic agent, but do not find the same patterns with financial 
advertisements. They suggest that users are relatively averse 
to algorithms in domains that are perceived as being subjec-
tive (dating) as opposed to objective (finance). However, 
their findings also suggest that providing information about 
the effectiveness of algorithmic decision-making increases 
the willingness to use them in subjective domains as well.

To conclude, to assess whether a generalizable default algo-
rithmic aversion exists, it is necessary for research designs to 
level the playing field between human and algorithmic agents. 
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This can be accomplished by making explicit the potentially 
relevant attributes of these agents in a particular domain and 
systematically varying them. In the current research, we apply 
this strategy. We report on three preregistered experiments 
(Ntotal = 1192) in which scenarios were presented of decisions 
made by algorithms across two different high-impact domains 
of everyday private life: finance (stock market investment) and 
romantic relationships (dating). In the experiments, we inves-
tigate which factors have the biggest impact on acceptance: 
the nature of the agent (human or algorithmic), the level of 
beneficial outcomes of the decision (high or low benefits), and 
the degree of user control (high or low).

1 � Main effect of agent

By definition, using automated decision-making hinges on 
at least two aspects. First, it presupposes delegating one’s 
decision-making authority (at least partially) to a decision-
making agent (a machine in the case of automated decision-
making). Second, one does this in order to achieve some 
desired outcome. Following Jussupow et al. (2020), in the 
current research we assess the existence of algorithmic aver-
sion if we control for (1) the (greater or smaller) benefits (out-
comes) of the decision and (2) the (higher or lower) degree of 
user control (agency) over the decision-making, while keeping 
information on agent attributes such as expertise and capa-
bilities equal between the human and algorithm. Moreover, 
to evaluate the stability of findings, we replicate the study 
in two domains that are different but in which both benefits 
and control over the decision-making are expected to matter: 
financial investment and dating. In addition, we use decision 
paradigms related to decisions that affect the users themselves, 
and not abstract others. This three-factor design enables us to 
assess preferences for machine-made versus human decisions, 
controlled for the predicted benefits and the potential loss of 
control over the decision. In other words, it enables us to see 
whether participants have preferences for machine-made or 
human decisions if they set aside considerations regarding 
potential benefits or loss of control. As stated, extant research 
is inconsistent on the question of algorithmic aversion. Thus, 
our first research question is:

RQ1: What (if any) are the main effects of agent (human 
vs machine) on the acceptance of the agent and its deci-
sion?

2 � Benefits: optimizing outcomes

Whereas prior research has found an aversion or pref-
erence of decisions seemingly based on the human or 
machine nature of the decisional agent, the current study 
investigates whether the potential beneficial impact on 

optimizing outcomes may also play a role in the accept-
ance of decisions and decision makers. The potential 
benefits of ADM over human decision-making may lie in 
optimizing outcomes of decisions, such as offering higher 
chances of a high material reward, greater accuracy and 
efficiency (cf. Ghazizadeh, et al. 2012; Venkatesh 2000), 
or higher levels of quality and reliability of a decision (Lee 
and See 2004) compared to human decision makers. The 
question here is whether the potential of a decision maker 
to yield (more) optimal outcomes than another decision 
maker determines the acceptance of the decision-making 
(and decision maker)—irrespective of whether the deci-
sion maker is a human or a machine.

A growing body of evidence on theoretical models of 
technology acceptance, such as the technology accept-
ance model (TAM; cf. for reviews, cf. Marangunić and 
Granić, 2015; Yousafzai et al. 2007) and the unified theory 
of acceptance and use of technology (UTAUT; Venkatesh 
et al. 2003, 2012; for reviews see Tamilmani et al. 2021: 
Williams et al. 2015) in their various iterations, and mod-
els on the acceptance of automated decisions (Ghazizadeh 
et al. 2012) consistently points to a technology’s perceived 
utility or performance expectancy at reaching goals as a 
central predictor of acceptance and use. According to a 
meta-analysis, perceived utility is the most consistent and 
strongest predictor of all concepts of usage, intention, and 
attitude in TAM research (Yousafzai et al. 2007). Although 
the concept of perceived utility is defined as the belief 
that a particular technology will enhance job performance 
(Dawes et al. 1989), it has strong links to outcome expec-
tations (Venkatesh 2000). In addition, cross-sectional 
ADM research shows that, in terms of benefits, users 
have a greater preference for computers or humans that 
exhibit a higher success rate (Kramer et al. 2018). In sum, 
this suggests that ultimately, the acceptance of machine-
made decisions over human decisions may depend on the 
perceived, expected or real benefits associated with the 
decision-making agent.

As said, experimental research directly addressing how 
such benefits affect the acceptance of (both automated and 
human) decision-making, although scarce, suggests that 
giving information about an agent’s performance affects 
the acceptance and use of that agent. Several studies indi-
cate that users will prefer the agent that is expected to 
yield the most optimal outcome (Bigman and Gray 2018; 
Castelo et al. 2019; Prahl and Van Swol 2017). In the cur-
rent research, we present participants with a decision that 
is predicted to reap either high or low monetary benefits or 
higher or lower accuracy in date matching. If the above rea-
soning is correct, participants will have a greater acceptance 
of the agent that offers the greatest such benefits, regard-
less of whether that agent is human or machine. Therefore, 
based on the literature review above, we expect that, all else 
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being equal (amount of information given, decision domain, 
expertise etc.):

H1: A high-benefit decision results in a greater accept-
ance of the decision and the decision-making agent 
(human or algorithm) than a low-benefit decision.

3 � User control

As said, by definition, ADM means delegating at least part 
of the user’s control to a machine (Sundar 2020). Much of 
the societal debate surrounding automated decision-making 
centers on the loss of decisional control (e.g., Harari 2016; 
Williams 2018; Zuboff 2019). Research suggests people 
value ‘control’ as one of the primary concerns regarding 
automated decision-making (Araujo et al. 2018; Stein et al. 
2019; The Royal Society 2017). In psychology, one’s abil-
ity to exert control over the environment and to produce 
desired results is seen as a basic human need and crucial for 
a person’s functioning (cf. Bandura 1997; Deci and Ryan 
2000; Haggard and Eitam 2015; Leotti et al. 2010; Rotter 
1966) and is believed to be represented in the way our neural 
reward systems respond when control is given or withheld 
(Hassall et al. 2019; Leotti et al. 2015; Samejima 2005).

Later iterations of TAM and UTAUT recognize the 
importance of control in the acceptance and use of new tech-
nology (Marangunić and Granić 2015; Venkatesh 2000). In 
these models, control is often defined as both internal con-
trol—the knowledge, resources and opportunities required 
to perform specific behavior—and external control—con-
ditions facilitating ease of use, such as availability of sup-
port staff (Venkatesh 2000). Although the models primarily 
define control as indirectly affecting acceptance, via per-
ceived ease of use (cf. Venkatesh 2000), it is also noted that 
there may be a more direct relation between ‘internal’ con-
trol and behavioral intention or achievement (Marangunić 
and Granić 2015; Venkatesh 2000). In the context of tech-
nology acceptance in automation, Ghazizadeh et al. (2012, 
p. 40) conclude that “systems that heavily restrict opera-
tors’ behavior or those that force behavioral changes are less 
likely to be accepted when compared with nonrestrictive, 
informative systems.”

Although there is to date little research directly address-
ing how control affects the acceptance of automated and 
human decision-making alike, based on a comprehensive 
literature review, Jussupow et al. (2020) conclude that 
algorithmic aversion is in particular related to the agency 
of an algorithm. Several recent studies suggest that the 
ability to influence an automated decision may lead to a 
greater acceptance of, or preference for, an agent. Users 
are more likely to rate an advisory algorithm favorably 

compared to an algorithm that comes up with a decision 
on its own, without user influence (Palmeira and Spassova 
2015), to adopt algorithmic predictions if they can tweak 
the predictions themselves (Dietvorst et al. 2018), can 
self-customize media content instead of having it tailored 
for them (Sundar and Marathe 2010), or experience more 
satisfaction with algorithmic recommendations on dating 
partners when they have more than one option to choose 
from (Tong et al. 2016). Likewise, users of self-driving 
cars are more accepting of collision warnings than auto-
mated control, even when automated control performs 
better (Inagaki et al. 2007; Navarro et al. 2008; El Jaafari 
et al. 2008). These findings suggest that differences in the 
appreciation of ADM may be influenced by the degree to 
which the user is able to exert control over the final out-
come. Therefore, we predict that:

H2: User control over a decision results in a higher 
acceptance of the decision and the decision-making 
agent (human or algorithm) than no user control.

4 � Interaction between agent, benefits, 
and control

One might wonder whether the benefits or the cost of ced-
ing control are felt differently for a human or algorithmic 
agent. For instance, it could be argued that the benefits are 
less important in accepting a decision made by an algo-
rithm, because algorithms are supposed to be ‘perfect’ 
(Dietvorst et al. 2015). Likewise, it could be that ceding 
control is less problematic when dealing with a human 
decision agent, because users feel that a human can be 
reasoned with or influenced by the user (cf. Dietvorst et al. 
2018). However, it is difficult to formulate a priori hypoth-
eses about expected conditional effects because prior 
research does not provide clear indications of any pattern. 
Experiments have demonstrated significant interactions of 
agent and level of expertise (Bigman and Gray 2018, study 
5; Madhavan and Wiegmann 2007), and providing perfor-
mance data and the type of task (objective vs subjective; 
Castelo et al. 2019), but failed to find interactions in others 
(cf. Bigman and Gray 2018, study 9). We conclude that the 
possibility of conditional effects should not be excluded a 
priori, but also that, because of mixed findings, there is no 
unambiguous indication for their strength and direction. 
Thus, our second Research Question is:

RQ2: How do benefits (high or low) and user control 
(high or low) interact with the nature of the agent 
(human or algorithm) to determine the acceptance 
of the agent and its decision?
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5 � Method

5.1 � Design and preregistration

We conducted three preregistered vignette experiments. 
The design of all three experiments was the same: a 2 
(agent: algorithm/human) × 2 (benefits: high/low) × 2 
(control: user control/no control) between-subjects 
experiment. Participants were randomly assigned to one 
of eight ‘decision scenarios’. In each condition they read 
the same scenario in which a decision is made regarding 
their personal life. Afterward they answered questions 
about their acceptance of the decision and the decisional 
agent. We used the Prolific Academic survey platform to 
recruit participants (www.​proli​fic.​co). The ethical com-
mittee of the authors’ institution approved the project 
under identification code ECSW-2019-169.

All studies were preregistered. Study 1, on automated 
decision-making in finance, started out with differ-
ent exploratory hypotheses and research questions than 
Study 2 and Study 3 (preregistration Study 1 in OSF see 
here: Study 1). Based on the post hoc analyses of that 
study included in this report, we developed hypotheses 
and research questions that were leading for this report. 
These were preregistered on OSF as Study 2 (a replication 
of the post hoc findings of Study 1: Study 2), and Study 
3 (an application of the design of Study 1 and Study 2 to 
the domain of personal relationships: Study 3).

5.2 � Samples

Our goal was to obtain 0.95 power to detect a medium effect 
size f of 0.25 at the standard 0.05 alpha error probability. 
Each experiment included eight treatment groups, with main 
effects and interactions. Analyses using G*Power (Faul et al. 
2007) showed that a sample size of 400 was sufficient to 
detect this medium effect size.

In all studies, residents from the UK only were eligible 
for participation. In studies 1 and 2, we recruited adult (> 18 
y.o.) participants. In Study 3, we only included 18–50 y.o. 
participants to minimalize unfamiliarity with the phenom-
enon of dating sites. Table 1 shows that the study samples 
were generally comparable regarding age, gender, and edu-
cational distributions. Participants were paid €1,42 for max. 
10 min of participation. After exclusions the final Ns of our 
studies were 399, 396, and 397 for Studies 1, 2, and 3 respec-
tively, for a total of (N = 1192).

5.3 � Procedure

Before proceeding to the study proper, eligible participants 
were first required to give their informed consent. Subse-
quently they were asked to read a scenario, and imagine 
the events “as if they were really happening to you”. They 
then read the scenario, which was divided into four separate 
parts, each on its own screen, followed by a short summary. 
After reading the scenario, the participants then answered 
questions regarding their acceptance of the decision, and 
of the agent making the decision. A number of exploratory 
attitude measures were followed by demographics items, and 

Table 1   Sample characteristics 
and descriptives

a NB Only ages 18–50 were eligible for participation in Study 3

Study 1 Study 2 Study 3

Age M (SD) 37.6 (10.96) 32.87 (10.78) 32.97 (7.96)a

Gender (%F) 71 73 68
Education (%)
 No formal qualification 0.3 0.3 0.8
 Secondary school/GCSE 12.8 9.3 8.1
 College/A levels 34.5 33.3 25.2
 Undergraduate degree (BA/BSc/other) 37.5 42.7 43.6
 Graduate degree (MA/MSc/MPhil/other) 14.0 12.1 19.9
 Doctorate degree (PhD/MD/other) 1.0 2.3 2.5

Background in computer science, information tech-
nology, AI, or data science (%Y)

11.3 13.1 10.6

Background in finance, such as stock exchange, 
banking, financial analytics (S1–2) (%Y)

7.0 9.6 –

Prior experience with dating services (S3) (%Y) – – 52.9
Acceptance decision M (SD) 4.99 (1.52) 4.68 (1.57) 4.39 (1.59)
Acceptance decision maker M (SD) 4.96 (1.53) 4.99 (1.39) 4.94 (1.40)
N 399 396 397

http://www.prolific.co
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questions on education and employment in relevant fields 
such as computer science or programming. Finally, partici-
pants were thanked and redirected to the Prolific portal to 
collect their participation incentive.

5.4 � Materials

A pilot study (N = 400) was used to test measures and mate-
rials. Based on this pilot, we slightly adapted the design to 
ensure that participants spent sufficient time reading the sce-
nario they were assigned to. Participants were asked to imag-
ine they were in the situation described in the scenario. The 
scenario described how they would be subject to a decision 
that (a) was made by either an algorithm or human expert. 
Depending on the condition, they were further told that (b) 
the benefits for accepting the decision were either great or 
small, and that (c) they would have either final control or no 
control over the decision. In all other respects, the scenarios 
in each condition were the same. To promote processing 
of the three main features (a, b, and c) of the scenario, we 
added brief summaries of these features at the end of each 
scenario.

In Studies 1 and 2, participants read a scenario in which a 
decision is made regarding the investment of their personal 
money in the stock market. In Study 3, participants read a 
scenario in which a decision is made regarding selection of a 
potential dating partner on a dating website. These scenarios 
represent two high-impact domains of everyday private life: 
finance/stock market investment, and romantic relationships/
dating.

Both domains share a number of other characteristics. 
First, both are currently already heavily dependent on auto-
mated decision-making and will be doing much more so 
in the near future. Furthermore, they are decision-making 
domains that are inherently uncertain, as many impactful 
real-life decisions are, which may be relevant in the accept-
ance or rejection of algorithmic decisions (Dietvorst and 
Bharti 2020). So people are not likely to accept decisions 
made by others (either by human experts or algorithms) 
unreflectingly. Third, they are personally relevant domains, 
with relevant everyday-life impact. In much prior research, 
algorithmic predictions or decisions have remained rather 
abstract in terms of their impact on the user, experimental 
scenarios having for instance a generic ‘statistical forecast-
ing model’, and tasks involving prediction of mining rev-
enues from planet Zorba (e.g., Dietvorst and Bharti 2020), or 
guessing the weight of a person on a photograph or the place 
of a song on the Billboard Hot 100 (Logg et al. 2019). While 
this research is certainly informative, our research focuses 
on decision scenarios with a real-life personal (financial or 
relational) impact on the subject of the decision. In the cur-
rent research, we use less abstract decision domains, without 

venturing into domains of life altering or indeed life-or-death 
decisions used in for instance medical contexts.

We chose two domains to check the stability of findings, 
and we selected these specific domains because research 
shows they represent two domains that likely differ in how 
they are perceived in terms of objectivity and subjectivity of 
the decisional task required, with finance likely seen as the 
more objective, or ‘demonstrable’ of the two (Castelo et al. 
2019; Prahl and Van Swol 2021).

5.5 � Manipulations

The three factors were defined as follows (Full texts of the 
scenarios are in the supplemental materials).

5.5.1 � Agent (levels: algorithm or human)

The ‘Agent’ factor presented the decision as made by either 
an algorithm or a human expert, both of whom base their 
decision on the same extensive data. The scenario stated 
whether the agent making the decision was an algorithm or 
an ‘expert’.

5.5.2 � Benefits (levels: high/low)

Benefits were manipulated by predicting either a high (20%) 
or low (2%) return on investment rate (study 1 and 2), or 
either a high (92%) or low (57%) match between the par-
ticipant’s and their date’s personal profile (Study 3). The 
average return on investment in the global stock market has 
been around 10% for the past 10 years (Knueven 2021). 
Therefore, we used 2% as a low and 20% as a high return in 
this research. Many dating websites use mathematical algo-
rithms to ‘match’ their users to a potential partner based on 
compatibility of characteristics. The assumption is that a 
highly compatible pair will have a greater chance of positive 
romantic outcomes (Finkel et al. 2012; Tong et al. 2016). No 
statistics are available for the average match on dating web-
sites. eHarmony, a well-known US-based dating website, 
uses an algorithm that provides users with a compatibility 
score between 60 and 140, with higher scores signifying a 
greater compatibility with a potential partner, and any score 
above 100 regarded as high compatibility. Our score of 57% 
translates to 71 points on the eHarmony scale, and 92% to 
115 points.

5.5.3 � Control (levels: control/no control)

The ‘Control’ factor presented the scenario as either an auto-
matic decision that will be executed without the participant’s 
control or a decision that may ultimately be ignored by the 
user (i.e., an advice). ‘No control’ was made explicit by tell-
ing the participant: “The algorithm/expert will automatically 
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choose for you. You cannot influence the decision; the algo-
rithm/expert takes it for you.” Control was phrased as: “The 
algorithm/expert will advise which investments to make for 
you. However, you will have control over the decision; you 
can choose to follow the advice or not”. Finally, participants 
were told that the decision would be put in motion automati-
cally (no control), or that they “may or may not give permis-
sion. It is up to you.”

5.6 � Measures

5.6.1 � Acceptance of decision

To measure acceptance of the decision, we asked: “We want 
to know how you feel about the decision [regarding the 
investment of your money in the stock market/to select a date 
for you]”. Answers were measured on a seven-point Likert 
scale, which was previously used in work on the acceptance 
of policy decisions (Visschers and Siegrist 2012): “I accept 
this decision”, and “I agree with the decision” (1 = not at all, 
7 = completely). The Spearman–Brown coefficient (Eisinga 
et al. 2013) ranged from 0.924 to 0.933 across the studies.

5.6.2 � Acceptance of decision maker

Acceptance of the decision-making agent was measured 
with two items, based on Technology Acceptance Model 
research (Venkatesh 2000): “The decision [to invest your 
money in the stock market/to select a date for you] was made 
by an [algorithm/expert]. We want to know how you feel 
about the [algorithm/expert]. Assuming that in real life you 
would be willing to [invest your money in the stock market/
step into online dating], how would you feel about using the 
[algorithm/expert]?”. Responses were measured on a two-
item seven-point Likert scale: “Assuming I had access to the 
system/expert, I intend to use [it/him or her].”, and “Given 
that I had access to the system/expert, I predict that I would 
use [it/him or her]”, [1 = strongly disagree, 7 = strongly 
agree], Spearman–Brown coefficient = 0.955–0.963.

5.6.3 � Attention check

To check whether participants paid attention to the ques-
tions, we included an instructed response test, to check for 
attention (cf. Meade and Craig 2012): “To check your atten-
tion, please respond with ‘strongly agree’ for this item”.

5.6.4 � Demographics

We asked for demographic characteristics (age, gender, edu-
cation) at the end of the questionnaire. We also included 
two further items asking for (1) professional or educational 
background in computer science, information technology, 

Artificial Intelligence (AI), or data science, or related 
disciplines, and (2) background in finance, such as stock 
exchange, banking, financial analytics, or related areas 
(Study 1 and 2), or prior experience with dating websites or 
applications (Study 3).

5.7 � Statistical analysis

5.7.1 � Data exclusion

As per the preregistration, participants failing the attention 
check were excluded (n = 22). Also, anyone who completed 
the questionnaire under 2 min was excluded (n = 21). Sub-
sequently, we removed a suspect case with > 1 h of comple-
tion time, pointing to technical problems (n = 1). In all, we 
excluded 44 cases.

5.7.2 � Outliers

Outliers in the remaining sample with a standardized 
score > 3 were detected (Study 1, n = 7; Study 2, n = 9; 
Study 3, n = 7). We ran all hypotheses tests with and with-
out the outlying cases. This produced no differences in the 
outcomes. Below, analyses with the full samples (including 
23 outliers) are reported. The dataset without the outlying 
cases can be found on osf.

5.7.3 � Analysis strategy

As per the preregistration, we used two-way ANOVAs with 
agent, benefits and control as factors, and with acceptance 
of the decision and acceptance of the decision maker as 
dependent variables in two separate models. Significant 
interactions were explored using comparisons within the 
moderator variable.

5.8 � Data availability

Preregistration of all studies, and data and analyses syntax, 
and all study materials are available through the following 
links: Study 1: osf link for study​ 1), Study 2: osf link for 
study​ 2), and Study 3: osf link for study​ 3).

6 � Results

6.1 � Randomization check

For each study, we checked randomization by running Chi2 
analyses for gender, educational level, having a profes-
sional background in computer science or related disci-
plines, having a professional or educational background in 
finance or related sectors (Study 1 and 2), and having used 

https://osf.io/fd9hs/?view_only=1651fc9e18224df8ae/7ee093c4664689
https://osf.io/pjuh3/?view_only=108b3e7e14d14ed0b4bb58415aebcf31
https://osf.io/pjuh3/?view_only=108b3e7e14d14ed0b4bb58415aebcf31
https://osf.io/me5w8/?view_only=1d02fbac517f4113be9d8101d5c05db0
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dating websites or applications (Study 3), and one-way 
ANOVAs for age with condition as factor. We found no 
differences between the conditions on any of these vari-
ables. We therefore concluded that randomization was suc-
cessful. Table 1 provides an overview of the descriptive 
statistics of the main variables.

6.2 � Main analyses

To test our hypotheses, we employed two-way ANOVAs. 
Descriptives of the two dependent variables are in Table 2. 
For easy comparison, we present a summary of the main 
effects relating to the hypotheses testing in Table 3. Full 
ANOVAs are in the supplementary material.

6.2.1 � RQ1: effect of agent

We first assess whether acceptance of a decision and the 
decisional agent is affected by whether the agent is an algo-
rithm or a human being. In each study, we first checked 
whether any main effects could be observed. For the three 
studies, this amounted to 2 (outcomes per study) × 3 (stud-
ies) = 6 possible main effects. There does not seem to be a 
strong case for the idea that users are meaningfully affected 
by whether the decision is made by a human or algorithm 
(see Fig. 1). Of the six possible main effects of agent type on 
the acceptance of the decision or the decision maker, only 
two turned out to be significant (see Table 3). In Study 3, 
a small main effect of agent on acceptance of the decision 
was found: F(1,396) = 6.78, p = 0.010, η2 = 0.013. Partici-
pants were slightly more inclined to accept a decision when 
it was made by a human (M = 4.58, SD = 1.63), compared 
to a decision by an algorithm (M = 4.20, SD = 1.53). Simi-
larly, in Study 2, participants more readily accepted the deci-
sion maker if the decision maker was a human (M = 5.22, 
SD = 1.32) versus an algorithm (M = 4.75, SD = 1.41), 
although again, this main effect of agent was weak (Cohen 
1988): F(1,395) = 11.61, p = 0.001, η2 = 0.027.

To gauge the strength of the evidence for the null hypoth-
eses, in addition to the preregistered analyses, we conducted 
post hoc Bayesian ANOVAs (prior r scale = 0.5) for main 
effects showing a null effect of agent on acceptance. In Study 
1, this yielded a Bayes factor of BF01 = 3.655 for acceptance 
of the decision, in Study 2 BF01 = 7.070. For acceptance of 
the decision maker, the scores were BF01 = 6.492 for Study 
1, and BF01 = 5.318 for Study 3. Thus, all scores are within 
the three to ten range, telling us that it is three to seven times 
more likely for these data to occur under the null model. 
This can be interpreted as moderate evidence for the null 
hypothesis (Lee and Wagenmakers 2014).

6.2.2 � Hypothesis 1: effect of benefits

Our first hypothesis was that a decision with a great benefit 
results in a greater acceptance of the decision and the deci-
sion maker than one with a small benefit. In all three studies, 
benefits had a significant small to moderate/strong effect 
on the acceptance of the decision (see Table 3). The means 
were in line with our expectation that greater expected ben-
efits of the decision lead to a greater willingness to accept 
the decision (see Fig. 1). The effects were as follows. Study 
1: F(1,398) = 19.03, p < 0.001, η2 = 0.043; low benefits 
M = 4.68 (SD = 1.59), high benefits M = 5.32 (SD = 1.38); 
Study 2: F(1,395) = 10.60, p = 0.001, η2 = 0.025; low benefits 
M = 4.44 (SD = 1.64), high benefits M = 4.93 (SD = 1.45); 
Study 3: F(1,396) = 65.44, p < 0.001, η2 = 0.129; low benefits 
M = 3.82 (SD = 1.54), high benefits M = 4.96 (SD = 1.42).

Table 2   Means (standard deviations) per condition per study

Study 1 Study 2 Study 3

Acceptance of decision
 Human
  Low benefits
   No control 4.24 (1.63) 4.0 (1.76) 3.72 (1.63)
   Control 5.04 (1.43) 4.76 (1.54) 4.44 (1.51)
  High benefits
   No control 4.73 (1.63) 4.57 (1.60) 4.44 (1.70)
   Control 5.56 (1.15) 5.14 (1.46) 5.70 (0.93)

 Algorithm
  Low benefits
   No control 4.40 (1.64) 4.13 (1.63) 3.11 (1.34)
   Control 5.05 (1.51) 4.86 (1.47) 4.01 (1.40)
  High benefits
   No control 4.98 (1.40) 4.59 (1.54) 4.43 (1.40)
   Control 5.96 (0.95) 5.43 (0.98) 5.30 (1.13)

Acceptance of decisional agent
 Human
  Low benefits
   No control 4.66 (1.51) 4.92 (1.43) 4.47 (1.62)
   Control 4.96 (1.65) 5.23 (1.41) 5.13 (1.36)
  High benefits
   No control 4.86 (1.49) 5.22 (1.20) 4.74 (1.57)
   Control 5.60 (1.11) 5.49 (1.22) 5.69 (0.76)

 Algorithm
  Low benefits
   No control 4.07 (1.68) 4.12 (1.61) 3.23 (1.37)
   Control 4.96 (1.49) 5.23 (1.10) 4.97 (1.37)
  High benefits
   No control 4.70 (1.57) 4.44 (1.60) 4.70 (1.33)
   Control 5.82 (0.96) 5.23 (0.92) 5.56 (1.0)
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Table 3   Summary of main 
effects per study

Bold font indicates significant effects (p < 0.05 two sided)

Effects Study 1 (N = 399) Study 2 (N = 396) Study 3 (N = 397)

Agent → acceptance decision F 2.05 0.76 6.78
p 0.153 0.383 0.01
η2 0.005 0.002 0.013

Agent → acceptance decision maker F 0.79 11.61 1.11
p 0.375 0.001 0.292
η2 0.002 0.027 0.003

Benefits → acceptance decision F 19.03 10.60 65.44
p 0.000 0.001 0.000
η2 0.043 0.025 0.129

Benefits → acceptance decision maker F 16.14 0.2.63 12.59
p 0.000 0.106 0.000
η2 0.037 0.006 0.029

Control → acceptance decision F 32.23 22.48 43.51
p 0.000 0.000 0.000
η2 0.072 0.053 0.090

Control → acceptance decision maker F 27.63 21.28 36.44
p 0.000 0.000 0.000
η2 0.063 0.050 0.083

Df 7391 7388 7389

Fig. 1   Main effects of agent, benefits, and control on acceptance of the decision and the decision maker, per study. Error bars show SEs. Dotted 
lines show non-significant effects
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The same pattern was found for the acceptance of the 
decision-making agent in two out of three studies, with effect 
sizes indicating small effects: Study 1: F(1,398) = 16.14, 
p < 0.001, η2 = 0.037; low benefits M = 4.66 (SD = 1.61), high 
benefits M = 5.26 (SD = 1.37); Study 3: F(1,396) = 12.59, 
p < 0.001, η2 = 0.029; low benefits M = 4.70 (SD = 1.47), 
high benefits M = 5.18 (SD = 1.28). However, the effect 
was not significant in Study 2: F(1,395) = 2.63, p = 0.106, 
η2 = 0.006; low benefits M = 4.88 (SD = 1.45), high benefits 
M = 5.10 (SD = 1.32). There were no conditional effects of 
Benefits in any of the above instances. Overall, we conclude 
that hypothesis 1 can be accepted.

6.2.3 � Hypothesis 2: the effect of control

We hypothesized that when users have final control over a 
decision, this would result in a higher acceptance of the deci-
sion and the decision maker compared to a situation where 
users have no final say. The analyses confirm that control is 
an important factor impacting acceptance. In all three stud-
ies, control had a moderate and significant effect on both 
the acceptance of the decision made by the algorithm to 
invest in stocks or select a date and on the acceptance of the 
decision-making agent (whether an algorithm or a human) 
(see Table 3). In each case, the mean values show that partic-
ipants were more willing to accept the decision or the agent 
if they had the final say over the decision (see Fig. 1). With 
regard to acceptance of the decisions the effects were as fol-
lows. Study 1: F(1,398) = 32.23, p < 0.001, η2 = 0.072; no 
control: M = 4.58 (SD = 1.59), control: M = 5.41 (SD = 1.32); 
Study 2: F(1,395) = 22.48, p < 0.001, η2 = 0.053; no control 
M = 4.32 (SD = 1.64), control M = 5.04 (SD = 1.40); Study 3: 
F(1,396) = 43.51, p < 0.001, η2 = 0.083; no control M = 3.93 
(SD = 1.61), control M = 4.87 (SD = 1.42). We found no 
interactions.

With regard to acceptance of the decision-making agent, 
the effects were again moderate: Study 1: F(1,398) = 27.63, 
p < 0.001, η2 = 0.063; no control M = 4.57 (SD = 1.58), 
control M = 5.34 (SD = 1.37); Study 2: F(1,395) = 21.28, 
p < 0.001, η2 = 0.050; no control M = 4.67 (SD = 1.51), con-
trol = 5.30 (SD = 1.17); Study 3: F(1,396) = 36.44, p < 0.001, 
η2 = 0.083; no control M = 4.54 (SD = 1.48), control 
M = 5.34 (SD = 1.17). There were no significant conditional 
effects of Control beyond the weak agent × control effect 
on acceptance of the decision maker in Study 2 described 
above. Therefore, we conclude that hypothesis 2 is accepted.

6.2.4 � RQ2: interactions

In each study, we also checked whether any conditional 
effects could be observed in which agent was involved. 
For the three studies, this amounted to 3 (agent × benefits; 
agent × control; and agent × benefits × control) possible 

conditional effects per outcome × 2 outcomes per study × 3 
studies = 18 possible conditional effects. However, we only 
observed one significant but weak conditional effect, were 
agent interacted significantly with control to affect accept-
ance of the decision maker, in Study 2: F(1,388) = 5.91, 
p = 0.016, η2 = 014. Participants showed a greater accept-
ance of the human decision maker (M = 5.07, SD = 1.33) 
compared to the algorithm (M = 4.29, SD = 1.60), p < 0.001, 
in the no control condition, whereas there was no such differ-
ence in the control condition (human M = 5.37, SD = 1.31; 
algorithm M = 5.23, SD = 0.99), p = 0.489. No other interac-
tion effects were found (see Supplementary Material). In all, 
we must conclude that the nature of the agent does not seem 
an important factor in the acceptance of algorithms and their 
decisions, neither independently nor conditionally.

7 � Conclusion and discussion

While AI-assisted algorithmic decision-making is pro-
jected to increase exponentially in the coming decades, the 
academic debate on whether people are ready to accept, 
trust, and use ADM as opposed to human decision-mak-
ing is ongoing. As pointed out by Jussupow et al. (2020), 
research has produced inconsistent findings on the existence 
of algorithmic aversion because previous research designs 
may have prevented to indisputably asses the existence of a 
default aversion. The current research set out to investigate 
whether a default aversion to algorithms and their decisions 
exists, when controlling for two important characteristics 
that participants otherwise might associate with humans or 
algorithms, and that thus might explain aversion or apprecia-
tion. The characteristics that were controlled for were (mon-
etary and accuracy) benefits and user control, whereas other 
attributes were kept constant.

Across three high-powered, preregistered studies, includ-
ing a replication study, two acceptance measures, two 
domains (finance and romantic relationships), and six pos-
sible main effects per experimental factor, the results were 
quite consistent: there is little evidence for a default aversion 
against algorithms and in favor of human decision makers. 
Users seem fairly unconcerned when decision-making is 
done by machines instead of humans. Instead, they accept 
or reject decisions and decisional agents based on their pre-
dicted monetary and accuracy benefits and the level of con-
trol they can exercise over the decision. All effects of control 
were significant, and generally moderate in size. They all 
lead to the same conclusion: that acceptance of decisions 
and the agent making the decisions is lower when people do 
not have decisional control. Furthermore, although gener-
ally the effects are somewhat weaker, five out of six effects 
for benefits were significant, with high benefits leading to a 
greater acceptance of both the decision and the agent making 
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the decisions. In contrast, only two effects relating to the 
agent making the decision (human or algorithm) were sig-
nificant, and the effect sizes were small. Finally, these effects 
are generally unconditional.

In sum, when accepting automated decisions on every-
day private life and their agents, people weigh the extent 
to which they preserve control over a decision and the pre-
dicted benefits of the decision. If these two criteria are held 
equal, along with a number of other agent attributes, it does 
not matter much to users whether a decision is made by a 
machine or a human being.

From prior research it was undetermined whether or not 
people are averse to machine-made decisions compared to 
human decisions (Jussupow et al. 2020). This study con-
tributes to this line of research by employing a three-fac-
torial design that for the first time allowed controlling for 
the impact of two important factors that are often associ-
ated with human vs machine decisions: benefits of the deci-
sion and ultimate control over the decision. Our findings 
are contrary to previous work that found that users have a 
preference for algorithms over human agents (e.g., Logg, 
et al. 2019). But although we do find some instances where a 
slight preference for human decisions was detected, pointing 
perhaps to algorithmic aversion, the evidence for algorithmic 
aversion is weak. Moreover, the Bayesian analysis revealed 
evidence for the null hypothesis that there were no differ-
ences in preference for human and algorithmic agents. Our 
findings show that when controlled for benefits and control, 
it does not seem to be the nature of the decision maker per 
se that is most important, but rather the expected benefits 
of and degree of user control over the decisions, regardless 
of the life domain in which they operate. This concurs with 
research showing that users appreciate algorithmic decisions 
when they are provided with information signifying that the 
algorithm outperforms the human agent (Bigman and Gray 
2018).

These results provide a new perspective on the incon-
sistent findings regarding algorithm aversion or preference 
in earlier research (Araujo et al. 2020; Castelo et al. 2019; 
Prahl and Van Swol 2021). Jussupow et al. (2020) argue 
that results from prior research are inconsistent because it 
has sometimes manipulated different algorithm and human 
agent characteristics in their experimental investigations, 
or has omitted relevant information about the agents. The 
current study sought to alleviate these issues. By keeping 
multiple factors constant or statistically controlled for, while 
giving relevant and equal information about the expertise of 
the agents (cf. Prahl and Van Swol 2021), our study offers 
an opening for a reconciliation of the aversion vs appre-
ciation views of ADM, by suggesting there may not be a 
‘generalized’ attitude in either direction, and that aversion 
or appreciation simply may depend on the pros and cons of 
a decision.

Relatedly, it is interesting to see that in some prior 
research the deck is possibly stacked against the machine. 
Oftentimes, if information is given at all about the algo-
rithm (beyond: ‘it is a computer/software that is very good 
at calculating’) it seems to emphasize what the algorithm is 
not (e.g., a person, or doctor), or is incapable of doing (e.g., 
empathizing), or at the least not giving fair account that what 
is often needed for the tasks involved is precisely being very 
good at calculating. For instance, in medical decisions, it 
may not be obvious to the average study participant whether 
the decisions involved (and used as cases in the experiments 
to test aversion) are at least partially based on being able to 
do ‘objective’ analyses or calculations (e.g., Bigman and 
Gray 2018; Longoni et al. 2019; Promberger and Baron 
2006). This does not immediately imply that when users 
are informed of this, they might change their aversion to 
medical algorithms, much less that they should, given the 
current issues with algorithmic medical decision-making 
(e.g., Grote and Keeling 2022). But it does perhaps partially 
explain extant findings on aversion to (medical) algorithms. 
What is more, our findings concur with a number of pre-
vious studies showing that when users are informed about 
the superiority of algorithmic decisions, they prefer them 
to humans (Bigman and Gray 2018; Castelo et al. 2019; 
Prahl and Van Swol 2017). This suggests that in order to 
get a more final answer on the existence of aversion in any 
domain or context, future research should ensure that enough 
relevant information is provided on the functioning of the 
decision maker be they human or machine.

The acceptance of decision-making technology as a func-
tion of the concrete benefits it has to offer (compared to 
humans) has not been extensively studied. However, there 
is ample evidence from psychological and animal behavior 
research that concrete benefits affect choice behavior (Karsh 
and Eitam 2015; Samejima 2005). Research in the technol-
ogy acceptance model tradition (Venkatesh 2000 Yousafzai 
et al. 2007), and models on the acceptance of automated 
decisions (Ghazizadeh et al. 2012), pointing to the fact that 
a greater expected utility or performance leads to easier 
acceptance of a technology and may be seen in a similar 
vein. Our research is in line with these prior notions, but 
adds to them the direct test of the effect of concrete benefits 
on acceptance of an automated decision and its maker that 
have not been previously studied. Furthermore, our research 
suggests, although ADM technology is new and different, in 
this respect it may be ‘just another technology’. People will 
use it if the benefits outweigh the costs.

Our findings regarding the role of control correspond to 
a small number of studies which indirectly implicate con-
trol as an important factor. These studies found that people 
are more appreciative of algorithms when they have a more 
advisory role or offer choice (Palmeira and Spassova 2015; 
Tong et al. 2016), or when their decisions or attributes can 
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be modified (Dietvorst et al. 2018; Sundar and Marathe 
2010). With our explicit test of the role of control, these 
earlier findings could be reinterpreted as having in common 
‘control’ as the crucial factor.

Although at first glance, the effects of benefits and control 
may seem obvious to some, they are not necessarily so. First, 
as indicated above, much research suggests that users are 
averse to automated decisions, even if these produce better 
results, whereas our research—in line with other research—
leads to other conclusions. Second, although it seems logical 
to prefer decisions and decisional agents that bring the great-
est benefits and control, it is less clear beforehand how they 
would interact to affect acceptance, and which of the two 
would be more important. Moreover, it is surprising that we 
did not find interactions with the agent factor, as it would not 
be unreasonable to expect that for instance keeping control 
is more important when dealing with a machine than it is 
with a human being.

We must be cautious generalizing our findings. First, we 
employed a vignette paradigm, which tries to induce in par-
ticipants the sense that they are in a real situation. However, 
the situations, and consequently their corresponding impact 
and behavior are in fact hypothetical. A meta-analysis of 
TAM research did find a strong correlation between behav-
ioral intentions an actual technology usage, which may ease 
some of these reservations; however, the authors note that 
only a small number of TAM studies have included actual 
behavior as independent variable, so caution remains advised 
(Yousafzai et al. 2007). Second, our findings were consistent 
across two different everyday personal life domains. While 
it may not seem unwarranted to extrapolate the findings to 
other domains, such as financial loans, leisure, commodities 
consumption, and psychological and physical well-being, 
caution is required. Especially in domains involving overt 
moral judgments and life and death decisions such as in 
medicine, different mechanisms may be at work (Bigman 
and Gray 2018; Hidalgo et al. 2021; Longoni et al 2019). 
Future research may want to explore the role of various 
domains and the related advantages and disadvantages of 
using ADM in acceptance. Each domain may come with its 
own primary costs and benefits. For instance, in the medical 
domain users may judge the capability to show human-like 
qualities such as empathy highly important, whereas in a 
financial domain objectivity is more relevant. Likewise, the 
costs of (non-)acceptance of a decision (-maker) may differ 
across domains.

Furthermore, our experiments used ‘faceless’ algorithms 
(and humans) as decisional agents. It is uncertain whether 
our claims that the human–machine dimension is of little 
consequence in acceptance are equally true for decision-
making technology where the agent has a more tangible, or 
even human(oid) appearance, as is the case when people deal 
with virtual agents or (chat)bots. In such cases issues such 

as similarity (e.g., in behavior) may play a role (e.g., Bernier 
and Scassellati 2010; You and Robert 2018). However, cur-
rently most everyday encounters with AI and algorithms 
probably are of the faceless, more ‘abstract’ kind. Finally, we 
have operationalized the concrete benefits in terms of rev-
enue and accuracy. Future research may look into other types 
of concrete benefits associated with machine decisions, such 
as greater (monetary, effort, or time) efficiency, convenience, 
or fun, to see if they produce similar results.

Overall, our findings teach us two important things about 
how people now and in the future might accept or reject 
decisions by intelligent machines. First, that there does not 
seem to be a default aversion against, or appreciation for 
automated decision-making. Second, and equally important, 
users incorporate the benefits and the costs (control loss) 
when evaluating ADM technology. We conclude that when 
people are well-informed about the costs and benefits of 
algorithmic decision-making, neither aversion nor apprecia-
tion are likely. As algorithms will continue to increase their 
decision-making advantage over humans (possibly with the 
inclusion of fields usually not associated with them, such as 
emotions, empathy, and ethics), it would be fair to account 
for this in future research.
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