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#### Abstract

M. Eichler and D. Zagier constructed a map from a space of Jacobi forms to a space of elliptic modular forms. On the other hand, T. Satoh constructed a map from a space of cusp forms to a space of Jacobi cusp forms. In this paper, we prove a conjecture of N. P. Skoruppa to the effect that these maps are, up to constant, adjoint with respect to the Petersson products.


Introduction. Eichler and Zagier [2] constructed a map $D_{2 v}(v \geq 0)$ from the space $J_{k, m}$ of Jacobi forms of weight $k$ and index $m$ with respect to $\Gamma^{J}$ (where $\Gamma=S L_{2}(Z)$ and $\Gamma^{J}=\Gamma \ltimes \boldsymbol{Z}^{2}$ ) to the space $M_{k+2 v}$ of modular forms of weight $k+2 v$ with respect to $\Gamma$. Satoh [6] constructed a map $\left\}_{k, m}^{v}(k \geq 2, m \geq 1, v \geq 0)\right.$ from the space $S_{k+2 v}$ of cusp forms of weight $k+2 v$ with respect to $\Gamma$ to the space $J_{k, m}^{\text {cusp }}$ of Jacobi cusp forms of weight $k$ and index $m$ with respect to $\Gamma^{J}$. The purpose of this paper is to prove that the map $D_{2 v}$, up to constant, is the adjoint of $\left\}_{k, m}^{v}\right.$ with respect to the natural Petersson products.

Kohnen [4] stated that N. P. Skoruppa was probably the first to notice this adjointness, which could follow from the existence of Jacobi Poincaré series. Neither Skoruppa nor Kohnen, however, proved the conjecture nor determined the constant. In this paper, we determine the constant explicitly. From this adjointness, we can obtain a relation between $\left\}_{k, m}^{v}\right.$ and $\left\}_{k, 1}^{v}\right.$. We also investigate the property of a certain Dirichlet series.

The author would like to express his gratitude to Dr. Koichi Takase and Professor Yasuo Morita for helpful advice.

1. Statement of the results. Let (,) and $\langle$,$\rangle be the usual Petersson product$ on $S_{k}$ and $J_{k, m}^{\text {cusp }}$, respectively. For any non-negative integers $\lambda, \mu$, we put

$$
\lambda^{(\mu)}= \begin{cases}\lambda(\lambda+1)(\lambda+2) \cdots(\lambda+\mu-1) & (\mu>0) \\ 1 & (\mu=0) .\end{cases}
$$

THEOREM 1.1. Let $k \geq 3, v \geq 0$ and $m \geq 1$ be integers. If $f \in S_{k+2 v}$ and $\phi \in J_{k, m}^{\text {cusp }}$, then

$$
\left(D_{2 v}(\phi), f\right)=C_{v, m}\left\langle\phi,\{f\}_{k, m}^{v}\right\rangle,
$$

where

$$
C_{v, m}=\frac{(2 v)!\Gamma(k+2 v-1) m^{-k+v+2}}{2^{2 k+4 v-3} \pi^{2 v+1 / 2}(k-1)^{(v)} \Gamma(k-3 / 2)}
$$

For any positive integer $m$, we have linear operators $V_{m}: J_{k, 1}^{\text {cusp }} \rightarrow J_{k, m}^{\text {cusp }}, V_{m}^{*}$ : $J_{k, m}^{\text {cusp }} \rightarrow J_{k, 1}^{\text {cusp }}$ (see [5, p. 549] and [2, p. 41]). $V_{m}^{*}$ is the adjoint of $V_{m}$ with respect to the Petersson product.

Corollary 1.2. Let $k, v, m, f$ be as in Theorem 1.1. If $f$ is a common eigenform and $f \mid T(m)=\lambda_{m} f$, then

$$
\{f\}_{k, m}^{v} \mid V_{m}^{*}=\lambda_{m} m^{k-v-2}\{f\}_{k, 1}^{v},
$$

where $T(m)$ is the Hecke operator acting on $M_{k+2 v}$.
For any $\phi \in J_{k, 1}^{\text {cusp }}$ and $f \in S_{k+2 v}$, we define

$$
L_{f, \phi}(s)=\sum_{m=1}^{\infty}\left\langle\{f\}_{k, m}^{v}, \phi \mid V_{m}\right\rangle m^{-s} .
$$

We use the notation $e(\tau)=\exp (2 \pi i \tau)$.
Corollary 1.3. For integers $k \geq 3$ and $v \geq 0$, let $f(\tau)=\sum_{n=1}^{\infty} a(n ; f) e(n \tau) \in S_{k+2 v}$ be a common eigenform and $\phi \in J_{k, 1}^{\text {cusp }}$.
(i) If $\left\langle\{f\}_{k, 1}^{v}, \phi\right\rangle=0$, then $L_{f, \phi}(s)$ vanishes.
(ii) If $\left\langle\{f\}_{k, 1}^{v}, \phi\right\rangle \neq 0$, then $L_{f, \phi}(s)$ is absolutely convergent for $\operatorname{Re}(s)>3 k / 2-1$. Put $L_{f, \phi}^{*}(s)=(2 \pi)^{-s} \Gamma(s) L_{f, \phi}(s+k-v-2)$. Then $L_{f, \phi}^{*}(s)$ has a holomorphic continuation to $C$ and satisfies a functional equation

$$
L_{f, \phi}^{*}(s)=i^{k+2 v} L_{f, \phi}^{*}(k+2 v-s)
$$

Further, suppose $a(1 ; f)=1, l$ and $h$ are two positive integers less than $k+2 v$ such that $l \equiv h(\bmod 2)$ and $L_{f}(h) \neq 0$. Then we have

$$
L_{f, \phi}^{*}(h) \neq 0 \quad \text { and } \quad \frac{L_{f, \phi}^{*}(l)}{L_{f, \phi}^{*}(h)} \in \boldsymbol{Q}(f),
$$

where $L_{f}(s)=\sum_{n=1}^{\infty} a(n ; f) n^{-s}$ and $\boldsymbol{Q}(f)$ is the field generated over the rational number field $\boldsymbol{Q}$ by the coefficients $a(n ; f)$ for all $n$.

Remark 1.4. By [6, p. 477], for $\Delta(\tau)=e(\tau) \prod_{n=1}^{\infty}(1-e(n \tau))^{24}$, we have $\{\Delta\}_{12,1}^{0} \neq$ 0 . Hence, $\left\langle\{\Delta\}_{12,1}^{0},\{\Delta\}_{12,1}^{0}\right\rangle$ does not vanish.
2. The proofs. In order to prove Theorem 1.1, we use Poincaré series. For any positive integers $n, k$, we define

$$
P_{n}^{k}(\tau)=\sum_{\gamma \in \Gamma_{\infty} \backslash \Gamma}(c \tau+d)^{-k} e\left(\frac{n(a \tau+b)}{c \tau+d}\right),
$$

where

$$
\gamma=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \quad \text { and } \quad \Gamma_{\infty}=\left\{\left. \pm\left(\begin{array}{ll}
1 & h \\
0 & 1
\end{array}\right) \right\rvert\, h \in \boldsymbol{Z}\right\} .
$$

The following lemma is well-known (e.g. [1, Theorems 2.6 .9 and 2.6.10]).
Lemma 2.1. Let $k \geq 3$, and let $P_{n}^{k}(\tau)$ be as above. Then the Poincaré series $P_{n}^{k}(\tau)$ is a cusp form belonging to $S_{k}$. For any $f(\tau)=\sum_{l=1}^{\infty} a(l ; f) e(l \tau) \in S_{k}$, the value of the Petersson product of $f$ and $P_{n}^{k}(\tau)$ is given by

$$
\left(f, P_{n}^{k}\right)=\frac{a(n ; f)}{(4 \pi n)^{k-1}} \Gamma(k-1) .
$$

For any integers $m, n, r$ such that $n>0$ and $4 m n-r^{2}>0$, we define

$$
P_{n, r}(\tau, z)=\left.\sum_{\gamma \in I_{\infty}^{J} \backslash \Gamma^{J}} e(n \tau+r z)\right|_{k, m} \gamma,
$$

where the operation $\left.\right|_{k, m}$ is defined as in [2] and

$$
\Gamma_{\infty}^{J}=\left\{\gamma \in \Gamma^{J}|1|_{k, m} \gamma=1\right\}=\left\{\left.\left( \pm\left(\begin{array}{cc}
1 & h \\
0 & 1
\end{array}\right),(0, \mu)\right) \right\rvert\, h, \mu \in \boldsymbol{Z}\right\} .
$$

The following lemma is a special case of [9, Prop. 2, p. 76]. See also [3, p. 520].
Lemma 2.2. Let $k \geq 3$, and let $P_{n, r}(\tau, z)$ be as above. Then $P_{n, r}(\tau, z) \in J_{k, m}^{\text {cusp }}$. For any $\phi(\tau, z)=\sum_{4 m n-r^{2}>0} c(n, r ; \phi) e(n \tau+r z) \in J_{k, m}^{\text {cusp }}$, we have

$$
\left\langle\phi, P_{n, r}\right\rangle=\frac{c(n, r ; \phi) m^{k-2}}{\left(4 m n-r^{2}\right)^{k-3 / 2} 2 \pi^{k-3 / 2}} \Gamma\left(k-\frac{3}{2}\right) .
$$

Lemma 2.3. Let the notation be as above. Then we have

$$
\begin{aligned}
& D_{2 v}\left(P_{n, r}\right)(\tau) \\
& \quad=\sum_{\mu=0}^{v} \frac{(-1)^{\mu}(k+2 v-\mu-2)!(2 v)!}{(k+v-2)!\mu!(2 v-2 \mu)!} \sum_{\lambda \in \mathbf{Z}}(2 m \lambda+r)^{2 v-2 \mu}\left(m\left(m \lambda^{2}+r \lambda+n\right)\right)^{\mu} P_{m \lambda^{2}+r \lambda+n}^{k+2 v}(\tau) .
\end{aligned}
$$

Proof. By [2, p. 31, (7) and p. 32, (9)], if $\phi(\tau, z)=\sum_{\lambda=0}^{\infty} \chi_{\lambda}(\tau) z^{\lambda} \in J_{k, m}$, then

$$
D_{2 v}(\phi)(\tau)=(2 \pi i)^{-2 v} \frac{(2 v)!}{(k+v-2)!} \sum_{\mu=0}^{v}(-2 \pi i m)^{\mu} \frac{(k+2 v-\mu-2)!}{\mu!} \frac{d^{\mu}}{d \tau^{\mu}}\left(\chi_{2 v-2 \mu}(\tau)\right)
$$

We can expand $P_{n, r}(\tau, z)$ as

$$
P_{n, r}(\tau, z)=\sum_{\lambda \in \mathbf{Z}} \sum_{\gamma \in \Gamma_{\infty} \backslash r}(c \tau+d)^{-k} e\left(\left(m \lambda^{2}+r \lambda+n\right) \frac{a \tau+b}{c \tau+d}+\frac{(2 m \lambda+r) z}{c \tau+d}-\frac{m c z^{2}}{c \tau+d}\right)
$$

where we denote

$$
\gamma=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)
$$

in the rest of the proof (see [3, p. 520]). Since

$$
\left.\frac{d^{2 q}}{d z^{2 q}}\left(\exp \left(b z^{2}\right)\right)\right|_{z=0}=\frac{b^{q}(2 q)!}{q!} \text { and }\left.\frac{d^{2 q+1}}{d z^{2 q+1}}\left(\exp \left(b z^{2}\right)\right)\right|_{z=0}=0,
$$

we obtain

$$
\left.\frac{d^{2 q}}{d z^{2 q}}\left(\exp \left(a z+b z^{2}\right)\right)\right|_{z=0}=\sum_{h=0}^{q} \frac{(2 q)!}{(2 h)!(q-h)!} a^{2 h} b^{q-h} .
$$

Thus, if we write $P_{n, r}(\tau, z)=\sum_{\lambda=0}^{\infty} \tilde{\chi}_{\lambda}(\tau) z^{\lambda}$, then we have

$$
\begin{aligned}
\tilde{\chi}_{2 q}(\tau)= & \left.\frac{1}{(2 q)!} \frac{\partial^{2 q}}{\partial z^{2 q}}\left(P_{n, r}(\tau, z)\right)\right|_{z=0} \\
= & \sum_{h=0}^{q}(2 \pi i)^{h+q} \frac{1}{(2 h)!(q-h)!} \sum_{\lambda \in \mathbf{Z}} \sum_{\gamma \in \Gamma_{\infty} \backslash \Gamma}(-m c)^{q-h}(2 m \lambda+r)^{2 h} \\
& \times(c \tau+d)^{-k-q-h} e\left(\left(m \lambda^{2}+r \lambda+n\right) \frac{a \tau+b}{c \tau+d}\right) .
\end{aligned}
$$

$\cdot$ Put

$$
\tilde{P}(\tau)=\sum_{\gamma \in \Gamma_{\infty} \backslash \Gamma}(-m c)^{q-h}(c \tau+d)^{-k-q-h} e\left(\left(m \lambda^{2}+r \lambda+n\right) \frac{a \tau+b}{c \tau+d}\right) .
$$

By induction on $g$, we obtain

$$
\begin{aligned}
\frac{d^{g}}{d \tau^{g}} \widetilde{P}(\tau)= & \sum_{j=0}^{g}(-1)^{g-j}(2 \pi i)^{j}(k+q+h+j)^{(g-j)} \frac{g!}{j!(g-j)!} \sum_{\gamma \in \Gamma_{\infty} \backslash \Gamma}(-m c)^{q-h} c^{g-j} \\
& \times\left(m \lambda^{2}+r \lambda+n\right)^{j}(c \tau+d)^{-k-q-h-g-j} e\left(\left(m \lambda^{2}+r \lambda+n\right) \frac{a \tau+b}{c \tau+d}\right) .
\end{aligned}
$$

Thus we obtain

$$
\begin{aligned}
& D_{2 v}\left(P_{n, r}\right)(\tau) \\
& =\sum_{\lambda \in \mathbf{Z}} \sum_{\gamma \in \Gamma_{\infty} \backslash \Gamma} \sum_{\mu=0}^{v} \sum_{h=0}^{v-\mu} \sum_{j=0}^{\mu}(-1)^{v+\mu-h-j} \frac{(2 v)!(k+2 v-\mu-2)!}{(2 h)!(v-\mu-h)!j!(\mu-j)!(k+v-2)!} \\
& \quad \times(2 \pi i)^{h+j-v}(k+v-\mu+h+j)^{(\mu-j)}(2 m \lambda+r)^{2 h}\left(m \lambda^{2}+r \lambda+n\right)^{j} m^{v-h} c^{v-h-j} \\
& \quad \times(c \tau+d)^{-k-v-h-j} e\left(\left(m \lambda^{2}+r \lambda+n\right) \frac{a \tau+b}{c \tau+d}\right) \\
& =\sum_{j=0}^{v} \sum_{h=0}^{v-j}\left\{\sum_{\mu=j}^{v-h}(-1)^{\mu} \frac{(k+2 v-\mu-2)!}{(v-h-\mu)!(\mu-j)!(k+v-\mu+h+j-1)!}\right\} \frac{(2 v)!(k+v+h-1)!}{(2 h)!j!(k+v-2)!} \\
& \times \sum_{\lambda \in \mathbf{Z}} \sum_{\gamma \in \Gamma_{\infty} \backslash \Gamma}(-1)^{v-j-h}(2 \pi i)^{h+j-v} m^{v-j-h} c^{v-h-j}(2 m \lambda+r)^{2 h}\left(m\left(m \lambda^{2}+r \lambda+n\right)\right)^{j} \\
& \times(c \tau+d)^{-k-v-h-j} e\left(\left(m \lambda^{2}+r \lambda+n\right) \frac{a \tau+b}{c \tau+d}\right) .
\end{aligned}
$$

Here we have used the notation

$$
(k+v-\mu+h+j)^{(\mu-j)}=\frac{(k+v+h-1)!}{(k+v-\mu+h+j-1)!} .
$$

By induction on $t$ we can prove that

$$
\begin{aligned}
& \sum_{\mu=j}^{j+t}(-1)^{\mu} \frac{(k+2 v-\mu-2)!}{(v-h-\mu)!(\mu-j)!(k+v-\mu+h+j-1)!} \\
& \quad=(-1)^{j+t} \frac{(k+2 v-j-t-2)!}{(v-j-h-t-1)!(k+v+h-t-2)!t!(v-j-h)(k+v+h-1)}
\end{aligned}
$$

for $t=0,1,2, \ldots, v-h-j-1$. Since $v-h-1=j+(v-h-j-1)$, we have for $v-h>j$

$$
\begin{aligned}
& \sum_{\mu=j}^{v-h}(-1)^{\mu} \frac{(k+2 v-\mu-2)!}{(v-h-\mu)!(\mu-j)!(k+v-\mu+h+j-1)!} \\
& \quad=\sum_{\mu=j}^{v-h-1}(-1)^{\mu} \frac{(k+2 v-\mu-2)!}{(v-h-\mu)!(\mu-j)!(k+v-\mu+h+j-1)!} \\
& \quad+(-1)^{v-h} \frac{(k+v+h-2)!}{(v-h-j)!(k+2 h+j-1)!} \\
& =(-1)^{v-h-1} \frac{(k+v+h-1)!}{(k+2 h+j-1)!(v-h-j-1)!(v-h-j)(k+v+h-1)} \\
& \quad+(-1)^{v-h} \frac{(k+v+h-2)!}{(v-h-j)!(k+2 h+j-1)!}=0 .
\end{aligned}
$$

Hence we obtain

$$
\sum_{\mu=j}^{v-h}(-1)^{\mu} \frac{(k+2 v-\mu-2)!}{(v-h-\mu)!(\mu-j)!(k+v-\mu+h+j-1)!}= \begin{cases}(-1)^{j} /(k+2 v-j-1) & (v-h=j) \\ 0 & (v-h>j) .\end{cases}
$$

Therefore

$$
\begin{aligned}
& D_{2 v}\left(P_{n, r}\right)(\tau) \\
& =\sum_{j=0}^{v} \sum_{h=0}^{v-j}\left\{\sum_{\mu=j}^{v-h}(-1)^{\mu} \frac{(k+2 v-\mu-2)!}{(v-h-\mu)!(\mu-j)!(k+v-\mu+h+j-1)!}\right\} \frac{(2 v)!(k+v+h-1)!}{(2 h)!j!(k+v-2)!} \\
& \quad \times \sum_{\lambda \in \mathbf{Z}} \sum_{\gamma \in \Gamma_{\infty} \backslash \Gamma}(-1)^{v-j-h}(2 \pi i)^{h+j-v} m^{v-j-h} c^{v-h-j}(2 m \lambda+r)^{2 h}\left(m\left(m \lambda^{2}+r \lambda+n\right)\right)^{j} \\
& \quad \times(c \tau+d)^{-k-v-h-j} e\left(\left(m \lambda^{2}+r \lambda+n\right) \frac{a \tau+b}{c \tau+d}\right) \\
& =\sum_{j=0}^{v} \frac{(-1)^{j}(2 v)!(k+2 v-j-2)!}{(k+v-2)!j!(2 v-2 j)!} \sum_{\lambda \in \mathbf{Z}}(2 m \lambda+r)^{2 v-2 j}\left(m\left(m \lambda^{2}+r \lambda+n\right)\right)^{j} \\
& \quad \times \sum_{\gamma \in \Gamma_{\infty} \backslash \Gamma}(c \tau+d)^{-k-2 v} e\left(\left(m \lambda^{2}+r \lambda+n\right) \frac{a \tau+b}{c \tau+d}\right),
\end{aligned}
$$

because $v-h=j$ is equivalent to $h=v-j$.
q.e.d.

Proof of Theorem 1.1. Let $D_{2 v}^{*}: S_{k+2 v} \rightarrow J_{k, m}^{\text {cusp }}$ be the adjoint map of the restriction $D_{2 v \mid J_{K, m}^{\text {cusp }}}$ with respect to the Petersson product. By Lemma 2.2, we have

$$
\left\langle D_{2 v}^{*}(f), P_{n, r}\right\rangle=\frac{c\left(n, r ; D_{2 v}^{*}(f)\right) m^{k-2}}{\left(4 m n-r^{2}\right)^{k-3 / 2} 2 \pi^{k-3 / 2}} \Gamma\left(k-\frac{3}{2}\right) .
$$

On the other hand, by Lemmas 2.3 and 2.1,

$$
\begin{aligned}
&\left\langle D_{2 v}^{*}(f), P_{n, r}\right\rangle=\left(f, D_{2 v}\left(P_{n, r}\right)\right) \\
&= \sum_{\mu=0}^{v} \sum_{\lambda \in Z} \frac{(-1)^{\mu}(k+2 v-\mu-2)!(2 v)!}{(k+v-2)!\mu!(2 v-2 \mu)!}(2 m \lambda+r)^{2 v-2 \mu}\left(m\left(m \lambda^{2}+r \lambda+n\right)\right)^{\mu}\left(f, P_{m \lambda^{2}+r \lambda+n}^{k+2 v}\right) \\
&= \sum_{\mu=0}^{v} \sum_{\lambda \in Z} \frac{(-1)^{\mu}(k-1)^{(2 v-\mu)}(2 v)!}{(k-1)^{(v)} \mu!(2 v-2 \mu)!}(2 m \lambda+r)^{2 v-2 \mu}\left(m\left(m \lambda^{2}+r \lambda+n\right)\right)^{\mu} \\
& \times \frac{a\left(m \lambda^{2}+r \lambda+n ; f\right)}{\left(4 \pi\left(m \lambda^{2}+r \lambda+n\right)\right)^{k+2 v-1}} \Gamma(k+2 v-1) \\
&= \frac{(2 v)!m^{v} \Gamma(k+2 v-1)}{(4 \pi)^{k+2 v-1}(k-1)^{(v)}} \sum_{\lambda \in Z} \frac{a\left(m \lambda^{2}+r \lambda+n ; f\right)}{\left(m \lambda^{2}+r \lambda+n\right)^{k+v-1}}
\end{aligned}
$$

$$
\times \sum_{\mu=0}^{v} \frac{(-1)^{\mu}(k-1)^{(2 v-\mu)}}{\mu!(2 v-2 \mu)!}\left(\frac{(2 m \lambda+r)^{2}}{m\left(m \lambda^{2}+r \lambda+n\right)}\right)^{v-\mu} .
$$

Here we have used the relation

$$
\frac{(k-1)^{(2 v-\mu)}}{(k-1)^{(v)}}=\frac{(k+2 v-\mu-2)!}{(k+v-2)!} .
$$

Thus,

$$
\begin{aligned}
c\left(n, r ; D_{2 v}^{*}(f)\right)= & \frac{(2 v)!\Gamma(k+2 v-1)}{2^{2 k+4 v-3} \pi^{2 v+1 / 2} m^{k-v-2}(k-1)^{(v)} \Gamma(k-3 / 2)}\left(4 m n-r^{2}\right)^{k-3 / 2} \\
& \times \sum_{\lambda \in Z} \frac{a\left(m \lambda^{2}+r \lambda+n ; f\right)}{\left(m \lambda^{2}+r \lambda+n\right)^{k+v-1}} \\
& \times \sum_{\mu=0}^{v} \frac{(-1)^{\mu}(k-1)^{(2 v-\mu)}}{\mu!(2 v-2 \mu)!}\left(\frac{(2 m \lambda+r)^{2}}{m\left(m \lambda^{2}+r \lambda+n\right)}\right)^{v-\mu} .
\end{aligned}
$$

By [6, Theorem 3.3, (3.12), p. 473], the right hand side of the above formula is exactly the Fourier coefficient $c\left(n, r ;\{f\}_{k, m}^{v}\right)$ times $C_{v, m}$.
q.e.d.

Proof of Corollary 1.2. By Theorem 1.1 and [2, Corollary, p. 45], for any $\phi \in J_{k, 1}^{\text {cusp }}$, we have

$$
\begin{aligned}
\left\langle\phi,\{f\}_{k, m}^{v} \mid V_{m}^{*}\right\rangle & =\left\langle\phi \mid V_{m},\{f\}_{k, m}^{v}\right\rangle=\frac{1}{C_{v, m}}\left(D_{2 v}\left(\phi \mid V_{m}\right), f\right)=\frac{1}{C_{v, m}}\left(\left(D_{2 v}(\phi)\right) \mid T(m), f\right) \\
& =\frac{1}{C_{v, m}}\left(D_{2 v}(\phi), f \mid T(m)\right)=\frac{1}{C_{v, m}}\left(D_{2 v}(\phi), \lambda_{m} f\right)=\frac{C_{v, 1}}{C_{v, m}}\left\langle\phi, \lambda_{m}\{f\}_{k, 1}^{v}\right\rangle \\
& =\left\langle\phi, m^{k-v-2} \lambda_{m}\{f\}_{k, 1}^{v}\right\rangle .
\end{aligned}
$$

q.e.d.

Proof of Corollary 1.3. If $f \mid T(m)=\lambda_{m} f$, then $a(m ; f)=\lambda_{m} a(1 ; f)$ and $a(1 ; f) \neq 0$ (e.g. [1, Lemmas 4.5.15 and 4.6.11]). By Corollary 1.2, we have

$$
\begin{aligned}
a(1 ; f)\left\langle\{f\}_{k, m}^{v}, \phi \mid V_{m}\right\rangle & =a(1 ; f)\left\langle\{f\}_{k, m}^{v} \mid V_{m}^{*}, \phi\right\rangle \\
& =\lambda_{m} a(1 ; f)\left\langle\{f\}_{k, 1}^{v}, \phi\right\rangle m^{k-v-2}=a(m ; f)\left\langle\{f\}_{k, 1}^{v}, \phi\right\rangle m^{k-v-2} .
\end{aligned}
$$

Hence,

$$
L_{f, \phi}(s)=\frac{\left\langle\{f\}_{k, 1}^{v}, \phi\right\rangle}{a(1 ; f)} L_{f}(s-k+v+2) .
$$

Thus we are done by a well-known theorem for $L_{f}(s)$ (e.g. [7, Theorem 3.66]) and by [8, Theorem 1, p. 784].
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