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Abstract. Interaction is at the core of multi-agent systems. We use agent environment as a general term to denote the medium
for agent interaction. Over the last years, the agent environment has been subject of active research. In this paper, we reflect
on the role of the agent environment in multi-agent systems from a middleware perspective. Our study yields the following
observations: (1) multi-agent system engineers consider distributed middleware (RMI, CORBA, etc.) as the basic platform for
developing multi-agent systems, (2) common middleware services (security, persistency, etc.) are only minimally considered in
multi-agent systems, (3) domain-specific middleware for multi-agent systems such as communication services and support for
stigmergic coordination are typically developed as stand-alone services and as such difficult to compose with other services.

From these observations, we derive a number of challenges for research on environments in multi-agent systems: (1) to
amplify reuse, application-specific services should be further consolidated into domain-specific services, (2) the problem of
integration must be tackled, i.e. horizontal integration among domain-specific services for multi-agent systems, and vertical
integration of domain-specific services upwards with the agents, and downwards with the common middleware services and the
underlying distributed platform, (3) to support dynamic changing requirements of the system at hand, flexible composition and
dynamic adaptation of services must be supported by the agent environment.
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1. Introduction

Over the last years, the role of the agent environment in multi-agent systems has been subject of active
research [31,47–49]. In this paper, we take a step back and reflect on the notion of agent environment
in multi-agent systems from a middleware perspective. We observe a strong connection between the
environment in multi-agent systems and middleware in mainstream software engineering, both with
respect to their role and evolution.

Middleware is the software layer that lies between the operating system and the applications on each
node of the system [20]. Middleware shields software developers from low-level tedious and error-prone
platform details by means of a consistent set of higher-level abstractions and services. Similarly, the
agent environment in multi-agent systems is considered as a layer that mediates both the interaction
among agents and the access to resources. The agent environment provides a set of services shielding
agent developers from the low-level details of the underlying platform.

Whereas middleware was initially considered as a blackbox providing a set of higher-level program-
ming abstractions and services, today middleware supports application-specific composition of compo-
nents and services and dynamic adaptation according to the requirements of the system at hand [21,
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38]. Similarly, the agent environment in multi-agent systems is traditionally considered as reusable
communication or coordination infrastructure. Recent research puts forward the agent environment as a
design abstraction that comprises an integrated set of application-specific components and services.

The observation of this connection has incited us to study the relationship between the notion of agent
environment in multi-agent systems and state-of-the-art middleware.

Overview.
Environment is an overloaded term in software engineering. The term is used for development

environment, execution environment, the part of the world extern to a system, etc. In multi-agent systems,
the environment is often associated with the infrastructure in which agents are deployed. To clarify the
meaning of environment used in this paper, we start in Section 2 by explaining the relation between a
software system and its environment. Then, we zoom in on the system itself and elaborate on the role
of middleware in system development. Section 3 zooms in multi-agent systems as a particular family of
software systems and explains the notion of agent environment in multi-agent systems. In Section 4, we
reflect on the connection between middleware and agent environment. From this reflection, we derive
a number of challenges for future research on environments in multi-agent systems. Finally, we draw
conclusions in Section 5.

2. Systems in mainstream software development

2.1. The system in its environment

Software systems are designed to satisfy particular functional and quality requirements. These re-
quirements are issued by the group of stakeholders involved. For systems that interact with the external
world via sensors and actuators, these requirements do not directly concern the software system. The
requirements concern the environment in which the system will be installed [15]. The task of a system
is to ensure that particular functionalities are achieved in the environment.

Jackson defines the environment as the part of the external world with which the system interacts,
and in which the effects of the system will be observed and evaluated [19]. The distinction between the
environment and the system is partly a distinction between what is given and what is to be constructed.

Figure 1 depicts the relation between a system and its environment. The system interacts with the
environment by means of shared phenomena that are directly accessible via sensors and actuators.
However, influencing phenomena that are private to the environment can only be done in an indirect
manner: using sensors and actuators, the system tries to bring about causal chains to observe and affect
private phenomena in the environment. Note that environment may refer to a given physical/hardware
environment as well as to a given software environment, or a combination of both.

As an example, consider a car’s cruise control system. The environment of the system consists of
the car, its driver, the atmospheric conditions, the road the car drives on, etc. The cruise control system
interacts with its environment through a sensor that can be used to observe the car’s speed and an actuator
that can be used to adjust the car’s throttle. The requirements of the cruise control system are expressed
in terms of phenomena in its environment. For example, the cruise control system should ensure that the
car drives at a constant speed across the road. The cruise control system can only affect the car’s speed
indirectly, i.e. by relying on a causal chain between manipulations of the throttle actuator and alterations
in the speed of the car.
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Fig. 1. The system and its environment [19].

Systems are increasingly expected to cope with dynamics in the environments in which they are
deployed [18]. A dynamic environment is an environment that changes frequently. In a dynamic envi-
ronment, the operating conditions of a system are continuously changing. For example, the environment
of the cruise control system is dynamic: the road may go uphill or downhill, turbulence or wind may arise
that cause additional or reduced drag. These phenomena affect the causal chains by means of which the
cruise control system affects the environment. For example, in case the road goes uphill, changing the
throttle will affect the car’s speed in a different manner compared to the case that the road goes downhill.

In mainstream software engineering, it is generally considered good practice to capture properties and
assumptions regarding the environment in an explicit model. Such a model of the environment includes
assumptions about the frequency and nature of the changes in the environment, the accuracy and latency
of sensors and actuators, the assumptions about the causal chain from activation of an actuator to the
changes in the actual environment, etc. Such a model describes essential characteristics and assumptions
that must be checked for proper deployment of the system [19].

2.2. The role of middleware in system development

We now focus on the structure of distributed software systems. Over the last decade, the development
of software systems increasingly emphasizes the reuse of software components. There is an ongoing trend
away from programming applications from scratch to integrating them by configuring and customizing
reusable components and frameworks [38]. Requirements for greater reuse in developing distributed
software systems motivate the use of middleware-based architectures. Middleware is software that re-
sides between the application and the underlying operating systems, network and hardware. Middleware
shields software developers from low-level tedious and error-prone platform details. It provides soft-
ware developers with a consistent set of higher-level abstractions and services closer to the application
requirements. Figure 2 shows the multiple layers of middleware in distributed software systems [38].
Host Infrastructure Middleware encapsulates communication with the operating sys-

tem. Widely used examples are the Java Virual Machine and the .NET platform. Distributed
Middleware defines higher-level distributed programming models with reusable APIs and compo-
nents that help programming distributed applications. Examples are Java Remote Method Invocation,
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Fig. 2. Middleware layers with surrounding context [38].

Common Object Request Broker Architecture (CORBA), and SOAP that provides a simple XML-based
protocol allowing applications to exchange structured information on the Web. Common Middleware
Services define higher-level domain-independent services that support programming of application
logic such as transactional behavior, security, and database access. An example technology is Enterprise
Java Beans that enable software developers to link pre-defined services (“beans”) without having to
write much code from scratch. Finally, Domain-Specific Middleware Services are tailored
to the requirements of particular domains. Examples are dedicated middleware services for electronic
commerce and medical applications. Today, domain-specific middleware services tend to be less mature
partly due to the lack of common middleware standards which are needed to provide a stable basis to
create domain-specific services [38].

From programming towards flexible composition
The environments in which distributed software applications are deployed are very dynamic and

heterogeneous. As a result, software must be dynamically composed and even be adapted at runtime.
A major trend in middleware is to combine domain-specific middleware functionality with specific
component frameworks (e.g. J2EE, .NET etc.). This approach enables the construction of applications
from independently developed third party components and integrate built-in services covering non-
functional requirements of a distributed application such as persistency and security. A typical example
are service-oriented architectures [1] where the major part of application development boils down
to assembling domain-specific services that comply to a set of declaratively specified policies. The
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Fig. 3. A middleware-based system in its environment.

complexity of flexible composition and runtime adaptation of services in the face of the crosscutting
nature of functionality is subject of active research [4,21].

2.3. Summary

Figure 3 shows a system in its environment. This figure refines the system depicted in Fig. 1
with the layered middleware architecture of Fig. 2. In analogy with Fig. 2, the system compris-
es application components supported by a middleware. Only the top-level middleware layers are
shown in Fig. 3, i.e. the Common Middleware Services layer and the Domain-Specific
Middleware Services layer. The lower-level middleware layers of Fig. 2 are depicted as the
Distributed & Host Infrastructure Middleware layer in Fig. 3.

3. Multi-agent systems

Multi-agent systems (MAS) are a particular family of systems. In a multi-agent system, control is
decentralized, i.e. none of the system components has global control over the system or global knowledge
about the system [22,54]. The application components of a multi-agent system are agents. Agents are
reflective software components that are capable of performing autonomous actions to meet their design
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Fig. 4. A multi-agent system situated in its environment.

objectives. Decentralization of control implies that agents have to interact and coordinate their behavior
in order to provide the overall system functionality. We use agent environment as a general term to
denote the medium for agent interaction. As such, a multi-agent system consists of a set of agents and an
agent environment that enables the agents to act in the environment and interact with each other. Figure 4
gives an overview of a multi-agent system situated in its environment.

We now zoom in on the role of the agent environment in multi-agent systems. We start with traditional
approaches of agent environment. Then we elaborate on the agent environment as first-class design
abstraction.

3.1. Traditional approaches for agent environment

Traditional approaches consider agent communication as the prior means for coordination [17]. Typ-
ically, dedicated communication infrastructure supports agent interaction with a directory facilitator
acting as a yellow pages service for the agents to advertise and discover services, a management system
that enables agents to register and locate one another (i.e. a white pages service), and a message transport
system, i.e. a communication service for local and inter-node message exchange. A popular FIPA [10]
compliant platform for agent communication is Jade [3].

Coordination infrastructures are a specific type of agent environment that provide an alternative for
direct message exchange. Classical blackboard systems were the first type of coordination infrastructures
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proposed by AI researchers [9]. A blackboard is an intermediary data repository that enables cooperating
software modules to communicate indirectly and anonymously. In contrast to blackboard systems, tuple-
based technologies use associative access to a shared dataspace for communication and synchronization
purposes [13,25,28]. Coordination artifacts [27] generalize over different coordination models and
languages. Research on computational institutions such as electronic institutions [26], logic-based
institutions [42], and normative multi-agent systems [7] has developed a specific line of regulating
infrastructures.

In stigmergic agent systems, agents coordinate their behavior through the manipulation of marks in
the agent environment [14,29]. A classic example of stigmergic coordination are digital pheromones [5,
6] which software agents use to coordinate their behavior in a similar way as social ants coordinate.
A digital pheromone is a dynamic structure in the agent environment that aggregates with additional
pheromone that is dropped, diffuses in space and evaporates over time. Agents can use pheromones
to dynamically form paths to locations of interest. Another well-established approach of stigmergic
coordination are computational fields [8,23]. In this approach, the movements of agents are driven by
abstract force fields that are spread in the agent environment (by agents or the agent environment itself).
Agents coordinate their behavior by following the shape of the fields. Dynamics in the external world
and movements of the agents induce changes in the surface of the fields, realizing a feedback cycle that
influences agents’ behavior. This feedback cycle enables the system to self-organize.

3.2. The agent environment as a first-class design abstraction

In the approaches discussed in the previous section, engineers consider the agent environment essen-
tially as domain-specific infrastructure for agents [12]. Such infrastructures provide reusable solutions
that can be applied over many applications. Yet, this perspective has a number of limitations. An
infrastructure typically accounts for a predefined set of responsibilities. For a particular application, all
responsibilities that are not managed by the infrastructure remain to be addressed either by the agents, or
by additional system components. Assigning these responsibilities to agents often leads to heavy-weight
agents. Integrating the infrastructure with additional system components raises the problem of compos-
ing functionality, which is often cumbersome since domain-specific infrastructures for agents have little
flexibility and are not developed with such a composition in mind.

One of the main results of recent research on environments in multi-agent systems is the recognition
of the agent environment as a first-class design abstraction in multi-agent systems [31,43,50]. Rather
than a specific communication or coordination infrastructure, the agent environment provides a design
space for multi-agent system engineers. On the one hand, engineers can use agents as well as the
agent environment to make a well-considered assignment of responsibilities according to the system
requirements at hand. On the other hand, considering the agent environment as a part of multi-agent
system design compels engineers to deal explicitly with the configuration and assembling of the various
system functionalities assigned to the agent environment.

Different types of functionalities can be provided by the agent environment [46]:

• Virtualization. The agent environment can provide an abstract representation of resources in the
external world and keep the state of this virtualization in synchrony with the state of the actual
resources. Examples of virtualizations are a representation of the local topology of nodes in a
dynamic network [24] and a map of the area in which a robot is situated with its actual position and
the positions of neighboring robots [52]. Virtualization provides a means to bridge the conceptual
gap between the agents and the low-level details of accessing resources.
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• Virtual Resources. The agent environment can serve as a container of virtual resources that provide
functionalities and services that can be used by agents. A typical example is the approach based on
the notion of “artifacts” that can represent stand-alone services providing specific functionalities to
agents [36].

• Mediated Interaction. The agent environment can support mediated interaction to regulate the access
to shared resources and to govern interactions between agents. Particular laws or rules can be defined
that regulate interactions both among agents and with resources. Examples of mediated interaction
are governed interaction [40,55], electronic institutions [2], tag-based coordination and reputation
mechanisms [32], digital pheromones [30], and computational fields [44].

• Reflection. The agent environment can provide a reflective mechanism that enables the composition
and function of the agent environment to be modified at runtime. Support for reflection is little
studied in research on environments in multi-agent systems. The work on coordination artifacts is a
promising approach in this direction [35].

Example application of the agent environment
We illustrate the use of the agent environment as a design abstraction in an industrial automated

transportation system. In this application, automatic guided vehicles (AGVs) have to transport loads in a
warehouse. To improve the flexibility of the system, a multi-agent control system was applied [45]. Each
task that enters the system is represented by an agent and each AGV is controlled by an agent. Since the
warehouse environment is very constrained, it restricts how agents can exploit the environment. Agents
can only steer the AGVs along well-defined paths in the environment, they can command the machines to
manipulate loads, and communicate with each other via wireless communication. An obvious approach
to coordinate agents’ behavior is to use negotiation protocols. However, due to the highly dynamic
nature of the system (irregular stream of tasks, changing traffic loads, AGVs that leave for maintenance
and afterwards re-enter the system, etc.), this results in a very complex solution. Therefore a virtual
environment is employed that embodies a concrete instantiation of an agent environment. Since the
agents are distributed over different machines, an instance of the virtual environment is provided on each
machine. Dedicated middleware supports the synchronization of the state of the virtual environment on
different machines when needed [39].

The virtual environment provides a virtualization of the underlying physical world. It contains a map
that represents an abstraction of the warehouse layout. This map is used as a substrate to support different
types of mediated interaction.

First, the virtual environment supports the assignment of transportation tasks to AGVs by means of a
field-based coordination approach [44]. In this approach, tasks emit fields that attract idle AGVs. As
the virtual environment is responsible for maintaining the fields, agents are alleviated from performing
complex task assignment protocols: the agents of idle AGVs just steer their vehicles along the gradient
of the combined field, guiding the AGVs towards loads that have to be transported.

Second, to avoid collisions, the virtual environment supports an approach inspired by traffic lights [51].
Agents place hulls in the virtual environment to demarcate the path they intend to drive. The virtual
environment is responsible for detecting conflicts, and changing the hulls’ color accordingly. Without a
conflict, the environment changes the hull’s color to green, which is the sign for the agent to drive on.
In case of a conflict, the virtual environment resolves the problem and changes the color of the vehicle
with the highest priority to green, indicating that it is safe to drive on. The color of the hulls of the other
involved AGVs is changed to red, indication that they have to wait.

Because the virtual environment is assigned the responsibility to deal with the coordination of vehicle
movements, the agents are relieved from the burden of performing complex negotiation protocols. This
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Fig. 5. A multi-agent system with the agent environment mapped onto a layered middleware architecture.

example illustrates how the agent environment can be used as an customizable medium that facilitates
the development of a multi-agent system application.

4. The agent environment and middleware

In this section, we discuss the connection between the agent environment and middleware. We reflect
on their relationship, and we discuss a number of challenges for future research.

4.1. Connection between agent environment and middleware

Mapping Fig. 4 to Fig. 3 yields Fig. 5. The mapping shows that the agent environment can be
considered as middleware specifically targeted at multi-agent systems.

When considering the agent environment as middleware, the question arises how the agent environment
relates to the different middleware layers. We take a closer look at each layer:

– Distributed & Host Infrastructure Middleware. Multi-agent system engineers
generally consider distributed middleware services (RMI, CORBA, SOAP, etc.) as a basic platform
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to build multi-agent systems. The services provided by the bottom layer are not the main focus of
research on agent environments, but are typically considered as given infrastructure.

– Common Middleware Services. In multi-agent system development, common middleware
services such as security, persistency, transactions, etc. are only considered minimally. For lab
prototypes, there is a tendency not to consider these domain-independent services. Since the
proportion of real-world multi-agent systems is rather limited, little experience exists with integrating
common middleware services in multi-agent systems.
A number of agent-based platforms integrate particular common middleware services. Examples
are Retsina [41] developed at Carnegie Mellon University that includes basic services for security,
performance monitoring, logging, and failure monitoring, and the more recently developed Living
Systems of Whitestein Technologies [53] that is integrated with J2EE and provides support for data
management with transactions, persistency, client access through Web services, etc.
In some cases, support for domain-independent concerns is reinvented and developed from scratch
at the agent application level. In general, however, it is not common practice to consider these
concerns in multi-agent system development as services at a middleware level.

– Domain-Specific Middleware Services. Support for agent interaction such as com-
munication services for message exchange and infrastructures for coordination are part of the
domain-specific middleware services layer. These infrastructures are built on top of the distribut-
ed middleware platform and comprise programming abstractions and services that can be reused
across multi-agent system applications. Almost all agent platforms offer domain-specific middle-
ware services. The types of support are very different and include support for distributed message
communication such as FIPA-OS [11], electronic institutions [2], artifacts [34], pheromone in-
frastructure [6], and distributed tuples [23]. Examples of more specific approaches are delegate
multi-agent systems [16], tag-based interaction [32], cognitive stigmergy [33], and communication
filters [37].
Specific middleware services for multi-agent systems are also the main focus of research on envi-
ronments in multi-agent systems. Still, the agent environment is often considered to be a part of the
application (i.e. a first-class design abstraction at application level), rather than middleware. This
is nevertheless a logical step in the typical evolution of middleware: first building many concrete
applications and afterwards consolidating common features shared by these applications in reusable
middleware services.

4.2. Research challenges

Reflecting on the connection between the agent environment and middleware, we list a number of
research challenges that, in our opinion, are important for the further research on agent environments.

Consolidation
We observe two common approaches for developing the agent environment today:

1. Multi-agent system developers use a particular communication or coordination infrastructure to
support the application at hand. However, all functionality of the agent environment that is not
provided by this infrastructure is then integrated with this infrastructure in an ad-hoc manner.

2. Developers build the agent environment from scratch. This approach yields custom solutions for
each application.
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Current practice in agent environment design is not particularly targeted to increase reuse of services
across applications. An ongoing research challenge will be to consolidate prevalent application-specific
services in domain-specific services in order to amplify reuse. This includes defining reusable program-
ming abstractions to support application developers and developing accompanying runtime infrastructure.

Integration
Applications require middleware support that is tailored to their needs. However, stabilized services

provided by the agent environment, such as communication and coordination services, are typically
developed as stand-alone services and as such difficult to compose with other services. Supporting
flexible integration of different services poses severe research challenges. Figure 6 zooms in on Fig. 5
and illustrates the integration challenges. We distinguish between challenges with respect to horizontal
integration and vertical integration:

– Horizontal integration of domain-specific services for multi-agent systems. Horizontal integration,
as illustrated in Fig. 6(a), comprises support for integrating several services that reside at the same
level of abstraction. For example, a particular multi-agent system can rely on several coordination
mechanisms, e.g. a combination of direct message exchange, and indirect coordination through
computational fields and digital pheromones. Such applications require domain-specific middleware
that offers suitable services and supports a flexibly composition of these services according to the
application requirements at hand.

– Vertical integration of domain-specific services upwards with the agents layer. This integration,
illustrated in Fig. 6(b), mainly concerns facilitating the use of domain-specific services for the
agent application developer. Establishing standards for describing how agents interact with domain-
specific services is a core issue with respect to interoperability.

– Vertical integration of domain-specific services downwards with the common middleware services.
This integration is illustrated in Fig. 6(c). In mainstream software engineering, domain-specific
middleware services are underpinned by common middleware services. However, in research
on agent environments, the use of common middleware services is currently understated, and
provides a significant research challenge. Moreover, underpinning the agent environment with
common middleware services prevents reinventing the wheel and emphasizes that research on agent
environment fits well within mainstream middleware.

Dynamic composition and adaptation
To deal with increasing dynamic operating conditions of multi-agent systems, flexible composition

and dynamic adaptation of services must be supported by the agent environment. Current research on
environments in multi-agent systems focuses on application-specific design of the agent environment.
However, there is little attention for dynamic composition and adaptation of services. Two possible
approaches to provide support for dynamic composition and adaptation of services are:

– The services of the agent environment provide a dedicate interface that allow the agents of the appli-
cation layer to monitor the changing operating conditions and adapt the behavior and/or compositions
of the services.

– A dedicated infrastructure monitors the dynamics in the system and its environment and adapts the
behavior and/or composition of the middleware services according to the requirements of the system
at hand.

In these approaches, aspect-orientation is a promising approach to modularize the self-adaptive be-
havior of the system.
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Fig. 6. Integration challenges when considering the agent environment as domain-specific middleware.

5. Conclusions

In this paper, we have placed the notion of agent environment in a broader setting of mainstream
software engineering. This reflection learns us that the agent environment fits well in the general



D. Weyns et al. / The agent environment in multi-agent systems: A middleware perspective 105

perspective of middleware.
Over the years, a number of domain-specific services for agent interaction have emerged. Examples

are communication services for message exchange, electronic institutions, and support for stigmergic
coordination. Typically, these services are developed as stand-alone services and as such are difficult to
compose. Middleware recognizes the need for flexible composition of services as one of its main research
challenges. One of the main merits of recent research on environments in multi-agent systems is the
recognition of the agent environment as a first-class design abstraction. From a middleware perspective,
agent environment design corresponds to flexible composition of domain-specific services. Given the
relatively new field of research on agent environments and the limited engineering practice, we are only
at the beginning of consolidating domain-specific services for multi-agent systems.

Putting the agent environment in a middleware perspective yields a number of challenges for fu-
ture research on environments in multi-agent systems. An ongoing challenge will be consolidating
application-specific services in domain-specific services in order to amplify reuse. An important prob-
lem to tackle is integration, i.e. horizontal integration among domain-specific services for multi-agent
systems, and vertical integration of domain-specific services upwards with the agent layer, and down-
wards with the common middleware services and the underlying distributed platform. Another crucial
challenge is to develop proper models and support for dynamic composition and adaptation of services
in the agent environment.
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