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The DNA serves as a stable information storage medium and every protein which is needed by the cell is produced from this blueprint

via an RNA intermediate code. More recently it was found that an abundance of various RNA elements cooperate in a variety of steps

and substeps as regulatory and catalytic units with multiple competencies to act on RNA transcripts. Natural genome editing on one

side is the competent agent-driven generation and integration of meaningful DNA nucleotide sequences into pre-existing genomic

content arrangements, and the ability to (re-)combine and (re-)regulate them according to context-dependent (i.e. adaptational) pur-

poses of the host organism. Natural genome editing on the other side designates the integration of all RNA activities acting on RNA

transcripts without altering DNA-encoded genes. If we take the genetic code seriously as a natural code, there must be agents that

are competent to act on this code because no natural code codes itself as no natural language speaks itself. As code editing agents,

viral and subviral agents have been suggested because there are several indicators that demonstrate viruses competent in both RNA

and DNA natural genome editing.
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Introduction

Cellular life is the main subject of biology and the history of evol-

ution starts with the emergence of the first living cell. For

decades, there was no doubt that to speak about life meant to

speak about living cells and cellular assemblies. Virology eluci-

dated the fact that viruses code for typical features that are not

part of cellular life and are not found in any cell, which seems

to date viruses as older than cellular life (Domingo et al., 2008;

Koonin, 2009). Additionally there are some indicators that

viruses and viral-derived elements are the agents that edit the

genome in host organisms, such as the non-lytic but persistent

colonization of prokaryotes and eukaryotes by viral agents

(Villarreal, 2005).

This view is supported by the hypothesis of a pre-cellular RNA

world with an abundance of competing and cooperating ribo-

zymes. Research on the agents that act on transcripts from the

DNA information storage medium demonstrated a present RNA

world with high diversity and an abundance of ribozymatic and

regulatory functions in all key steps and even substeps of cellular

replication such as expression, transcription, translation, and

repair (Gesteland et al., 2006).

At the present stage we can identify two complementary

kinds of natural genome editing: (i) long lasting and

stable inherited alterations of the cellular DNA genomes by

persistent viral infections that alter genetic host identity and

(ii) co-opted adaptations of ribozymatic or ribozyme-like

parts as remnants of former viral colonizers that now act

as a great variety of regulatory elements in the present

highly dynamic RNA world shortly after transcription out of

stable DNA storage medium. There are several indicators

that both kinds of natural genome editing agents are epigen-

etically regulated (Zuckerkandl and Cavalli, 2007; Maksakova

et al., 2008).

Remnants of persistent viral infection events

Persistent viral infection events most probably determine gene

word order in both prokaryotes and eukaryotes (see

Supplementary data). Viral colonizers therefore play major roles

in evolution and diversity of organisms. A variety of examples

demonstrate that these viral colonizers are still active in specific

developmental processes in that they are expressed in a rather

limited developmental window until the process is finished.

Then they are regulatory silenced again.

Also well documented is the co-opted function of a great

variety of former retroviral parts such as env, gag, pol, that

now play important roles in gene regulation of host organisms.

These ‘defectives’ (Villarreal, 2005) that now function as effec-

tive regulatory elements share similar features as their viral

relatives and in most cases act as ribozymatic structures or in

ribozyme-like functions. They do not alter inheritable DNA

content but dynamically act on RNA transcripts, although

there are some examples in which RNA genome editing may

also become conserved status, especially by being reverse tran-

scribed into DNA.

Repetitive and transposable elements

Due to most prominent persistent remnants of former viral infec-

tion events we have to look at transposable elements. Since the
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research of Barbara McClintock, it has been proven that the

genome as an information storage medium is not a fixed molecu-

lar structure, but bears highly dynamic elements which change

their position within the genetic sequence order, known as trans-

posable elements or mobile genetic elements. Formerly, they

were also known as ‘jumping genes’. Some are active as RNA

intermediate (retrotransposons), while some are active as

mobile DNA (DNA transposons). Mobile genetic elements are

interacting genetic agents (Bapteste and Burian, 2010) that repli-

cate by either cut and paste (DNA transposons; class II elements)

or copy and paste (retroposons; class I elements) processes.

Mobile genetic elements are flanked by repeat sequences.

Together with non-coding DNAs which encode a variety of non-

coding RNAs (see below), mobile genetic elements share repeat

sequences as essential parts of their identity. This is an important

feature, because non-repeat sequences are the most relevant

part of protein coding sequences of translational mRNAs, a coher-

ent protein coding line-up of exons in which all intronic sequences

are spliced out. The intronic sequences are known as regulatory

elements of great diversity, and all of them possess repeat

sequences. In contrast to former assumptions on the dominance

of protein coding DNA in the (human) genome, we now know that

only 1.2% of the DNA codes for proteins, 43% consists of repeat

and mobile elements, up to 18% consists of dispersed elements.

Repetitive sequences are found either as interspersed repeats up

to 20–30 kb or tandem repeats, rather short DNA fragments adja-

cent to each other (Jurka et al., 2007).

Contrary to the one gene–one protein consensus of the last

century, we now know that there are many overlapping genes

and dispersed genetic elements which together constitute

genetic elements. The largest part of complex genomes is rep-

resented by repetitive intronic mobile elements, which essentially

contribute to evolution and diversification of host genomes and

are not selfish or parasitic, but more or less symbiotic. Long term-

inal repeats (LTRs) constitute compact nuclear structures such as

centromeres and the related telomeres (Witzany, 2008).

Repetitive genetic elements delineate centromeres and form telo-

meres by non-LTR-retroposons (Shapiro and Sternberg, 2005).

A large part of genomic repetitive DNA is reverse transcribed,

and plays a major role in the physical structured order of the

genome as well as formatting functions for expression, replica-

tion, transmission, repair, restructuring, cell division, and differ-

entiation (Sternberg and Shapiro, 2005). These genomic

repetitive DNA sequences, that are reverse transcribed into retro-

elements, have major roles in genome formatting and regulation

and are active/competent in promoter/enhancer processes, tran-

script elongation, tissue-specific mRNA targeting, mRNA trans-

lation, identifying ‘recognition’ sequences for origins of

replication, and chromatin functions (Sternberg and Shapiro,

2005). If we look at the essential roles that repeat elements

play in (i) transcription (promoters, enhancers, silencers, tran-

scription attenuation, terminators, and regulatory RNAs), (ii) post-

transcriptional RNA processing (mRNA targeting, RNA editing),

(iii) translation (enhancement of SINE mRNA translation), (iv)

DNA replication (origins, centromeres, telomeres, meiotic

pairing, and recombination), (v) localization and movement, chro-

matin organization (heterochromatin, nucleosome positioning

elements, epigenetic memory, methylation, epigenetic imprint-

ing, and modification), (vi) error correction and repair (double-

strand break repair by homologous recombination, methyl-

directed mismatch repair) and (vii) DNA restructuring (antigenic

variation, phase variation, genome plasticity, uptake and inte-

gration of laterally transferred DNA, chromatin diminution, VDJ

recombination, and immunoglobulin class switching), it is appar-

ent that these essential agents are all retroelements such as long

interspersed nuclear elements (LINEs), short interspersed nuclear

elements (SINEs), LTR retroposons, non-LTR retroposons, and

ALUs (Sternberg and Shapiro, 2005). Retroposons are

stress-inducible elements that may become active during

maternal stress, which act during early foetal life and may

become non-Mendelian inherited epigenetic traits (Wagner

et al., 2008; Huda and Jordan, 2009; Sciamanna et al., 2009).

As demonstrated by a variety of experiments, environmental influ-

ences then may alter epigenetic marking which can be inherited

for several generations (Jablonka and Lamb, 1989, 2002;

Sternberg, 2002; Jaenisch and Bird, 2003; Slotkin and

Martienssen, 2007). Especially in the brain, environmental infor-

mation can be conveyed into RNA-based regulatory networks

via RNA editing that leads to inheritable RNA-directed epigenetic

changes (Mattick, 2009).

Reverse transcribed repetitive elements regulate genome

organization. Interestingly, similar to viruses, these elements

are widely dispersed and fractioned, although they share a coor-

dinated behaviour. Changes in repetitive elements establish new

genome architectures. Whereas in mammals, genome formatting

occurs mainly by SINEs, LINEs, and ALUs, in plant genomes, LTR

retroposons play major roles in this respect. Genome size in

both is determined by repetitive DNA abundance. Interestingly,

the distance between coding sequences and regulatory repetitive

sequences is an important parameter (Zuckerkandl, 2002).

Microbial cells are protected from viral infections by clustered

regularly interspaced short palindromic repeats that act together

with proteins to cleave single-stranded RNA (preferentially within

U-rich regions). These repeats are therefore evolutionarily very

old (Beloglazova et al., 2008; Haurwitz et al., 2010).

All of these features have important consequences on our

genetic perspective because they indicate that the organization

of proteins can change without modifications in the coding

sequences just by the alteration of splicing processes or even

the rearrangements of coded sequences, i.e. the exons in the

mRNA. Interestingly, most A to I RNA editing occurs within ALU

elements (Levanon et al., 2005) and retroelements can be

exapted (co-opted) into neogenes (see Supplemental data),

which means that retroelements are essential parts of the de

novo generation of gene inventions (Brosius, 1999, 2003, 2009;

Blackburn, 2000; Mallet et al., 2004).

Additionally, it must be mentioned that transposable elements

may contribute to major evolutionary processes in altering and

expanding host genomes by changes of gene regulation or

co-opted adaptation. But transposable elements must also be

suppressed sufficiently so as not to cause disease (Schumann,

2007), and are therefore the subject of epigenetic regulation

(Lisch, 2008). Such suppression is stabilized by epigenetic regu-

lation such as RNA interference, DNA methylation, and histone
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modifications (Slotkin and Martienssen, 2007). The suppression

states may become unstable by environmental changes that

cause stress to populations. Mobilized transposable elements

can restructure the genome and displace populations from adap-

tive peaks (Zeh et al., 2009).

RNA agents at the roots of the tree of life: the RNA world

hypothesis

With good reason, it is assumed that before the emergence of

DNA, there was an ancient RNA world with a great variety and

high density of self-replicating ribozymes. From the early RNA

world perspective, the whole diversity of processes within and

between evolutionarily later derived cells depends on various

RNAs. Therefore, the characteristics of modern RNAs suggest a

pre-cellular RNA world which must have been dominated by

consortia-based evolution similar to what is currently seen in

RNA viruses (Domingo et al., 2008). A variety of RNAs can be

identified at the roots of the tree of life, such as genetic polymers

inside membrane vesicles of a hypothesized protocell (Chen

et al., 2006) and riboswitches (Breaker, 2006), a variety of cataly-

tic strategies of self-cleaving ribozymes that act as sequence-

specific RNA cleavage agents (Tang and Breaker, 2000; Ke and

Doudna, 2006), the structure and function of group I introns

(Hougland et al., 2006), and the roles of RNA in the synthesis

of proteins (Moore and Steitz, 2006).

Small nucleolytic ribozymes resemble hammerhead, hairpin,

hepatitis delta virus and Neurspora grassa Varkud satellite ribo-

zymes. Ribosomal RNA components are catalytically active in

polypeptide synthesis and are of major importance in every

living cell (Hamann and Westhof, 2007). These enzymes have

important features such as (i) the role of ribosomes in the trans-

lation from RNA into protein (Noller, 2006), (ii) a great diversity of

actions in the modern DNA world necessary for every cellular

process seen with ribonucleoproteins (Cech et al., 2006), (iii)

small nuclear ribonucleoproteins (snRNPs) (Tycowski et al.,

2006), (iv) small nucleolar RNPs (Matera et al., 2007), (v) the

assemblies which build spliceosomes, the insertion/deletion

competence for site-specific modifications of RNA molecules

(Simpson, 2006) and (vi) the unique feature of all retroelements,

i.e. reverse transcriptase and other telomerases (Blackburn,

2006). Last but not least, we can find crucial parts of the

present RNA world such as group II introns with self-splicing com-

petencies (Pyle and Lambowitz, 2006), the important roles of

SINEs and LINEs (Weiner, 2006), as well as the whole range and

abundance of non-coding RNAs (Witzany, 2009). Also, the RNA

ligase of T4 is found in all three domains of life (Ho and

Shuman, 2002). All of these agents can be identified as descen-

dants of an early RNA world, which evolved prior to

DNA-encoded cellular life and are the predecessors of the func-

tions of cellular life present since the last universal common

ancestor in all three domains of life.

Group II introns are self-splicing RNAs capable of removing

themselves from their primary transcripts (Valles et al., 2008),

which most likely are forerunners of the splicesomal introns

because a few members of this intron class reassemble on the

RNA level from independent transcripts (trans-splicing) (Knoop

and Brennicke, 1994). Some of them encode reverse

transcriptases and are active retroelements. The reverse tran-

scriptases of group II introns are related to the reverse transcrip-

tases of non-LTRs and both are mobile genetic elements, which

use target-primed reverse transcription (Toor et al., 2001).

Based on these facts, some authors suggest an RNA-continuity

hypothesis, which assumes that all RNA-processing events are

relics (Demongeot et al., 2009) that can be traced back to the pre-

cellular early RNA world and that lead later on to the origin of the

ribosomes, spliceosomes, snoRNAs and mRNAs, and via exapta-

tion (see above), are the origins of introns most relevant to the

eukaryotic superkingdom. Introns therefore represent genetic

invasions (viral-like infections that do not harm host) with conse-

quences on host genome identity and regulation (Villarreal, 2005;

Penny et al., 2009).

Important riboagents act as module-like consortia

Three RNA assemblages are currently known to play vital roles in

editing genetic text as a read-and-write medium. This indicates

sequence-specific identification competence for insertion and del-

etion activities, which alter semantic content (the function which

leads to altered regulation or altered protein production) of

primary transcripts out of the DNA storage medium. Editosomes,

spliceosomes, and ribosomes constituted of a variety of com-

ponents that counter-regulate themselves during assembly.

Slight changes in the composition structure delete their functional-

ity, so it must be assumed that the assembly is a complementarity,

that all parts play an important function. These subcomponents are

ribomodules that constitute highly active riboagents with a variety

of competencies to act on genetic transcripts.

Editosome

RNA editing is a co- or post-transcriptional process, which alters

the RNA sequence derived complementarily to the DNA from

which it was transcribed. RNA editing changes gene sequences

at the RNA level. The edited mRNA specifies an amino acid

sequence that is different from the protein that could be expected

and is encoded by the genomic DNA of the primary transcript

(Takenaka et al., 2008). RNA editing alterations of such tran-

scribed RNA sequences occur by modification, substitution, and

insertion/deletion processes (Smith, 2008). According to the sug-

gestion of Grosjean and Björk (2004), any sequence alteration that

changes the genetic meaning of a transcript is termed editing,

whereas structural changes solely are called modifications.

We know of U insertion/deletion in kinetoplastids,

Trypanosoma, Leishmania, Crithidia and Bodonis through

guided RNA targeting, followed by U insertion or deletion (and lig-

ation) in mRNAs. Interacting guide RNAs and pre-mRNAs integrate

Watson-Crick base pairing as well as G:U base pairing to deter-

mine the cleavage site followed by U insertion or U deletion

(Stuart et al., 2005; Carnes and Stuart, 2008), C insertion in phy-

sarum through co-transcriptional C insertion in mRNAs, rRNAs,

and tRNAs. G insertion in paramyxoviruses occurs through

co-transcriptional G insertion in mRNAs, A insertion in Ebola

viruses and GA deletion in rats. C to U conversion in plants

occurs through C-deamination in mRNAs and similar in

mammals. In plant mRNAs, hundreds of editing sites within

mRNAs of chloroplasts and mitochondria have been found

(Odintsova and Yurina, 2000, 2005).
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RNA editing is most important in the central nervous system of

mammals. U to C conversion is found in land plants through U

amination in mRNAs. A to I conversion through A deamination

occurs in several species (Smith, 2008). RNA editing also occurs

in tRNAs which affect codon sense by adenosine deaminases

active on RNA (ADAR), especially in yeast and mammals by

adenine deaminases active on tRNA (ADAT), which are important

for translation processes. This includes A to I editing as well as C

to U editing of tRNAs. tRNA editing shows some features of

quality control, especially the precise recognition of substrates

and substrate discrimination capability in a pool of nearly identi-

cal substrates (Alfonzo, 2008).

Editing sites have to be identified individually to differentiate a

C to be edited from a C which should not be edited. The discrimi-

nating information can be found in the nucleotide sequence sur-

rounding a given site. This means that syntactic context is

relevant for recognition. Thus, each editing site carries its own

recognition context (Takenaka et al., 2008). Interestingly, most

of the 12000 currently identified A to I editing sites in about

1200 different genes in the human genome have been found

not in coding regions but in Alu-repeat sequences.

RNA editing plays a major role in the intracellular RNA world

and represents the natural habitat of most remnants of the

early RNA world, such as the great variety of RNA transcript pro-

cessing with its coordinated and associated protein molecules up

to all steps and substeps of translational processes. It is a comp-

lementary feature of RNA processing, such as RNA modification,

RNA splicing, RNA catalysis by group I intron RNases and other

small ribozymes and RNA interference (Homann, 2008).

To get a mature and functional RNA for translation, it must be

determined which transcript has to be processed. In this respect,

RNA editing alters the sequence information of transcripts which

means that the end products such as RNAs or proteins can be

different, although the DNA is the same. RNA editing must recog-

nize the site which has to be edited. This is not a random process.

In a second step, the editing site has to be processed by RNAs or

proteins. In a further step, enzymatic agents have to be directed

to the editing site to process the editing. All steps are catalysed

by ribonucleoprotein complexes that have been termed the edito-

some, which plays similar important roles as related agents such

as the ribosome or spliceosome. Additionally, the editosome is

constituted of a variety of subcomponents, which counterbalance

each other (Homann, 2008).

Interestingly, a number of protein motifs have been identified,

which are relevant to RNA binding such as the RNA recognition

motif (RNA binding domain), the ribonucleoprotein domain, the

K-homology domain and the double-stranded RNA-binding

domain. Most of these serve as high-affinity recognition motifs

of any RNA sequence (Homann, 2008).

RNA editing changes the molecular syntax of RNA transcripts

and therefore changes the information content by substitution

or an insertion/deletion competence, which has similar conse-

quences of sign-using agents which change character combi-

nations out of the repertoire of signs available to

species-specific code-using populations. A limited number of

signs in evolutionary protocols such as the DNA genetic code

can be used to produce an abundance of messages, which

means, in this case, the production of regulatory actions such

as recombination, repair, start, stop, and in parallel protein pro-

ducts. These are processed by RNAs and associated proteins,

which act in a coordinated manner and in some cases not only

on mRNAs but also additionally on rRNAs and tRNAs (Gott, 2003).

This process can be found in viruses (Hausmann et al., 1999),

mitochondria of single cell flagellates (Gott and Rhee, 2008) in

plant organelles and mitochondria (Homann, 2008). The

APOPEC family are prominent RNA editing agents in mammals,

which are involved in C and U deamination at the DNA level and

result in immune functions against retroviral infections (Holmes

et al., 2003). Today, it is assumed that all eukaryotic post-

transcriptional RNAs are edited i.e. rRNA, RNAs, microRNAs

(miRNAs) and tRNAs, so that we can conclude that any pre-

translational RNA has to be edited to become a mature template

for translation (Ochsenreiter and Hajduk, 2008). All of these are

strictly coordinated steps such as (i) the formation of a specific

and flexible RNA structure, (ii) site-specific binding of a protein

factor, (iii) creation of a nucleation site to get a certain stem

loop structure and (iv) restricting the whole process to a specific

target site. RNA editing is the opposite of a randomly occurring

process.

Interestingly, the large majority of plant RNA editing changes

transcripts back into those forms, which are conserved over dis-

tantly related plant species, so it seems to function as a kind of

repair mechanism (Speijer, 2008). In this respect, a number of

editosome proteins of the 20S editosome have shown high

sequence similarity to DNA repair enzymes (Panigrahi et al.,

2003). C to U editing frequently occurs in the chloroplasts of

angiosperms, but no consensus motif has been identified as of

yet in the case of splice sites. Interestingly, phylogenomic ana-

lyses have demonstrated that editing frequencies and editing pat-

terns do not correlate with the phylogenetic trees of plants

(Sugiura, 2008). In flowering plant mitochondria, the 400 RNA

editing sites in the coding regions of mRNAs involve mainly C to

U changes, whereas in non-flowering plants, the reverse reaction

can be seen in the amination of U to C. The evolutionary forerun-

ners of plants, green algae, do not show any RNA editing (Turmel

et al., 2003; Takenaka et al., 2008), which may indicate that the

evolution of plants occurred by genetic acquisition of the spliceo-

some via plant precursors (Knoop and Rudinger, 2010).

Some data indicate that ADARs recognize adenines specifically

in different sequence contexts (Homann, 2008). RNA editing

occurs mainly in non-coding regions, while some A to I editing

occurs in coding regions. Since adenosines are interpreted as

guanosines during translation, this nucleotide alteration can

trigger a codon exchange in the coding region (Bass, 2002).

ADARs are involved in miRNA-mediated genetic regulation, epige-

netic heterochromatin formation, and RNA interference (Jantsch

and Öhman, 2008).

RNA editing and RNA interference are in competition, which

indicates an addiction module (Jantsch and Öhman, 2008). In

certain tissues, ADAR expression is suppressed by RNA interfer-

ence. All ADARs share a conserved deaminase domain at their

C-terminal ends and a varying number of double-stranded

RNA-binding domains. Also, the amino termini are highly variable

and, additionally, a variety of nuclear export signals and nuclear
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import signals have been identified (Jantsch and Öhman, 2008).

Interestingly, the phenomenon of hyper-editing, a kind of non-

selective editing, is mainly found in viral RNAs and seems to be

a kind of antiviral defence reaction. Hyper-editing in non-viral

organisms can be found in non-coding RNA regions, e.g. in

regions with Alu elements in the human genome, and

ADAR-mediated RNA editing of repetitive elements is poorly con-

served. ADARs do not have unlimited access to RNA transcripts

and compete with other obligate RNA binding and modifying pro-

teins working on any primary RNA transcript, such as snRNPs or

Drosha and Dicer dsRNA-binding proteins, so that ADAR

enzymes can act on the transcript at specific target sites.

The 20S editosome components, which act as insertion/del-

etion editors, seem to be a perfect example of an addiction

module in that both ‘parties’ act as counterbalanced subcom-

plexes (Carnes and Stuart, 2008). Especially, if we look at the sub-

complexes involved in kinetoplastid RNA editing, this is strikingly

interesting. Here, we find kinetoplastid RNA editing involving pro-

teins, endonucleases, exoUases, TUTases, ligases, and helicases,

all of which are with different functions as several subsets (Carnes

and Stuart, 2008).

Spliceosome

In complex organisms, especially in mammals, before the tran-

script is processed to the final mRNA for translation into

protein, natural genetic engineering occurs which we call alterna-

tive splicing. As in ribosome and editosome assembly and also in

spliceosome construction, a ribonucleoprotein complex is

assembled in various steps that cuts out introns and splices

exons together. RNA editing predates splicing and is heavily inter-

connected, so that the editosome and spliceosome are important

co-players. The spliceosomal ribonucleoproteins are mainly small

nuclear RNAs that are interconnected with at least 300 different

proteins, which are involved in mammalian pre-RNA splicing.

The subunits are U1, U2, U4/U6, and U5 snRNPs, the PRP19

complex protein subunit, and some smaller protein components.

In addition to the major player (the U2-dependent spliceosome),

metazoan cells contain a minor spliceosome (U1 dependent). If

they act within the same transcript, they complementarily interact

in intron excision (Matlin and Moore, 2007), but the minor variant

works on a rather limited number (1%) of all introns. The U6

subunit shows similarities with the structure of a self-splicing

group II intron catalytic effector domain 5 (Seetharamann et al.,

2006).

Interestingly, the variety of steps in which the subunits of the

final spliceosome are produced are counterbalanced within com-

peting parts that regulate the stepwise processing of subcom-

plexes of the spliceosome. Beneath the first product, the H

complex, the E complex which competes the H complex, the SR

proteins within the E complex, the A complex, the B complex

and the C complex are steps until the final catalytic processing

occurs, i.e. exon ligation.

After this final splicing procedure of the mature spliceosome,

the remaining RNA products are actively discharged from the spli-

ceosome and the snRNPs and are recycled for further catalytic

processes. Dependent on these regulations, the end product

may vary concerning the context dependency of the regulation

process, which is highly sensitive to various needs and

circumstances. In consequence, spliceosomal regulation differen-

tiates the inclusion (splicing enhancers) or exclusion (splicing

silencers) of exons in the final mRNA (House and Lynch, 2008).

Splicing regulation occurs by competing cis-acting elements

that precisely balance regulatory proteins. This means that the

competition of exon ligation and ATP-dependent exon rejection

may change spliceosomal assemble from the beginning until

the end. This means alternative splicing is regulated up until

the latest stages of splicing reactions. The highly dynamic charac-

ter of spliceosomal actions is a further example of the importance

of concrete in vivo entanglement in the organism, i.e. the prag-

matics of genome editing. Along a row of keystones in spliceoso-

mal assembly, spliceosomal functions may lead to different

choices and decisions according to local needs and cellular (orga-

nismal) requirements.

The crucial competence of the spliceosome is the appropriate

and precise splice site recognition of consensus sequences that

define exon–intron boundaries. According to the flexibility of spli-

cing in the various time windows of spliceosomal assembly, the

correct identification of sequence recognition is a multiple com-

petence, which may change quickly (Matlin and Moore, 2007).

As happens in the editosome, the splicesome can also vary the

end products of a given genetic sequence (gene).

Ribosome

The detections of the early RNA world prior to cellular life, the

whole range of ribozymatic activity in the present biological

world and the complementary properties of an abundance of

RNA agents have opened a perspective in which RNAs are

agents which act on genetic sequences, stabilize complex forms

by helper proteins, and regulate/modulate proteins in all cellular

life without altering DNA sequence order. One of the most abun-

dant key agents in this respect is undoubtedly the ribosome,

which is the key player in any process we term as translation,

i.e. in any protein synthesis from of a mature mRNA transcript

after editosome and spliceosome activities. Because the ribo-

some is at least the most important player in cellular life replica-

tion and is absent in viral genomes, it must have been a crucial

evolutionary step from the capsid-encoding organisms of the pre-

cellular RNA world and the ribosome-encoding organisms in the

cellular life world (Forterre and Prangishvili, 2009, 2010).

Ribosomes are composed of two-thirds RNA and one-third

protein. Ribosomes are assembled into a functional complex. As

it is understood today, ribosomal proteins are vital for structural

stabilization. Around the catalytic site of the ribosome, there are

only RNAs and no ribosomal proteins (Belousoff et al., 2010). This

means that the ribosome was originally a ribozyme and the pro-

teins are not involved in the catalytic activity (Moore and Steitz,

2006; Hamann and Westhof, 2007). RNA agents invented DNA

as a more stable information storage medium and proteins as

more functional components interconnected with RNA structures.

A similar functional division of labour is found in the H/ACA

ribonucleoproteins, which mediate post-transcriptional introduc-

tion of pseudouridine into ribosomal RNAs and spliceosomal

small nuclear RNAs. The RNAs dictate site specificity, while the

protein components mediate stability (Karijolich and Yu, 2008).

Interestingly, tRNAs did not evolve first to serve in protein syn-

thesis. As demonstrated by Maizel et al. (1993, 1999), they
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represent a composition of formerly different components, with

one-half serving to mark single-stranded RNA for replication in

the RNA world, whereas the lower half of the tRNA is a later acqui-

sition. As demonstrated in nanoarchaeota (Randau et al., 2005),

the various tRNA species are encoded as two half genes, one

encoding the conserved T-loops and 3
′ acceptor stem, the other

encoding the D-stem and the 5
′ acceptor stem subunit. In

nanoarchaeota, the CCA sequence (which is important in tRNAs

for protein synthesis in nearly all cellular life) is not encoded in

the tRNA genes but is added posttranscriptionally by an enzyme

(Xiong et al., 2003). It seems that the evolution of protein syn-

thesis has coupled with a variety of older genetic agents and

seems to be another example of co-opted adaptation. Coherent

with these findings are investigations, which have demonstrated

that pre-tRNAs act in self-cleavage, which is clearly a ribozymatic

reaction independent of translation (Phizicky, 2005; Wegrzyn and

Wegrzyn, 2008).

Non-coding RNAs

Non-coding RNAs that function in gene regulation coordinate and

organize various actions, such as chromatin modification and epi-

genetic memory, transcriptional regulation, control of alternative

splicing, RNA modification and RNA editing, control of mRNA turn-

over, and control of translation and signal transduction (Amaral

et al., 2008). In contrast to former opinions on the expression

levels of genomes, it is now increasingly clear that most eukary-

otic genomes are highly expressed and a great abundance of non-

coding RNAs with regulatory functions are transcribed.

Most of these non-coding RNAs are alternatively spliced and

divided into smaller RNAs that are integral parts of RNP com-

plexes. They regulate nearly all aspects of gene regulation.

Small RNA species include miRNAs, siRNAs, small nuclear RNAs

and small nucleolar RNAs, and transfer RNAs (Yazgan and

Krebs, 2007). Although recent research has tried to evaluate

the enormous regulatory networks of small RNAs, the role of

thousands of longer transcripts is not yet clear. We know that

they play important roles in histone modification and methyl-

ation, that is, epigenetic control of developmental processes

such as the mammalian HOX clusters (Amaral et al., 2008), and

also transcriptional interference, promoter inactivation and

effects on enzymatic pathways. Interestingly, these large non-

coding RNAs are found as interlacing and overlapping sense

and antisense transcripts derived from introns or intergenic

regions. Similar to their smaller relatives, they are involved in

the formation of RNP complexes.

miRNAs and their associated proteins are RNPs. Small non-

coding RNAs also share a special competence for epigenetic regu-

lation of gene expression and are derived from repetitive genomic

sequences (Farazi et al., 2008). The capacity for epigenetic regu-

lation of gene expression includes the ‘recognition’ (identifi-

cation) of specific sequences in other nucleic acids and is

common to RNAs (Filipowicz, 2000), especially small nuclear

RNAs and tRNAs that (i) identify splice junctions in both

pre-mRNAs and codons and (ii) process both the subunits of

the spliceosome and the ribosome (Mattick, 2003).

Interestingly, this indicates that tRNAs are not only translational

factors but are also involved in the regulation of various pro-

cesses including replication of various replicons such as

plasmids. Their ribozymatic capability has also been shown in

that pre-tRNA can self-excise intronic sequences (Wegrzyn and

Wegrzyn, 2008). There is also evidence that tRNAs can flow

back to the nucleus from their site of action in the cytoplasm

(Phizicky, 2005).

This implicates non-coding RNA capacity for self/non-self dis-

tinction as well as for identifying the molecular syntax. If one of

these does not function, that is, error or damage occurs, the regu-

lation or structural features of small non-coding RNAs do not func-

tion. A great variety of non-coding RNAs are produced in

transcriptional processes, such as small RNAs, long non-coding

RNAs, miRNAs, piwi RNAs, small nuclear RNAs and small nucleolar

RNAs (relatives of guide RNAs) (Witzany, 2009).

Interestingly, small nuclear RNAs and small nucleolar RNAs

counter-regulate their activities that indicate addiction modules.

Small nucleolar RNAs guide pseudouridylation and 2
′-O-ribose

methylation of rRNAs in forming duplexes with their target.

Small Cajal body-specific RNAs guide modifications of spliceso-

mal RNAs. Small nucleolar RNAs have been identified as a

family of mobile genetic elements and other small RNAs derived

from snoRNAs (Taft et al., 2009), which indicates that they are

the most ancient and numerous family of non-coding RNAs

(Dieci et al., 2009).

RNA species such as miRNAs, siRNAs, and piwi RNAs in animals

and plants mediate processes in that they guide the binding of

protein complexes to specific nucleic acid sequences (Ambros

and Chen, 2007). They act both in regulatory processes at the

transcriptional level (e.g. by endogenous siRNAs) (Watanabe

et al., 2008) when the action potential is activated out of the evol-

utionary protocols (Vetsigian et al., 2006) fixed in the DNA

storage medium, and at the post-transcriptional level in that

they stabilize mRNA and translation into proteins (Chen and

Rajewsky, 2007). This means that small non-coding RNAs do

not solely mediate the transfer of genetic information from DNA

to protein, but also act as sequence-specific regulators in the

expression of other RNA transcripts and, interestingly, in silencing

specific transposons (Bartel, 2004, 2009; Chu and Rana, 2007).

Control patterns include mRNA degradation (siRNAs), transla-

tional repression (miRNAs), heterochromatin formation and trans-

poson control (piwi RNAs) (Chu and Rana, 2007).

Other small RNAs such as endogenous miRNAs and siRNAs

share biogenesis and can perform interchangeable functions

(Doench et al., 2003). They cannot be distinguished by their

chemical composition or their action, but they differ in their pro-

duction pathways: (i) miRNAs derive from genetic sequences that

are different from known genes, while siRNAs derive from mRNAs,

transposons, and viruses, (ii) miRNAs are processed out of tran-

scripts that can form RNA hairpins, while siRNAs are processed

from long bimolecular RNA duplexes, (iii) miRNAs are always con-

served in related organisms, while endogenous siRNAs are rarely

conserved, (iv) miRNAs are produced from genes that are special-

ists in the silencing of different genes, while siRNAs are typically

auto-silencing, such as viruses, transposons and repeats of cen-

tromeres (Bartel, 2004, 2009). siRNAs are expressed by extended

double-stranded regions of long inverted repeats that can inhibit

the expression of nearly any target gene in response to double-

stranded RNA and have a very efficient and ancient immune
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functions against genetic parasites (Fire, 2005; Sontheimer and

Carthew, 2005; Siomi and Siomi, 2009). They function by identify-

ing foreign RNA sequences and inhibiting their replication. The

ancient RNAi immune function is based on self/non-self identifi-

cation competence (Fire, 2005; Obbard et al., 2009). Many of

these elements are retroposons or transposons and are

encoded in the repetitive sequences of the genome

(Sontheimer and Carthew, 2005).

miRNAs are single-stranded RNAs with 19–25 nucleotides in

length and are generated from endogenous hairpin transcripts

of precursor miRNAs with 70 nucleotides (Kim, 2005). The tran-

scription of this pre-miRNA is processed by RNA polymerases

pol II and pol III, whereas pol II produces mRNAs, small nucleolar

and small nuclear RNAs of the spliceosome. Pol III produces

shorter non-coding RNAs, such as tRNAs, some rRNAs, and a

nuclear RNA that is part of the spliceosome (Bartel, 2004,

2009). They control not only developmental timing, haematopoi-

esis, organogenesis, apoptosis, and cell proliferation, but also fat

metabolism in flies, neuronal patterning in nematodes, and

control of leaf and flower development in plants (Bartel, 2004,

2009). Most of them are processed out of introns. It has been pre-

dicted that every metazoan cell type at each developmental stage

has a distinct miRNA expression profile (Bartel, 2004, 2009). The

most characteristic differences of miRNAs acting in plants and

animals are found in the stem loop.

miRNAs and siRNAs seem to have descended from transposa-

ble elements with an inherent regulatory ratio to gene regulation

that is fulfilled by a variety of siRNAs or miRNAs that act in a coor-

dinated manner in that they share a division of labour in hierarch-

ical steps of suppression and amplification. This is indicated in

transposable elements that encode both siRNAs and miRNAs

(Piriyapongsa and Jordan, 2008). They can be found in intronic

regions and build stem loop structures (hairpins) as a common

feature of active RNA species, such as ribozymes. The defence

mechanism of host genomes against transposable element inva-

ders is through siRNA evolved into miRNAs with a new regulatory

complexity and a new phenotype. First evolving as an immune

function, they were later co-opted as a tool for complex regulatory

pathways in host gene expression (Piriyapongsa and Jordan,

2008). This co-option of identical competencies for different pur-

poses seems to be a common evolutionary pattern for regulatory

controls that can be flexibly altered and rearranged to cause phe-

notypic variation without altering basic components (Mattick and

Gagen, 2001).

Conclusions

Persistent viral lifestyles are counterbalanced viral properties

(addiction modules) that transfer complete genetic data sets

into host genomes and alter the DNA genetic identity of the

host and, additionally the formerly competing viral agents

without damage to the host genome content.

RNA consortia edit genetic code without altering inherited DNA

content. Transcribed out of DNA cellular sequences, the RNA acti-

vated inhabitants from former viral infection events act as

modular tools for cellular needs in nearly all cellular processes.

That they act not as lytic agents but as part of the host genetic

identity is the result of inhabitation by counterbalanced

competing genetic parasites. Addiction modules do not only

change genetic identity but also enrich immune functions of

host organisms against related parasites through T/A modules.

Addiction modules are clearly the result of stable consortial

interactions.

Insertion, deletion, rearrangement, recombination, replication,

and repair of nucleotide sequences in all detailed steps are coor-

dinated processes in a timely manner. An abundance of small

RNAs act as competent agents in most cases combined within a

network of other RNAs that bind proteins which together build

a fine-tuned network in the division of labour. Interestingly, for-

merly viral RNA parts now act as modules of cellular gene regu-

lation. Every cellular regulation pattern is counterbalanced by at

least two antagonists, which are to be identified as former viral

settlers.

Some RNAs such as ribozymes are able to self-replicate.

Reverse transcriptase is the only known enzyme that synthesizes

DNA out of RNA templates. It is the essential feature of reverse

transcribing viruses and retroelements such as retrons, retrotran-

sposons, and retroplasmids.

Essential modules of RNA viruses are ribozymes and ribozy-

matic structures, which autocatalyse and build ribomodules.

Conserved structures such as tRNAs and the complex editosomes,

spliceosomes, and ribosomes consist of ensembles of such con-

sortia of riboagents. As endogenized modules, they regulate

genetic expression of host organisms.

Supplementary material

Supplementary material is available at Journal of Molecular Cell

Biology online.
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