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Chapter I I

INTRODUCTION

I Subject of the Research

The problem of machinery failure and the servicing of

these machines is a problem which is of concern to every

industry involved in the manufacture of a product. The

costs associated with the failure of a machine and its sub-
a

sequent repair can become a critical factor in the costs of

producing an item for sale. Improper handling of this prob-

lem can result in many unnecessary expenses for the manu-

facturer. It is the purpose of this research to develop a

procedure which will help in the minimization of these

costs.

It is generally recognized that the best method of

allocating machines in need of repair is by pooling, such

that servers are not assigned specific machines to repairj

[24]. Instead, the servers are considered to be assigned

to a pool, and when a machine requires service, a server

j

from the pool is assigned to the job. In minimizing

the costs incurred using this procedure, the objective

is to determine the optimal number of servers to assign

to the pool if the servers have identical service
I

rates. If the service rates are not the same, then the
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optimum assignment is found by determining which servers

should be assigned to the pool.

—It should be noted that there are instances when it

is not feasible to use a service pool. For example, suppose

the cost of travel between the pooling area and the machin-

ery is such that it is impractical to locate all the servers

in one area. As a further illustration, if one were to

ignore the effect of travel time, by either the servers or
L

the customers then it would be optimal to have, say, only

one large restroom in the Pentagon [7]. Another instance

when pooling is not desirable is if management deems it

necessary to have only one person work on a machine in order

to pinpoint responsibility for workmanship. There could be

other situations, in which it is undesirable to have a

service pool. Such a situation is the subject of this

research. Given the fact that a service pool can not be

used and each server will be responsible for a specific

group of machines, it is desired to determine the best

allocation of these machines to the servers in order to

optimize a given objective function.

Problem Definition

For purposes of this research, it is assumed that the

machinery is of two types. The time between failures is

assumed to be distributed exponentially for all machines;

however, the failure rates differ depending on the type of
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machine. Machines of the same type have identical failure

'

rates, but the rate of breakdowns may be different for

machines of different types. The time required to service

the machines is also assumed to be distributed exponentially,

but again with different rates depending on which type of

machine is being serviced. Also, the service rates differ

between the given operators. As previously stated, the ob-

jective of this research is to allocate the non-identical

A
machines to the non-identical servers (different service

rates), in such a manner that a given objective function

is optimized. To do this, the problem will be formulated

as a queuing model. To simplify the discussion, the term

customers will be used to denote the machines and servers

will refer to the repairmen assigned to the machines.

The system under study can be formulated as a

collection of independent single server, finite popu-

lation subsystems. The number of subsystems in the
'

total system is equal to the number of servers.

Criterion Selection

_ To assist the production manager in the allocation of

machines among servers, it is recommended that a prescriptive

model be developed based on the manager's principle of

choice. Due to the explicit recognition of risk considered

in this research, the expectation principle of choice will

be considered. Alternately, an aspiration level or .
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expectation-variance principle of choice might better model

the decision making process of the manager. However, for

purposes of this research, an expected cost model will be

developed for the total system and machines will be alloca-

ted to servers in such a way that expected cost is minimized.

Since only steady state results are considered, the decision

is most likely being made for the long run. Aspiration level

decisions are often used when a specific service level ob-

jective is to be met. Situations where aspiration level
I

decisions are appealing include the case where it is too

costly to search for the true optimum solution to a problem

or when it is too costly to obtain the needed data for an

expected cost model. That is, it may be difficult to

estimate the cost terms for the expectation model.

Ideally, the best decision rule is the maximization

of expected utility. However, such an approach is not felt

to be feasible for the present case due to the difficulties

in measuring the manager's utility function. Thus, it is

assumed that the utility function is linear over the region .

of interest. Consequently, minimizing expected cost maxi-

mizes expected utility. The minimization of expected cost

is also a rational objective if the decision is to be based

on long run considerations. It should be emphasized that

the selection of the type decision model to use should be

based on the manager's objectives, rather than the ease of

data collection [25].
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As previously discussed, the total system under study

is composed of a collection of single server, finite popu-

lation subsystems. The total cost function is therefore the

sum of the costs for each server's subsystem. There are
‘

three basic costs which are considered in the development of

the cost function. One cost is the cost per unit time of a

customer waiting for service. A second cost is the cost

per unit time of a customer in service. The last cost
A

associated with this formulation of the problem is the cost

per unit time of the server. Sometimes the cost of a

server is separated into two distinct costs. One portion

represents the cost incurred when the server is idle and the

other represents the cost of a server being busy. For this

model, these costs are considered to be equal, and there-

fore may be represented by a single cost.

There are two basic problems associated with this

formulation. One, of course, is the optimization of the

n model once the necessary parameters have been specified.

The other is the verification of the assumptions of the

model and the determization of the correct values for the _

needed parameters. The solution procedures presented can

be used for any queuing model, as long as values of the

operating characteristics for the individual subsystems can
I

be determined. In some cases (non-exponential arrivals or

services), the determination may require the use of simu-

lation. In order to evaluate the function as we do in this
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paper, both the interarrival and service time distributions

for each customer must be exponential. To verify that the

distributions are indeed exponentially distributed, it is

necessary to perform a statistical test such as the _

Kolmogorov-Smirnov test, to determine if the interarrival

and service time distributions are distributed exponentimuy.

Once it has been determined that the distributions are

exponential, the mean number of arrivals per unit time and
‘

the mean number of services per unit time are determined

by simply averaging the data which has been gathered. De-

termining accurate cost figures for the model may be very
I

difficult. Since this might be a prohibitive factor in

the use of the model, a discussion concerning the determina-

tion of these costs is appropriate.

· Cost Determination
‘

Much of the work done in queuing concerns the use of

criteria other than the minimization of expected cost. The

rationale for this is that it is impossible to develop
‘

accurate cost models due to the difficulty in obtaining

exact cost estimates. Hillier [9] disagrees with this

attitude stating, "A penetrating analysis by competent

people should yield a usable estimate of the cost of

waiting." His writings [7], [8], [9] in this area provide

a good basis for determining appropriate and accurate cost

figures.
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In the given model, we are concerned with the costs

involving customer service and waiting and server costs.

Since the customers are machines in need of repair, this

will somewhat simplify the cost determination. It should

be noted that the discussion for the determination of

waiting cost Cl, also applies to the service cost C2 [Z5].

The cost of waiting may be divided into two categories,

i
long run net incremental income foregone and long run net

incremental expenses incurred [9]. In determining the net

income foregone, one must first determine how much output

is lost due to the delay of one item for one unit of time.

In ascertaining this, consideration must be given to

whether or not the lost production can be made up and, if

it can be made up, what incremental expenses are incurred,

if any. Since the total lost production is desired, if ,

the waiting of one item produces a chain reaction causing

lost output in other areas, this must also be considered.

Once the total net long run output loss has been ob-

tained, the next step is to determine the net income loss

associated with the lost output. The value of the lost

output can be estimated by the reduction in sales income

over the long run. By adding the direct and indirect ex-

penses of each operation to the lost profit, and subtracting

the incremental expenses which were not incurred due to the
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lost output, one may obtain a good estimate of the value

of the lost output per unit time.

Some parts of the second component of waiting cost,

long run net incremental expenses incurred, may not be

applicable. There may be no cost incurred because of

customer dissatisfaction, especially if the product is in

great demand on the retail market. If there is a cost, it

must be determined by a judgment concerning the value of
J

prompt deliveries. The costs incurred by idle in-process

inventories are simply the interest costs of the capital

being used by the inventories which have been idled due to

the waiting of the customer demanding service. Lastly,

net expenses occur due to increased supervision and admin-

istrative costs caused by waiting.- This is usually a

minor cost, considered to be a nuisance cost, and can often

be estimated.

The cost of the server is a function of the wages paid

to the server. Since in our case, the idle cost is equal

to the cost when the server is busy, it is assumed that

the compensation is a strict hourly (weekly) wage with no

incentive plan. Therefore, the cost of the server is simply

the wages paid to him, and is much more easily determined

than the previous costs.

Although estimating the pertinent costs seems to be

a difficult chore, it certainly is not an impossible one.
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As previously stated, Hillier [9] believes the costs can be

determined by competent people with a reasonable amount of

effort.

For this research, an expected cost model is used.

Such a model is believed to be valid in this case due to

the fact that if the costs are determined as described in

the preceding discussion, good estimates of the value of

the costs can be obtained. If the cost function is relative-

= ly insensitive to Variations in the parameters, the estimates

should be satisfactory. This will be discussed in depth in

Chapter IV.

I

Scope and Limitations

In considering the validity of this model for optimally

assigning machines to servers, certain constraints must be

imposed on the situation. If travel between faulty

machinery is not a problem or if it is permissible for

any server to service any machine and there are no other

constraints on the assignment, then the pooling procedure

discussed earlier would be preferred, and the problem should

be formulated by considering priorities among customers.

If one or both of these constraints does apply, then this

model appears justified.

The assumption of exponentially distributed inter-

arrival and service times is not as much of a limitation

as it may initially appear. Experience has shown that this
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assumption is often valid. Of course, before using the

model, it is necessary to test to see if the respective

distributions are indeed exponentially distributed.

Related Research .

Much work has been done concerning the optimal allocia-

tion of machines to servers, where the machines have identi-

cal breakdown distributions and the servers have identical
‘

service distributions. Palm [19] has examined this problem

in a paper written in Swedish and later translated into

English. In 1950, Ashcroft [1] examined the same problem

where the service rates were constant. Petter [5], Fetter

and Galliher [6], King [14], Naor [18], and Mangelsdorf

[16] among others, considered the machines assignment

problem for the case of identical machines and identical

servers.

Queuing problems involving service priorities have

received a great deal of attention. Hooke [12], [13],

derives limiting properties for a priority queue with an

infinite population. Kredentser [15] developed a model

for a two—priority queue with infinite populations and

the service distribution is the same for both priorities.

Smith [21] developed a model with arrivals generated

from several finite populations. The service rate for each

type of customer is also different. The difference between
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n

his research and the research for this paper is that Smith

allows for no queue build—up. In other words, the number

of servers is equal to the sum of the population sizes. In

the research presented in this paper each subsystem has only

one server. Numerous other papers have been published on

priorities in queues; however, a search of the literature

indicates the research has been devoted primarily to the

study of infinite population problems.



Chapter II

DEVELOPMENT OF THE MODEL

Introduction

This chapter is devoted to the development of the

expected cost model described briefly in Chapter I. The

· major emphasis for the chapter is on a queuing system having

arrivals generated from two distinct populations. However,
5

the model for a subsystem having only one population is

also needed to minimize the objective function.

The system under study can be viewed as a collection

of independently operating single server, finite population

subsystems. Using the properties of the Poisson process,

the steady state balance equations for each subsystem are

developed and a procedure for solving the set of balance

equations is presented.

Cost Function

As stated in Chapter I, the cost function for the total

system involves the sum of the costs of each subsystem.

Using this, the objective function may be written

° 1 1Mlßlmllé f(xij) =
j=1

{CllLql(xij) + C12 Lq2(xij) +

5 _ 5 5 -C2l[L1(xij)Lql(Xij)]Lj

.. + 6. c .}J 31

_ 12
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Subject to

. c

ygl xlj -
M

. _ C

jgl xzj - N

’
6. = {0 if xlj = xzj = 0
J 1 otherwise

p where

C11
= cost per unit time for one customer of type i

to wait in queue

Czi
= cost per unit time for one customer of type i

to be serviced

Csj = cost per unit time of server j

xij
= number of type i customers assigned to

server j

Lä(xij) = expected number of customers of type i

in subsystem j as a function of xij

Läi(xij) = expected number of customers of type

i in the queue of subsystem j as a function

of Xij

M = population size of type 1 customers

N = population size of type 2 customers

c = number of servers (subsystems)

The variables in the objective function are Lg (xij) and

Läi(xij). A method for determining values for these varia-

bles will be discussed later in the chapter.
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General Development

Before developing the balance equations for the system,

the assumptions and parameters for the model require some

discussion. The following assumptions are made:

1. Interarrival time for each customer of type

i is exponentially distributed with mean l/Ai.

2. The time required for server j to provide service

A for customer type i is exponentially distributed

with mean 1/uij.

3. If both types of customers are waiting

to be served immediately after the server com-I

pletes a service, the probability that a type 1

customer will be the next to be served is q;

. the probability that a type 2 customer will be
i

the next into service is l—q.

4. M > 0, and

N>0.
i

Let
Pmni

represent the steady state probability that there

are m customers of type 1 in the system, n customers of

type 2 in the system and customer type i is presently in

service, where m = 0, 1, 2, ..., M, n = 0, 1, 2, ..., N,

and i = 1, 2. Let the probability of no customers in the

system be denoted POO.
By using the preceding assumptions and notation the

steady state balance equations are obtained directly by
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' using the "rate out equals rate in" approach described by

Cooper [3]. The resulting set of state equations is given

as followsz

— [M^1 + N^2) P00 “ Pl0lpl + POIZUZ

[U1 + [M'l) ^1 + N^2] Pl0l + Poo M^1 + PZ0lul + Pll2p2

[U1 + [M'm) Äl N^2] Pm01

* Pm+1,0,lu1 * Pm12pZ
m = 2,3,...,M-l

[U1 + N^2] PMOI
“
Pm—l,0,lÄl + PM12U2

[U2 + M^1 + [N'l) ^2[ P012
“ Poo N^2 + Plll U1 + P022Uz

[U2 + M^1 + [N'“)^2) Ponz
“
P0,n—l,2 [N'“+l)^2 + Plnlul

* P0,n+l,2u2
n = 2,3,...,N-1

[U2 + M^1] Powz = P0,N-1,2 ^2 + PlNlu1

[U1 * [M‘m)^1 *
[N°“)^2]

Pmnl+

Pm,n-1,1 [N'“+l)^2 + Pm+1,n,1 U1 q * Pm,n+l,2 U2 q

m = 1,2,...,M-l

n = 1,2,...,N-l



16

[V2 + [M’m)^1 + [N'“)^2[ Pmnz = Pm—1,n,Z (M·m+lJ^1

+
Pm,n—l,2

+
Pm+1,n,l vl

(1-q)

+
Pm,u+l,2 UZ (1-Q)
[

m = 1,2,...,M-l

n = 1,2,...,N-l

[#1 + [N‘“)^2[ PMn1 = PM-1,n,lÄ1 * PM,n—l,1

+ PM,n+l,Z
“2 q

n = 1,2,...,N-l

[#2 *
[N‘“)^2[

PM,n,2 = PM—l,n,2 ^1 * PM,n-1,2[N’“*l)^2

+ PM,n+1,2u2 [l'q)

n = 1,2,...,N-l

[#1+

Pm+l,N,lU1 q 1
‘

m = 1,2,...,M-l

[“z + [M‘m)^1[ Pmuz ^2

* Pm+1,N,1
“1 [l'q)

m = l,Z,.�„,M—1
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V1 PMNl
’
PM—l,N,1Vl + PM,N-l,l.VZ

V2 PMN2
’
PM—l,N,2Vl + PM,N—l,2 ^z

llt should be noted that some expressions may contain

terms Ponl or Pmoz which are not feasible. When evaluating

the equations simply let Ponl = Pmoz = 0.

Service Discipline

Before discussing the method used to solve the system

of balance equations, it is necessary to discuss a method

for choosing the optimal value of q (as discussed in

assumption 3). Cox and Smith [4] have shown for the case

of an infinite population, that by changing the priority

classification of customers with respect to their mean

service times and waiting costs, the cost of waiting can

be reduced. The rule used is lower values of the ratio of

mean service time and the cost of queuing per unit time

should have higher priorities. Applying this rule to our

model,

1 11:%- <——ä—
_ 1 ll V2 12

q = “
l 10 if —————— < IV2 C12 V1 C11

I.
If ———%-—— = ———%—— , then q can equal 0 or 1. By definingV1 ll V2 12
q as above, the customer with the highest priority will
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always be the next customer into service.

As will be shown subsequently in Chapter III, the

nonpreemptive priority rule given above does not hold for

the case of a finite population. Rather, the optimum

service discipline appears to be a function·of various

arrival and service rates, as well as the costs involved.

In fact, it appears that the optimum service discipline is

dependent upon the state of the system at the time a
‘

customer is to be selected for service.

Since a determination of the optimum service discipline

for the finite population problem exceeds the scope of the

present research effort, a heuristic approach will be

employed. Namely, a value of 0.50 is assigned to q, given

each customer an equal chance of being the next customer

into service. Computational experience to support the

choice is presented in Chapter IV.
I

Numerical Solution Procedure

Developing a closed form solution for the state pro-

babilities is, at best, a formidable task due to the com-

plexity of the system. Therefore an iterative technique

has been used to evaluate the state probabilities. The
I

numerical solution procedure used to obtain values for the

state probabilities is the Gauss—Siedel iteration method as

presented by Cooper [3]. Conte [Z]refers to this procedure

as the method of successive displacements. The only
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difference between the methods is that Cooper normalizes

his values to form a density function. This method is

simply an iterative procedure, where the present values of

the state probabilities are substituted into the balance

equations to obtain an updated value for each state pro-

bability. ·As soon as a state probability is updated, this

value is then used in solving the next balance equation.

Normalization of the probabilities may be performed after

[ s
each iteration or the normalization may be done only after

the final iteration.

The use of this procedure is dependent upon the method's

convergence. A sufficient condition for convergence of the

procedure is for the matrix of the coefficients of the

‘
balance equations to be diagonally dominant or for

k .|aii| > jgl aij 1 = 1, 2, ..., k

jfi

where aij is an element of the matrix of coefficients and k

is the number of rows (columns) in the matrix [3].

Cooper [3] points out that the sufficient condition

for convergence is not usually met by the matrix formed by

4

the balance equations in queuing models. However, this

does suggest that the greater the concentration of non-zero

elements along the main diagonal of the matrix of coeffi— .

cients, the more likely the procedure will converge.
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Consider the previously modelled queuing system with

population sizes equal to Z (M==Z, N = 2). The balance

equations for this system are:

P = Plülul
1
PO12 U2

00 2Äl + 212 „

P =
P00 2*1 1 P20l U1 1 Pll2 U2

101 Ä1 + ZÄZ + ul

‘
P = P00 2*2 1 Plll U1 1 Pozz U2 —
012 ZÄ1 + 12 + u2

P = Pl0l212
1 P2ll U1 q 1 P122 U2 q

111 Al + A2 + ul P

P = P0l221l
1 P2ll U1 (1‘q* 1 P122 U2 (1'Q)

112 A +1 u ,1 2 1 2

P = Pl2l *1
1 P2l1 *2

221 pl

P = PlZ2 *1·1 P212 *2
222 nz

Before the procedure can begin, initial probabilities must

be assigned for each state. Due to the many different cases

which could arise in the formulation of the model, a uni-

form distribution of the state probabilities is assumed for
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the initial assignment. Let PO0(i) denote the value of P00
at iteration i. The evaluations of the balance equations

areCi)

Ci)
(1+1) _ Pl0l

“1'+
P012

“z

P00
’ '°“7DV”“¥‘ZX‘“"‘"’

Ci+l) Ci) Ci)
P(i+l) _ P00 2^1 + PllZ

“z 1 P201
“1

101 Al + 212 + pl

Ci+l) Ci) Ci)1 P(i+l) = Poo 2Ä2'+'Pll1
“1 + P022

“2
012 2Xl +-Z2 + UZ „

(1+1) (1+1)
P(1+1)

+
P122

Al +
P2l2

X2

Z22 uz

Once the shut—off criterion has been satisfied,

normalization of the probabilities is performed. That

is

P.. = 1 .°§
E‘

ä
1=o j=0 k=1 1Jk

To do this let the final value of the state probability

Pijk be I
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Uk ; ; 514%)
1=0 j=0 k=1 1Jk

V
where Päää is the state probability obtained from the

final iteration.

If desired, the normalization procedure may be done

after each iteration. This method requires more computer

· time and appears necessary only if overflow and/or underflow

is a problem in computer programming. For this research,

the normalization was done only once, after the final

iteration.
U

The shut-off criterion used to stop the procedure was

.006
for all i, l» k

or 2 > 50, whichever occurred first. Computational ex-

perience has shown that the added accuracy which could be

obtained with a stricter shut-off criterion is not justified

due to the increased computer time required.

Model of Only One Population

Although the major thrust of this research involves

the development of the model presented previously, there are

occasions in solving the total problem when a simpler and
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computationally more efficient model can be used. This

occurs when no customers of a particular type are assigned

to the server. The model for the resulting system is

simply the (MIM|l) : (GD|k|k) model with one population type.

Although this is a general case of the preceding model,

closed form solutions have been obtained for this system.

Since this is a model for which the solution to the state

‘
probabilities is commonly known, only the results will be

I
presented in this paper.

Consider the system where the population size of

type l customers is equal to M and the population size of

type 2 customers is equal to 0. The only state probabilities

which are feasible are POO and Pmol where m = l, 2, ..., M.

The values for these state probabilities are

-1

m=0
“1

PmOl“1 m=0 m ·
“1

By a similar process, values for the state probabilities

may be obtained for a system with population of type l

equal to O and N in the population of type 2 customers.
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Determination of Values for System

After determining the state probabilities, obtaining

values for L and Lq is an easy task. This can be done by

applying the rules of expected value for a discrete prob-
E

ability mass function. Expressions for L and Lq in terms

of the state probabilities are _ _

I L = m P -5551
m=l n=0 k=l

mnk

L = n P555Z
n=l m=0 k=l mnk

l L = (m—l) P + m P55 55Q1
m=2 n=0

mnl
m=l n=l

mnz

and
v

L = (n-1) P + n P55Q2
n=2 m=0

mnz
n=l m=l

mnl

Once these values have been obtained, the given cost func-

tion may be evaluated.

‘Although it is not necessary for the optimization of

the given model, there may be some interest in determining

other measures of performance for the queuing system. For

example, values for the effective arrival rate of each type

of customer may be desired. It has been shown, [ZZ], that
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the effective arrival rate A may be expressed:

A = L — L .( Q) u

Applying the above to the model,

Al = (L1 - Lql) ul and

From this the expected waiting time in the system and in

the queue can be found for a given customer type. From [22]

the expression for the expected waiting time in the system,

W, is .

W =A

and WQ, the expected waiting time in the queue is

I

W = -9 .
Q ~

A

ApPlYiHg the above to our model, we have

L.
‘

W. = —i and]_

~Ai

, L .
WQ1

~Ai

where i = 1, 2.
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Although these expressions are not needed for the problem

considered in this research, they may be of interest for

future research.

. Summary

In this chapter the objective function for the pro- °
”

posed problem was defined. The balance equations for the

queuing system were developed and a procedure for solving
J

the equations was presented. Finally the expressions for L

and Lq were formed, enabling us to evaluate the objective

function. V

The next logical step is to develop a method of opti-

mizing the objective function. This will be presented in

the next chapter.



Chapter III

SOLUTION PROCEDURES

Introduction

The problem addressed in this research is to allocate

machines to servers in such a way that an appropriate ob-

jective function is optimized. To solve this problem, two

_ procedures have been tried. One involves the use of dynamic

programming and the other method is pattern search. Dynamic

programming is an exact procedure, meaning an optimal

allocation is guaranteed. Conversely, pattern search does

not guarantee an optimal allocation. The obvious question

now arises, why use a procedure that does not necessarily

provide an optimal solution, when another procedure is

known to yield the optimum? The answer is that the computa-

tional time.required for pattern search is much less than

the corresponding time needed for dynamic programming. This

will be discussed in greater detail in the next chapter.

.Dynamic Programming Formulation

The following notation is used in the dynamic pro-

gramming model:

. . .th . _
J = stage variable, the J server, J - l,Z,...,c

Ai = arrival rate of customer type i

27
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pij = service rate of server (stage) j

for customer type i

dij = number of customers of type i assigned

to server j

TC(dlj, dzj) = cost function as previously

defined for server j, where the popu-

lations are dlj and dzj respectively

A Xij = state variable, total number of customers

of type i assigned in stages l, 2, ..., j

rj(Xlj,X2j,dlj,d2j) = individual stage return
= TC(dlj,dZj)

f*.(X .,X .) = minimum return through stage j1 lJ Z1
= 4m?“4

. f. x . x .,4 . 4 .11’
23 1( 11’ Z1

11’ Z1)

The recursive relationship needed to apply dynamic pro-

gramming to this problem is

f. X . X . d . d . = . X . X . d . d .

+ fj-1(X13—1·Xz5-1)where A
Xlj-1 = Xlj ’ dij

XZj-1 “ X2j ' dzj
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It should be noted that

dlj i Xlj„ and

d . < X . .
23 — 2] .

Example Problem

To aid in the understanding of dynamic programming as

applied to this problem an example problem will be pre-

sented. A problem with small populations sizes was deliber-

ately chosen to show how dynamic programming can be used to

determine the optimum allocation of machines to servers.

The number of servers (stages) is equal to 3 and each type

of machine has a population of size 3. The cost of waiting

and service for population type 1 is $12 per unit time,

while thecostof waiting and service for the second group of

machines is $11 per unit time. The fixed cost of the

servers is $8 per unit time for the first and third servers

(stages l and 3) and $7 for the second server. The other

needed parameters are given in Table 3.1.

Stage 1 Calculations

In stage 1, the decision variables dll and dzl are

always equal to the state variables, X11 and Xzl. There-

fore f*(Xl1,X21) = rl(Xll,X2l,dl1,d2l). The value of the

individual stage return, r1(Xl1,XZl,dll,d2l),is equal to
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TC(dll,d21). Therefore,

r1(0,0,0,0) = 0.0000

rl(0,1,0,1) =1l.8500

rl(3,3,3,3) = 541983

Stage 2 Calculations

The individual stage return function for stage 2,

r2(Xl2,X22,d12,d22),is calculated in the same way as the

first stage,

r2(X1z·X22·d12·d22)
“ TC(dlZ’d22) *

The relation f2(X12,X22,dl2,d22) = r2(XlZ,X22,d12,d22)1 + fi(X11·X21)

determines the tableau values.

For stage 2 '

f2(0,0,0,0) = 0.0000 + 0.0000 = 0.0000

f2(0,l,0,0) = 0.0000 + 11.8500 = 11.8500

f2(3,3,2,3) = 44.3198 + 11.7241 = 56.0439
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f2(3,3,3,3) = 54.4220 + 0.0000 = 54.4220

Stage 3 Calculations

The results for stage 3 are given in Table 3.4. As

shown, the minimum cost, 44.7869 is attained when dl3 = 0
and dzg = 3. By referring to Table 3.3 and using ex-

pressions Xlj_l = Xlj - dlj and X2j_l = Xzj
_ d2j’ we find

the optimal decision variables for stage 2, dlz and dzz,
· for X12 = 3 and X22 ='0 are dlz = 0 and dzz = O. From

this we also get dll = 3 and dzl = O. Therefore, the

optimal allocation of machines is

Server 1 + 3 of type 1, 0 of type 2
V

Server Z + 0 of type 1, 0 of type 2

Server 3 + 0 of type l, 3 of type 2

yielding a cost of 44.7869. This means that server 2 should
be placed on another job.

Pattern Search

Determining the optimal allocation of machines to

servers using dynamic programming often requires a great

deal of computation time and in some cases may require a

great deal of storage. Since this time is costly, a pattern

search procedure was used to solve the problem under study.

Pattern search is an accelerated climbing technique developed

by Hooke and Jeeves [ll]. The procedure was used in this

research for two reasons. First, no evaluations of the
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Table 3.1

Parameters for Dynamic Programming Example Problem

Service Rates Costs
. . C .

“l1 “21
31

Server 1 20 13 8

Server 2 15 15
‘

7

Server 3 14 18 8

Arrival Rate Costs
Ai C11 C2i

Machine Type 1 9 12 12

Machine Type 2 7 11 ll



33

Table 3.2

I

Example Problem - Stage 1

x ,x £(x x 6 6 6* 6*11 21
11’

21’ ll’ 21
11’

21

, 0,1 0.0000 0,0 .

0,1 11.8500 0,1
A

0,2 ,17.2606 0,2

0,3 24.4319 0,3

1,0 11.7241 1,0

1,1 17.1751
U

1,1

P 1,2 24.3923 1,2

1,3 , 33.2099 1,3

2,0 16.9024 2,0

2,1 24.1927 2,1

2,2 33.1726 2,2

2,3 43.2641 , 2,3

3,0 23.8188
U

3,0

3,1 32.9539 3,1

3,2 43.3241 3,2

3,3 54.1983 3,3
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partial derivatives of the objective function need to be

performed. Secondly, a problem arises with other techni-

ques with regard to the variables in the objective function.

The variables in the expected cost function are not repre-

sented explicitly; rather, the variables are reflected

implicitly through the operating characteristics, Li and

Läi. The values of Lä and Läi result from a given alloca— j

tion. However, it is difficult to search directly over
Ä

Lg and Läi. Pattern search allows the search to be per-
i

formed using the different allocations as the variables.

For these reasons, pattern search was used to optimize the

allocation of machines to servers. A detailed discussion

of pattern search is provided in [ll] and [27].

The variables in the search technique, as applied to

this problem, are the number of machines of each type

assigned to each server. Again letting xij represent the

number of type i machines assigned to server j, xij repre-

sents the variables in the search. The number of variables

to be searched, however, is not 2c, where c is the number

of servers available. Instead, the number of variables is

·
c-1 c—l

2(c-1), since xlc = M
- jél

xlj and xzc = N —
jgl xzj.

Thus xlc and xzc are determined by the other variables, xlj

and xzj, j = 1,2,...,c-l, there is no need to include them

in the search. It is important to note, however, that even
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though xlc and xzc are not included in the search, the cost

resulting from server c must be included in evaluating the

hexpected cost function.

Because pattern search is designed for independent

variables, a modification to the search needs to be made.

It is possible for
xlj and xzj, j = 1, 2, ..., c-1, to be

B

in the feasible range of the problem and still not yield a

feasible allocation. This occurs when xlj iÄM and xzj i N

c-l c-l
Vj, j — l, 2, ..., c-1, but

jél xlj
> hier

jgl
xzj > N.

Therefore, the allocation is not feasible and the

objective function does not need to be evaluated. If the

allocation is not feasible, the objective function is

assigned a large value and the search continues, reducing

the computational time required.

As mentioned previously, the allocation obtained from

pattern search is not always the optimal assignment. Com-

putational experience has shown that the solution is

dependent on the starting point. Because of the dependence

on the starting point, the user should be cautious of

implementing an allocation generated by pattern search if

the final solution is at or very near the starting point.

If the situation occurs, another starting point should be

examined even though it requires additional computation

time.
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Table 3.5 -
Parameters for Pattern Search Example Problem

Service Rate Costs ‘

uli C25 CS1

Server l 150 120 80
L:

Server 2 130 130 80

Server 3 140 140 80

Arrival Rate CostsAi C11 C2i

Machine Type 1 19 90 50

Machine Type 2 13 80 50

V M = 10

N = 10



40 1

Table 3.6

Results of Example Problem Using Pattern Search

*11 *21 *12 *22 *16 *26 TC(*11· *21)

3 3 3 3 4 4 496.2737

S 3 3 3 2 4 496.0718

5 1 3 3 2 6 488.86454
7 0 3 3 0 7 484.4229

Final Solution

*11
“ 7 *12

“ 3 *16
“ 0

*21
’ 0 *22

“ 3 *26 = 7

f . . = 484.42291
(Xl1’X2J)

True optimum 484.3503

NOTE: Only improved evaluations for search procedure
are shown.
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Other Solution Procedures

Another solution procedure which could be used for the
A

problem under study is the Kiefer—Wolfowitz procedure as

modified by Sacks [20] for the multidimensional case. This

technique was developed to optimize systems with variation

in the objective function due to randomness, such as in

simulation. But it can also be used for the problem under

. study.
”

In using the procedure evaluations at 4(c—l) points

must be made about an initially selected point (xll,
xzl,

xlz, The evaluations are made at
. 0 0 0 _ 0points (xll + bl, x 21... (xll bl, xzl,

xo
x )

(xo xo xo xo
-°'° l,c—l' Lc-1 °'°° l1’ 21 °°° 1,c-1* 2,c-l

bl) until all 4(c—l) points have been evaluated. If we let

f(x1l, xzl, ..., x2,C_l) represent the functional evaluation

for the point (xll, xzl, ... x2’C_1) the next center point

for the search is determined by

° n n n _ n n _
n+l — an[f(xll ... xl.+bn,... x C_l) f(xll,... xl. bn,
X

_ —

1] Zén

n...where

an is a constant of proportionality. Certain re- ,

strictions are placed on an and bn for this procedure.
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These restrictions are

lim a = On+„ n · .

n=l

lim b = 0
n+®

I1

w a
2X

(“)
<¤=·

n=l EK

The procedure requires 4(c—l) evaluations at each

iteration. This is a large number of evaluations and could

possibly result in a great deal of computational time.

Detailed discussions of the procedure are found in [l0],

[20], and [26].

Summary

This chapter described two solution procedures used in

the optimization of the proposed problem. The two pro-

cedures, dynamic programming and pattern search both have

advantages which must be considered before deciding which

is the best method to use. A third procedure, Kiefer-

Wolfowitz, was presented, although it was not used in the
'

research. The next chapter discusses the computational re-

sults for the research and qualitatively compares the two

procedures used to solve the problem under study.



Chapter IV

COMPUTATIONAL RESULTS AND SENSITIVITY ANALYSIS

Introduction

This chapter examines the computational results ob-

tained for optimizing the expected cost function. The

problem of determining an optimal priority rule is dis-

, cussed and a counter example is given for the priority rule

presented by Cox and Smith [4] for infinite population

queues when applied to finite population queues. The two

solution procedures presented in Chapter III are compared

and, finally, a sensitivity analysis is performed to deter-

mine the effect of changes in the arrival and service

rates on the objective function. .Inferences concerning the

shape of the objective function in a region near the optimum

are also discussed.

Service Priority Discipline

In Chapter II, a discussion was given concerning the

problem of deciding which type of customer to serve next,

once a service was completed and both types of customers

remained in the subsystem. The rule given by Cox and
‘

Smith [4] for the infinite population queue was found not

to be optimal for the problem under study. For example,

for a subsystem with the following parameters,

43
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A1 = 15 _A2 = 10

ul = 175 u2 = 100
4

M = 12 N = 8

The expected system and queue lengths for given values of

q were

p
q = 0, L1 = 8.0474 Lql = 7.6898

L2 = 1.6284 Lqz = 0.9911

‘
q = 1, L1 = 3.2010

Lql
= 2.4351

1 L2 = 5.5048 Lqz = 5.2755

If we let

C11 “ C12 “ l·

Clz = C22 = 1.7, and

C31
“
C32

“ 5

we obtain objective function values of 15.8156 for q equal

to zero and 17.5592 for q equal to one, which says that the

better priority rule is for type 2 to be served before type -

1. But by applying the rule presented by Cox and Smith [4]

we have ‘

1
= 1 = 1

° ul C11 175Il] 175
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and

1
=‘

1 = 1
uz C12 100il.75 170

Therefore since 1 < 1 a customer of t e l” “1 C11 “2
C12

” yp

should have priority. Thus the priority rule for infinite

population queues does not hold for finite population

queues. Furthermore, it is felt that the optimal priority

rule is state dependent. However, rather than search for

the optimum sequence of values for q, a constant value of q

was assigned for purposes of this research. Specifically,

q was set equal to one—half throughout the research. This

is a compromise because the optimal value of q will be 0 or

1 for a given state of the subsystem. Although q equal to

0.5 might not be the best value neither is it likely to be

the worst value. 4

Computational Results

In Chapter III, the use of dynamic programming and

pattern search as solution procedures was discussed. As

previously stated dynamic programming is an exact procedure,

but pattern search is a heuristic procedure. The major ad-

vantage of pattern search is it requires less computational

time. To aid in determining which solution procedure is

better, fifty sample problems were generated randomly. The
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necessary parameters, arrival rates, service rates, costs

and population sizes, were generated using a uniform dis-

tribution. In all cases 3 servers were used.

As expected, the time required for pattern search was

much less than the time needed for dynamic programming to

solve the same problems. Pattern search required an average

of 11.3 seconds, as compared to an average of 28.1 seconds

for dynamic programming using an IBM 370/158 computer.

Since pattern search is much faster than the dynamic pro-

gramming procedure, the next question is, how does the

accuracy of the two procedures compare? In the problems

solved, pattern search obtained the true optimum 48 per cent

of the time. In 88 per cent of the problems, the cost of

the allocation generated by pattern search was within 6 per

cent of the cost of the allocation produced by dynamic
V

programming. Table 4.1 and Figure 4.1 provide the results

obtained using these procedures. In Table 4.1 and Figure

4.1 r represents the ratio of the cost obtained using

pattern search to the cost computed using dynamic pro-

gramming.

In deciding which procedure is better, the decision is

a function of the desires of the decision maker and the cost

of computation time. If computer costs are not time de-

pendent, computation time is of little significance. This

could occur if a company leased a computer at a fixed rate.
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Table 4.1

Dynamic Programming vs. Pattern Search

· Relative CumulativeT Freguency _Freguency

1.00 .48 .48

1.00-1.01 .06 .54
1.01-1.02 .08 .62

1.02-1.03 .04 .66

1.03-1.04
I

.12 .78

1.04-1.05 .08 .86

1.05-1.06 ,02 .88

1.06-1.07 .00 .88

1.07-1.08 .02 .90

1.08-1.09 .04 .94

> 1.09 .06
I

1.00
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If computation time is of little importance, then dynamic

programming would be the better method. Conversely, if the

costs for computation are time dependent, the manager must

ask himself how much am I willing to pay for the added

accuracy. In many cases, the incremental costs of com-
° putation time may be more than the amount saved by using

an exact procedure. In this case,pattern search is better. '

Sensitivity Analysis

In practice, the values obtained for Ai and uij are
often estimates of the true values of Ai and uij. Because
these are estimates and not the true values, they will have

an effect on the cost function for the model under study.

How differing values of Ai and uij affect the assignment

of machines to servers and in turn affect the expected cost

model is important to a user of this model. If the model

is insensitive to these values, comparatively little time

needs to be spent gathering data than if the model is very ·

sensitive to changes in Ai and uij.

The measure for the sensitivity analysis will be the

ratio of the cost of the assignment using the estimated

values to the cost of the allocation using the true values.

For discussion purposes, let f(xlj, xzj) equal the expected

cost of the assignment based on the estimated values of the

parameters, when the cost of the assignment is evaluated
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using the true values of the parameters. Also, let

f*(xlj,
xzj) equal the optimum expected cost using the

true parameter values. The value of importance is the

comparison between f(xlj,
xzj)

and f*(x1j, xzj) denoted by

¢, where ¢ = f(xlj, xzj)/f*(xlj, xzj). ¢ represents the

penalty incurred by using the estimated values.

Another important aspect of the sensitivity analysis

is that it will help in determining if the pattern search
A

solution procedure is a good method, even though it is not

an exact procedure. Certainly, if by performing a sensi-

tivity analysis, it can be determined that small deviations

from the optimal assignment produce very little change in

cost, it is reasonable to assume that the pattern search

may be a very good solution procedure.
A

Conditions of Sensitivity Analysis

Since we are considering the costs incurred by esti-

I mating the values of Ai and Uij, it is reasonable to think

of Ai and uij as random variables having some type of

distribution about their true value. The distribution is

dependent upon the skill of the person doing the estimating

and the 8mO\1Ht0fdätäWhiCh is collected in developing the

estimates.

For purposes of this paper, the value of Ai will be

uniformly varied between .8Ai and 1.2Ai, where Ai is the
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estimate of the true arrival rate_Ai. Similarly, pij

varies uniformly between .8pij and 1.2pij. The use of a

uniform distribution is motivated from the fact that it

will provide an overstatement of the sensitivity of the

model. For example, if the model is found to be insensitive

to this distribution it should be even more insensitiveto,

say, a normal distribution.

_ Sensitivity to Arrival and Service Rate

To determine the sensitivity of the model to the

arrival rates and the service rates, 1000 problems were

generated from the previously mentioned distributions for

Ai and pij. Population sizes of 20 for each type customer

were used and 3 servers were available. This was a large

enough problem to allow for the changes in Ai and pij to

have an affect on the assignments. The values for the

other parameters were

Al = 15
u

= 10A2 „

pll = 175 pzl = 100

plz = 150 pzz = 150

pls = 110 pzs = 160
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C11 =~C12 “ 7
C2l “ C22 = 10
C3l = C62 “ C66 5

10

Table 4.2 shows the relative and cumulative frequency

functions as determined from solving the 1000 problems. The

most important result from this analysis is that 94.5 per

cent of the allocations have costs within 9 per cent of the

cost obtained by using the optimal allocation of machines to

servers when using the true parameters.

Interpreting Results

The results of the sensitivity analysis are important

in two respects. First, since almost 50 per cent (49.6 per

cent) of the allocations had costs which were within 2 per

cent of the cost of the optimal assignment and 94.5 per cent

had costs within 9 per cent of the cost of the optimal

assignment, the model is relatively insensitive to changes

in Ai and uij. This is significant in using the model

developed in practice, since determining values of Ai and

pij will be less of a problem.- Certainly it should not be

necessary to spend a great deal of money in determining

estimates for these values.

The other important result from the analysis concerns

the use of an exact procedure versus a heuristic to determine
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Table 4.2

Sensitivity to Arrival and Service Ratesé

.8>~i g_ Ai i 1.2>.i

‘8üij F-
“15

F 'güij

Relative Cumulative
¢ Freguencx Freguencx

1.00 .072 .072

1.00-1.01 .286 .358

1.01-1.02 .138 .496

1.02-1.03 .123 .619

1.03-1.04 .077 .696

1.04-1.05 .106 » .802

1.05-1.06 .069 .871

1.06-1.07 .039 .910

1.07-1.08 .026 .936

1.08-1.09 .009 .945

1.09-1.10 .037
‘

.982

1.10-1.11 .011 .993

_ 1.11-1.12 .004 .997

1.12-1.13 .001 .998

> 1.13 .002 1.000
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the desired allocation. The results show that the expected

cost function is basically flat in the region near the

optimum and that very little savings may be obtained by

using an exact procedure. In the case of dynamic pro-

gramming versus pattern search, the use of the exact pro-

cedure may not be justified. Since pattern search requires

more computation time, the cost of the additional time could

be more than the savings in using the exact procedure.

Summary

The computational results for the research were pre-

sented in this chapter. A rationale for the priority rule

used in the research was also discussed. Finally, the

sensitivity of the objective function to changes in the

arrival and service rates was determined providing an

answer as to why a heuristic procedure,such as pattern

search, provides such accurate results.
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· Chapter V _
SUMMARY, RESULTS AND RECOMMENDATIONS FOR FURTHER RESEARCH

SummarThe
objectives of this research included the develop-

ment of an expected cost model for the problem of allocating

machines to servers for service required due to machine

failure, as well as the development of a solution procedure

to optimize the expected cost model.

In accomplishiug the first objective, developing an

expected cost model, the costs incurred due to machine

failure and the ensuing service were analyzed. A method of

determining values for the variables in the objective

· function, Lg and Läi, was then developed. This determination

was accomplished by developing the needed steady state

balance equations for the single server, finite population

subsystems with two distinct populations. The solution to

the state probabilities was found by use of an iterative

procedure and the needed parameters, Lä and Läi, were then

evaluated.”

After obtaining a method of evaluating the expected

cost function, a procedure for minimizing the cost was

developed, Two solution procedures were examined. The

first, dynamic programming, is an exact procedure. Al-

though this procedure guaranteed an optimal allocation of

56
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machines to servers, the amount of computational time re-

quired to produce the optimal assignment was very large.

Therefore, a second procedure was examined. Pattern search

was used as an alternative means of optimizing the given

objective function. This procedure, although not exact,

produced results which were very close to the results ob-

tained by using dynamic programming, but required less
I

computational time.

Finally the effect of varying the arrival and service

rates was studied. A sensitivity analysis was performed

by allowing the arrival and service rates for the problem

to vary simultaneously. A uniform probability distribution

was used to generate the values for both the arrival and

service rates. This analysis was used not only to analyze

the effect of the rates, but also to help justify the use

of a heuristic procedure, such as pattern search, to opti-

mize the objective function. Upon completing these

tests, the research objectives were satisfied.

Results

The first result obtained was the development of a

model describing the expected costs incurred due to

machine failure and the consequent repair. Solution pro-

cedures to optimize the model were developed and programmed

in Fortran IV and are presented in Appendix I and II.
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[

The second result involved the conclusion provided by

computational analysis. First, the objective function was

found to be very flat in the region of the optimum assign-

ment. Therefore, small fluctuations in assignments from

the optimum produce very little change in the objective

function. Also the optimum assignments were found to be
‘

very intuitive. This, plus the fact that the objective

_ function is very flat near the optimum, leads one to be-

° lieve that a person with experience in making the assign-

ments probably could do an adequate job without the use of

a sophisticated solution procedure. This would be especially

true if results were available for a variety of problems.

Therefore, in using this model in practice, it might be

better to provide a person with information concerning the

optimal assignments for a wide range of problems and allow

him to make the assignment of machines to servers by g

intuition for a specific problem. This would be done in

lieu of using one of the solution procedures every time an

assignment was required.

Finally, it was found that the rule for priorities of

service presented by Cox and Smith [4] for the infinite

population system was not optimal for the finite population

queuing system. It is a subjective belief that the optimal

rule may be state dependent.
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Recommendations for Further Research

Several possible extensions to this research have been

recognized. These extensions are listed below.

1. Extend the current model to include costs associa-

ted with a server travelling to a machine to provide ser-

vice. Include in this extension a comparison of pooling of

service and allocating specific machines to servers. Also

. develop a procedure for determining which method is optimal

for a given problem.

Z. Develop a model for the problem having more than

two arrival populations with non—identical arrival and

service rates.

3. Develop a method for obtaining an optimal priority

rule which would determine which customer type should be

served next upon completion of a service.

4. Extend the model to optimize the objective function

under certain constraints, such as a constraint on the

waiting time of a customer.

5. Extend the model to include not only the allocation

of machines to servers but also to determine the location

of the machines in order to minimize a cost function which

includes waiting, service and travel costs.

6. Extend the model to optimize the given objective

where the interarrival and service time distributions are
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non—Poisson. This could be accomplished by using a search

procedure such as the Kiefer-Wolfowitz to optimize the cost

function, where the needed variables are obtained by simu-

lation. I

7. Develop a series of graphs showing the values of

Lä and Läi for different arrival and service rates and

different population sizes.

8. Implement the model suggested in the research
I

effort. By using actual operating information the model

could be tested and refined to more accurately represent

an actual operating system.
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APPENDIX I

Appendix I concerns the limitations and the use of

the dynamic programming procedure developed to optimize

the problem under study. There are two basic limitations

to the program. First, the maximum number of servers to

be allocated machines is nine. Also the maximum population

size for each customer type is twenty-four. These limita-
I

tions can be overcome by increasing the array sizes in the

dimension statements. The storage needed for this program °

is approximately 110 K. The user should specify a region

of 130 K for use on the Fortran G compiler for an IBM

370/158 system.

The following statements explain the use of the pro-

gram.

CARD FORMAT DESCRIPTION ·

1 I5 Number of problems to be solved

2 I5 Number of servers (c)

3 215 Number of customers in each
population; Population 1 always
precedes population 2 (M,N) V

4 ZF5.0 Arrival rates for each popula-
tion (11,12)

5 thru 4+c ZF5.0 Service rates for each server for
each population; Service rates
for server l are always on sepa-
rate card from other servers
(Ulj al-lzj)

I
64



q 65

CARD FORMAT DESCRIPTION

5+c cF5.0 Fixed costs for each server(C3l’ Cs2· "‘ C66)i
6+c 4F5.0 _ Costs of servicing each popu-

lation and costs of waiting for
each population (Czl, C22,
C , C )
ll 12

Repeat steps 2 thru 6+c for multiple problems, where c is
the number of servers for each problem.

I To also aid in using the program, a list of the main
variables is included. I

VARIABLE NAME USE

STAGE (I,J,K) Minimum return value for stage
K and state I-1 and J—l

ISAVE (I,J,K) Optimum decision variable for
customer type 1 for stage K and

I state I-1 and J-1.

JSAVE (I,J,K) Optimum decision variable for p
customer type 2 for stage K and
state I-1 and J-l.

VAL (I,J) Value of r(Xlj, Xzj, dlj, dzj)
‘

for the stage presently being
considered where I-1 = d . andI -= I lJJ 1 d2..

J

ALAM (I) Arrival rate for customer type I.

AMU (J,I) Service rate of server J for
customer type I.

NSERV Number of servers being con-
sidered.

MMAX Total number of customers of
type 1.

NMAX Total number of customers of
type 2.
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VARIABLE NAME USE

CMAN (J) Fixed cost of server J,
C3j.

CSERV (I) Cost of servicing customer I,

Cz1· y
CQUE (I) Cost of waiting for customer·‘ I, Cli.

P (I,J,K) Probability of 1-1 customers of
type 1 and J—l customers of
type 2 in the system and
customer K is presently in
service.

‘
MEAN (1,1) · Expected number of type I

customers in the system.

MEAN (1,2) Expected number of type I
customers in the queue.

NPROB Number of problems to be solved.
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APPENDIX II ·

Appendix II concerns the limitation and the use of the

pattern search procedure which has been programmed to solve

the problem under study. As with the dynamic programming

procedure the limitations result from two constraints. The

Amaximum number of servers to be allocated machines is

twenty and the maximum population sizes are twenty-four for
li

each population. These limitations may be overcome by in-

creasing the array sizes. The user should specify a region

size of 50 K when running on the Fortran G compiler for an

IBM 370/158 system. A

The following list explains the data cards needed to

use the program.

CARD FORMAT DESCRIPTION

1 I5 Number of problems to be solved;

2 I5 Print control; 0 if only im-
proved evaluations are printed,
1 if all evaluations are printed.

3 215 Number of variables, 2(c-1);
and the maximum number of
iterations desired in the search.

4 15 Number of servers (c)

5 215 Number of customers in each
· population (M,N).

6 ZF5.0 Arrival Rates ofpopulations1
and 2 (A ,1 )

. 1 2
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CARD FORMAT QESCRIPTION

7 thru 6+c ZF5.0 Service rates of each server for
each population

(u1j,u2j)

7+c cF5.0 Fixed costs of each server
(C3l’ Csz· ··· Csc)

8+c 4F5.0 Costs of servicing each popu-
lation and costs of waiting for
each population (C21,

C22, C11,„ , C ).
12

‘
9+c thru

7+2c ZF5.0 Initial assignment of machines -
Ä of type 1 and type 2 to the

first c-1 servers, (xll, xlz,

�··· xc—l,l’ xc·l,2)
Repeat steps 5 thru 7+2c for multiple problems, where c is 7
the number of servers for each problem.

To aid in using the problem, a list of the main

variables is included. _

VARIABLE NAME USE

TB (I) Trial base for variable I.

BASE (I) Base for variable I.
I

_YMAX - Best value of the ebjective
value currently found.

BEST (I) Best value of variable I
· currently found.

XMIN (I) _ Minimum value that variable I
„ may be assigned.

XMAX (I) Maximum value that variable I
may be assigned.

DELT (I) . Current value of the step size
. for variable I.

DELTM (I) Minimum step size for variable'
I. .
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VARIABLE NAME ( USE

DELTU (I)
Vi
Maximum step size for variable I

ALAM (I) Arrival rate for customer type I

BMU (J,I) Service rate of server J for
_ _ customer type I.

NSERV
E

Number of servers. °

MAX Total number of customers of
· type 1.

NMAX Total number of customers of ·
type 2.

NPROB
E

Number of problems to be solved.

CMAN (J) Fixed cost of server J,
Csj.

(

CSERV (I) Cost of servicing customer I,( C2i'
CQUE (I) Cost of waiting for customer I,

C1i' (
E

P (I,J,K) Probability of I-1 customers of
_type 1 and J-1 customer of type
2 in the system and customer K
is presently in service.

MEAN (1,1) Expected number of type I
customers in the system.

MEAN (I,2) Expected number of type I _
customers in the queue.
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(ABSTRACT)

The problem of allocating non-identical machines among

A
non-identical servers is considered.under steady state

conditions for the case of quasirandom input and exponential

service times. Machines are assigned to operators with the

objective of minimizing an expected cost model of the

queuing system. Different classes of machines have differ-

ent service rates and, for a given class of machines, the

service rates are different among servers. Both dynamic

programming and pattern search are used to solve the re-

sulting optimization problem. Computational experience is

presented, along with an analysis of the sensitivity of the

model to errors in estimating the values of the parameters

of the model.


