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ABSTRACT

The Sloan Digital Sky Survey III’s Apache Point Observatory Galactic Evolution Experiment (APOGEE) is a
high-resolution near-infrared spectroscopic survey covering all of the major components of the Galaxy, including
the dust-obscured regions of the inner Milky Way disk and bulge. Here we present a sample of 10,341 likely
red-clump stars (RC) from the first two years of APOGEE operations, selected based on their position in color–
metallicity–surface-gravity–effective-temperature space using a new method calibrated using stellar evolution
models and high-quality asteroseismology data. The narrowness of the RC locus in color–metallicity–luminosity
space allows us to assign distances to the stars with an accuracy of 5%–10%. The sample extends to typical
distances of about 3 kpc from the Sun, with some stars out to 8 kpc, and spans a volume of approximately 100 kpc3

over 5 kpc � R � 14 kpc, |Z| � 2 kpc, and −15◦ � Galactocentric azimuth � 30◦. The APOGEE red-clump
(APOGEE-RC) catalog contains photometry from the Two Micron All Sky Survey, reddening estimates, distances,
line-of-sight velocities, stellar parameters and elemental abundances determined from the high-resolution APOGEE
spectra, and matches to major proper motion catalogs. We determine the survey selection function for this data
set and discuss how the RC selection samples the underlying stellar populations. We use this sample to limit any
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azimuthal variations in the median metallicity within the ≈45◦ azimuthal region covered by the current sample to
be �0.02 dex, which is more than an order of magnitude smaller than the radial metallicity gradient. This result
constrains coherent non-axisymmetric flows within a few kiloparsecs from the Sun.

Key words: Galaxy: abundances – Galaxy: disk – Galaxy: stellar content – Galaxy: structure – stars: distances –
stars: general

Online-only material: color figures

1. INTRODUCTION

The Milky Way (MW) as a galaxy constitutes a unique labora-
tory for galaxy formation and evolution studies because, unlike
for external galaxies, we can determine the high-dimensional
stellar distribution of positions, velocities, ages, elemental abun-
dances, etc., in detail using observations of individual stars
(e.g., Rix & Bovy 2013). Unraveling the history of the MW
in large part amounts to understanding the multifarious cor-
relations among these observables, the question of distinct or
smoothly blended sub-components, and variations in this distri-
bution, and deducing its co-evolution with the other major com-
ponents of the Galaxy—gas and dark matter—over the course
of cosmic history.

Elemental abundances and their correlation with the spatial
distribution and kinematics of stars are key to improving our
knowledge of the chemo-dynamical structure of the MW (e.g.,
Bovy et al. 2012c, 2012d). As detailed elemental abundance
patterns cannot be derived from broadband photometry, spec-
troscopic surveys are and will remain a necessary complement
to large-area photometric and astrometric surveys (e.g., Pan-
STARRS, Kaiser et al. 2002; SkyMapper, Keller et al. 2007;
Gaia, de Bruijne 2012). Using current measurements of the
distribution of stellar mass (Bovy & Rix 2013), 80% of the
stars in the MW disk lie at R < R0 and |Z| < 1 kpc, where
R0 is the distance from the Sun to the Galactic center and R
and Z are Galactocentric cylindrical coordinates. Much of this
volume is heavily extincted by dust obscuration and therefore
difficult to access using optical spectroscopic surveys or Gaia.
SDSS-III’s APOGEE (Eisenstein et al. 2011; S. R. Majewski
et al., in preparation) is a high-resolution spectroscopic survey
that circumvents this difficulty by operating in the near-infrared
(≈1.6 μm) where extinction by dust is almost an order of mag-
nitude smaller than at visible wavelengths.

In order to obtain high-resolution spectra in the infrared for
stars out to large distances in the disk, APOGEE is primarily a
survey of bright giants, for which distances are typically quite
imprecise (�20% uncertainty; e.g., Binney et al. 2014, Santiago
et al. 2014, M. Hayden et al., in preparation). This makes
it difficult to study the fine-grained distribution of velocities
and elemental abundances as a function of location in the
disk, because at several kiloparsecs, distance uncertainties are
comparable to the scale over which significant gradients in
kinematics (H i streaming motions over ≈1 kpc; e.g., Levine
et al. 2008), metallicity (≈−0.1 dex kpc−1 near the plane; e.g.,
Anders et al. 2014; Hayden et al. 2014; see also Section 7), or
level of alpha-enhancement exist (e.g., Bovy et al. 2012d). In this
paper, we identify a sample of red-clump star (RC) candidates
in the APOGEE data for which the narrow distribution in the
color–magnitude space allows assignment of distances that are
accurate to about 5%–10%, which is smaller than the scale over
which significant Galactic gradients exist even at the largest
distances in our sample.

39 Hubble fellow.

The RC is a prominent feature in the color–magnitude
diagram (CMD) of stars that corresponds to the core-helium-
burning stage in stellar evolution of low-mass stars. Because
the luminosity distribution of the RC is very narrow, with a
peak magnitude that does not depend very strongly on age or
metallicity (see below), the magnitude of the RC has been widely
used as a distance indicator (Paczynski & Stanek 1998). Through
isolating the RC in the CMD and calibrating its luminosity
using local data from Hipparcos (ESA 1997), precise distances
to the Galactic center (Paczynski & Stanek 1998), various
parts of the Galactic bulge (McWilliam & Zoccali 2010; Nataf
et al. 2010), the Large Magellanic Cloud (Stanek et al. 1998;
Udalski et al. 1998), M31 (Stanek & Garnavich 1998), and many
other external galaxies (e.g., Girardi & Salaris 2001) have been
obtained. This method relies on finding the RC based on its
color, and the fact that it represents a significant overdensity in
the CMD of a sample of stars at approximately a single distance.

Here we identify individual RC candidates in order to obtain
distances to individual stars. These stars are not at a single dis-
tance, and therefore they cannot be isolated by searching for an
overdensity in the observed CMD. Thus, we require a more de-
tailed understanding of the RC to select likely RC stars for which
we can obtain precise distances, based on the stars’ atmospheric
parameters and colors. In previous studies, the RC method for
individual stars has assumed that the RC has a mean magnitude
that does not depend on color or metallicity, and that the color of
the RC is not strongly affected by metallicity (e.g., Siebert et al.
2011; Williams et al. 2013). It is clear, however, from theoreti-
cal isochrones produced by various stellar evolution codes (e.g.,
Girardi & Salaris 2001) that these assumptions are not valid, es-
pecially the latter, and applying a metallicity-independent color
selection of RC stars will result in strong contamination (�30%)
from red-giant stars that are at quite different distances (up to
1 mag in distance modulus; see Section 2).

The APOGEE-RC sample presented in this paper corre-
sponds to two years of APOGEE data and contains 10,341
stars over a volume of about 100 kpc3 that approximately
spans 5 kpc � R � 14 kpc, |Z| � 2 kpc, and −15◦ �
Galactocentric azimuth � 30◦. Most stars in the current sample
lie within 5 kpc from the Sun. As APOGEE continues acquir-
ing data, longer integrations designed to reach fainter stars will
extend the reach to ≈10 kpc toward the outer Galaxy, where ex-
tinction is low, and to ≈8 kpc toward the inner MW. SDSS-IV’s
APOGEE-2 (Sobeck et al. 2014), a continuation of the APOGEE
survey starting in 2014 July, of which a major component is a
similar survey conducted from the southern hemisphere, will ex-
tend the coverage of this red-clump sample to full 360◦ coverage
of the Galactic plane with an additional 10,000+ sample of stars.
The APOGEE-RC catalog will be publicly released with SDSS-
III’s Data Release 11/12 in 2014 December (see Section 6). We
are presenting this description of the catalog now because the
sample forms the basis of forthcoming science papers and such
that the community can anticipate its availability.

A brief outline of this paper is as follows. We describe our new
method for selecting RC stars from near-infrared photometry
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and high-resolution spectroscopic data in Section 2. In Section 3,
we describe our calibration of the RC distance scale for our
sample using local Hipparcos data. We present the sample
selection function for the APOGEE sample in Section 4 and
determine the manner in which our RC selection samples the
underlying Galactic stellar populations in Section 5. We provide
a description of the RC catalog in Section 6. In Section 7,
we investigate radial and azimuthal gradients in the metallicity
distribution near the MW’s midplane using the APOGEE-RC
sample, allowing us to limit the ellipticity of the MW disk
and constrain significant redistribution of angular momentum
on kiloparsec scales over the last Gyr. Section 8 concludes the
paper.

In this study, we transform distances and velocities to the left-
handed Galactocentric rest-frame by assuming that the Sun’s
displacement from the midplane is 25 pc toward the north
Galactic pole (Chen et al. 2001; Jurić et al. 2008) and that
the Sun is located at 8 kpc from the Galactic center (e.g., Ghez
et al. 2008; Gillessen et al. 2009; Bovy et al. 2009).

2. SELECTION OF A PURE RED-CLUMP
SAMPLE IN APOGEE

2.1. APOGEE Observations and Data

The APOGEE is a near-infrared (NIR; H-band; 1.51 to
1.70 μm), high-resolution (R ≈ 22,500), spectroscopic survey.
The APOGEE instrument (Wilson et al. 2010; J. Wilson et al.,
in preparation) consists of a spectrograph with 300 2′′ fibers that
reaches a signal-to-noise ratio of 100 per half-resolution element
(≈141 per resolution element) at H � 12.2 in three ≈one-hour
visits during bright time on the 2.5 m Sloan telescope, located
at the Apache Point Observatory in Sunspot, NM (Gunn et al.
2006). A detailed description of the target selection and data
reduction pipeline is presented in Zasowski et al. (2013) and D.
Nidever et al. (in preparation), respectively.

The photometry for all APOGEE targets is corrected for
extinction with the Rayleigh Jeans Color Excess method (RJCE;
Majewski et al. 2011). This technique provides extinction values
AKs

by making use of the near constancy of the near-to-mid-
infrared (H − [4.5 μ])0 color and calculating AKs

as

AKs
= 0.918 (H − [4.5 μ] − 0.08), (1)

where H − [4.5 μ] is the measured color. NIR photometry
comes from the Two Micron All Sky Survey (2MASS) catalog
(Skrutskie et al. 2006) and mid-IR (MIR) photometry is obtained
from Spitzer/IRAC GLIMPSE-I, -II, and -3D (Churchwell et al.
2009) when available and from WISE (Wright et al. 2010)
otherwise. Typical photometric uncertainties for the stars in
the RC catalog defined below are ∼0.02 mag in (J,H,Ks) and
∼0.05 mag in [4.5 μ], increasing to ∼0.03 mag and ∼0.10 mag
in NIR and MIR photometry, respectively, at the faintest end
of the APOGEE catalog (H ∼ 13.8). The intrinsic color
spread in (H − [4.5 μ])0 is ∼0.01 mag for evolved stars with
0.5 � (J − Ks)0) � 0.8 (Majewski et al. 2011). Therefore,
typical random uncertainties in the AKs

extinction corrections
are ∼0.05 mag, increasing to ∼0.10 mag at the faint end.
Variations in the adopted extinction law among different lines
of sight can lead to systematic uncertainties of up to 3.5%
in AKs

(Zasowski et al. 2009), which are typically 0.005 mag
and <0.023 mag for all but 1% of our RC sample below. The
contribution from the uncertainty in the extinction correction

therefore plays only a minor role in the error budget of the RC
distances that we determine below.

For each individual visit, line-of-sight velocities are measured
separately by cross-correlating against a set of ≈100 synthetic
template spectra that span the stellar-parameter range 3500 K <
Teff < 25,000 K in effective temperature Teff , −2 < [Fe/H] <
0.3 in metallicity [Fe/H], and 2 < log g < 5 in surface gravity
log g (see D. Nidever et al. 2014a, in preparation, for further
details; the reduction pipeline was also briefly described in
Nidever et al. 2012). The rms scatter in the measured line-of-
sight velocity for multiply observed stars is typically 0.1 km s−1.
Field-to-field variations indicate that the zero point of the
velocity scale is stable at the 0.13 km s−1 level. A comparison
between the APOGEE-measured line-of-sight velocity of 195
stars with literature data in the globular clusters M3, M13,
M15, and M92 shows that the APOGEE zeropoint accuracy
is ≈−0.95 ± 0.05 km s−1.

The APOGEE Stellar Parameter and Chemical Abundances
Pipeline (ASPCAP) extracts stellar parameters and elemental
abundances from the continuum normalized co-added spec-
tra by performing a χ2 minimization with respect to a pre-
computed multi-dimensional grid of synthetic spectra derived
from ATLAS9 model-atmosphere grids (Kurucz 1979 and more
recent updates) and spectral synthesis calculations using ASSǫT
(Koesterke et al. 2008; Koesterke 2009); ASPCAP is described
in detail in A. E. Garcı́a Pérez (in preparation). The prod-
ucts of this procedure are best-fitting effective temperatures
Teff , surface gravities log g, metallicities [Fe/H], α- [α/Fe],
carbon- [C/Fe], and nitrogen-enhancements [N/Fe]. We find
that the differences with spherical MARCS (Gustafsson et al.
2008)/Turbospectrum (Alvarez & Plez 1998; Plez 2012) spec-
tra are below 5% for the atmospheric parameters typical of RC
stars. Systematic offsets between the ASPCAP results and liter-
ature values for stellar parameters in open and globular clusters,
as well as for seismic log g derived from asteroseismology of
Kepler stars observed by APOGEE, were quantified by
Mészáros et al. (2013). For the purpose of this paper, we use the
corrected stellar parameters and abundances as determined from
this external comparison. Because the ASPCAP fit metallicity
was primarily calibrated against [Fe/H] from high-resolution
optical spectroscopy, we refer to the metallicity as [Fe/H].
ASPCAP uncertainties are typically 50 to 100 K in Teff , 0.2 dex
in log g, and 0.03 to 0.08 dex in [Fe/H] (Mészáros et al.
2013). For identifying a pure sample of RC stars using the
method described below, log g in particular is crucial. Using
the APOKASC asteroseismology data described in more de-
tail below, we empirically determine the uncertainty in the
spectroscopic log g to be 0.14 dex for APOGEE stars with
0.5 � (J − Ks)0 � 0.8 by comparison with the highly accurate
seismic log g. As discussed in more detail in Section 2.3, part of
this uncertainty is due to a relative bias in log g between the RC
and the red-giant branch (RGB); when this bias will be removed,
we estimate from the seismic log g that the spectroscopic log g
uncertainty will be 0.1 dex. In addition to the main atmospheric
parameters, the current ASPCAP pipeline is able to determine
elemental abundances for 15 individual elements. However, the
reliability of these still requires more testing.

2.2. RC Selection and Distance Determination

In this section, we describe a new method for selecting a
sample of likely red-clump giants from a combination of pho-
tometric and spectroscopic data. This method is developed
using isochrone models calculated by stellar evolution codes,
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Figure 1. Prediction for the conditional distribution of stars in surface gravity
given their effective temperature from the PARSEC stellar isochrones (see
the text; density grayscale) and data from the APOKASC catalog (colored
points), in two metallicity bins. The prediction assumes a lognormal Chabrier
(2001) model for the IMF, a metallicity distribution that matches that of the
APOKASC data used in each bin, and a constant SFH. The agreement between
the models and the data is excellent in the region of the red clump. Yellow
and red points represent stars classified by Stello et al. (2013) as RC and RGB
stars, respectively, from their measured oscillation frequencies; blue points are
stars for which the evolutionary state is unknown. The purple dashed lines
represent our cuts in log g and Teff to separate RC stars from less luminous
red giant branch stars (see Equations (2) and (3); evaluated at [Fe/H] = 0 dex
and [Fe/H] = −0.4 dex in the top and bottom panel, respectively). Additional
cuts in (J − Ks )0 and metallicity are used to reduce contamination from higher
luminosity giants and secondary red-clump stars.

(A color version of this figure is available in the online journal.)

primarily from the PARSEC library (Bressan et al. 2012). To
test whether these isochrone models are in agreement with the
parameters inferred from APOGEE spectra, we use data from
the APOKASC catalog (M. Pinsonneault et al., in preparation).

This catalog contains stars in the Kepler field which have stellar
parameters (mass, radius, and log g) determined from astero-
seismology (e.g., Kallinger et al. 2010) and Teff and elemental
abundances determined by APOGEE. The APOKASC astero-
seismic analysis uses spectroscopic Teff from APOGEE rather
than Teff from the Kepler Input Catalog (Brown et al. 2011). The
combination of log g accurate to a few percent (Hekker et al.
2013) and metallicity measurements allows for a stringent test
of the stellar isochrone models used here to define a red clump
sample.

Figure 1 compares the prediction from the PARSEC stellar
isochrones for the distribution of stars in effective temperature
Teff and surface-gravity log g with the data in the APOKASC
catalog, in two different metallicity bins. The predicted distribu-
tion assumes a lognormal Chabrier (2001) model for the initial
mass function (IMF) and a metallicity distribution that matches
that of the APOKASC data used in each bin. For the distribu-
tion of ages we assume a constant star-formation history (SFH);
throughout this paper we only use ages less than 10 Gyr. This
assumption does not strongly affect the locus of the RC and the
RGB in the log g–Teff diagram. Figure 1 shows excellent agree-
ment between the predictions from the stellar evolution models
and the data in the region of the red clump. Yellow and red points
in the figure are stars in the APOKASC catalog for which the
evolutionary state was measured by Stello et al. (2013) using
the period spacings of gravity-mode stellar oscillations derived
with two different methods (Bedding et al. 2011; Mosser et al.
2011). Yellow dots are stars classified as RC stars, while red dots
represent stars identified as RGB stars. In the log g–Teff plane,
the PARSEC isochrone models match the observed locus of RC
and RGB stars, especially around solar metallicity. We have also
compared the stellar-evolution models with the high-resolution
spectroscopic Teff and log g of the RC sample of Valentini &
Munari (2010) and find similarly good agreement.

Motivated by the good agreement between the stellar
isochrones and the APOKASC data, we use the theoretical mod-
els to investigate the morphology of the RC, such that we can
determine the range of observed quantities for which the RC
is sufficiently narrow in absolute magnitude to allow for a pre-
cise distance measurement for individual stars. In addition to
the PARSEC models, we use various other stellar isochrone li-
braries to determine the theoretical uncertainty in the models;
comparisons with these alternative libraries are described in de-
tail below. Figure 1 demonstrates that red-clump stars have log g
between 2.4 and 2.9 and are comfortably separated in log g and
Teff from the other main features in the CMD for stars with
precise log g measurements. At high log g, we adopt a sloping
cut in log g as a function of Teff to separate the RC and RGB
branches. From the PARSEC isochrone models, we find that the
slope separating the RC and the RGB does not vary with metal-
licity, but the intercept does. We will therefore select red-clump
stars starting with the cuts

1.8 � log g � 0.0018 dex K−1
(

Teff−T ref
eff ([Fe/H])

)

+2.5, (2)

where

T ref
eff ([Fe/H]) = −382.5 K dex−1 [Fe/H] + 4607 K. (3)

It can be seen in Figure 1 that most of the solar-metallicity
RC is at log g = 2.5 and 4600 K < Teff < 4850 K, but there
is also a significant tail of such stars extending up to Teff =
4950 K and with log g increasing up to 2.9. These are the sec-
ondary red-clump stars, i.e., higher-mass helium-burning stars
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(Girardi 1999), which are slightly overrepresented in the
APOKASC sample (see M. Pinnsoneault et al., in preparation).
These stars pass the cuts specified in Equations (2) and (3), even
though they are expected to be significantly fainter than the main
red clump (i.e., those RC stars at log g = 2.5).

To further remove contamination from lower log g RGB and
secondary red-clump stars, and to isolate RC stars for which
precise distances can be derived, we further investigate the
color–magnitude–metallicity distribution. We use the dered-
dened (J − Ks)0 color rather than Teff , because of concerns
about systematic biases in the latter in the measurement and in
the stellar models. The (J − Ks)0 color is sensitive to errors
in the dereddening, but from the discussion in Section 2.1, it
is clear that these are primarily random errors. Because the RC
dominates the star counts at apparent magnitudes probed by
APOGEE in the range 0.5 � (J − Ks)0 � 0.8 and because the
RC luminosity is only a weak function of color (see below), ran-
dom dereddening errors do no lead to significant contamination
or distance errors.

We construct a model for the color–magnitude distribution
(CMD) (J − Ks)0 vs. MKs

for RC-like stars in the PARSEC
isochrones for a given metallicity Z; to increase the theoretical
sampling, we average the isochrones for metallicities Z,Z −
0.0005, and Z+0.0005. We apply the above cut in log g, Teff , and
[Fe/H] to the isochrones, which are sampled at equally spaced
initial masses. We then create a density model by applying
a kernel-density estimation (KDE) technique with a spherical
kernel (after normalizing the color and magnitude by their
standard deviations σJ−Ks

40 and σKs
, respectively) that varies

with position to account for the strongly varying density in the
color–magnitude plane (Silverman 1986). Thus, the density at
a point x ≡ ((J − Ks/σJ−Ks

), (MKs
/σKs

)) is evaluated as

p(x) ∝
∑

i

wi

λ2
i

K

(

x − xi

h λi

)

, (4)

where i indexes points xi on the isochrones, and K(·) is the
biweight kernel K(r) ∝ (1 − r2)2 for r ≡ |r| � 1 and zero
otherwise. The weights wi are calculated using a lognormal
Chabrier (2001) model for the IMF and a constant SFH. The
parameter h is the kernel size, set to N−1/5, where N is the
number of training points, following “Scott’s rule” (for one-
dimensional data, as we are primarily interested in the one-
dimensional distribution p(MKs

|J −Ks); Scott 1992), and λi is
a local bandwidth factor, calculated as

λi =
(

p̂(xi)

s

)α

, (5)

where p̂(x) is an estimate of the density distribution, s is
the (straight) geometric mean of the density over xi : log s =
∑

i log p̂(xi)/N , and α = 0.5. We iterate three times to calculate
the weights λi , starting from uniform λi .

The resulting CMD is shown in the top panels of Figure 2
for four values of the overall metallicity Z. The CMD in this
figure has been normalized independently for each color to
produce the conditional probability distribution function (PDF);
this approach demonstrates the dependence of the RC absolute
magnitude on color at a given metallicity. The lines show the
peak and half-maxima as a function of color. In these diagrams,

40 In the discussion of the KDE modeling of the CMD we always assume that
J − Ks is dereddened, but we do not add the superscript “0” to avoid
notational clutter.

the interval between the dashed lines where the absolute-
magnitude PDF is extremely sharply peaked corresponds quite
well to the color interval for which, at that given metallicity,
He-burning stars are old enough (roughly >1.5 Gyr) to be in a
compact, “classical” RC; this feature naturally results from all
these He-burning stars having developed a degenerate core of
similar mass earlier in their evolution as RGB stars. To the
blue of this interval, the mean magnitude abruptly falls by
≈0.4 mag, and becomes far from constant at even bluer colors;
this is essentially the behavior expected from secondary red-
clump stars, which have ignited He in non-degenerate conditions
(Girardi 1999). The magnitude distribution at even bluer colors,
and at colors redder than the reddest dashed line, becomes
significantly more extended and featureless; those intervals no
longer reflect the behavior of He-burning stars, but rather those
of main-sequence, RGB, and asymptotic giant-branch (AGB)
stars.

We calculate the theoretical CMD in this manner for metal-
licities on a grid with spacing ∆Z = 0.0005 and determine
the peak MKs

and FWHM as a function of color. The result is
presented in Figure 3, where the FWHM has been converted
into the equivalent Gaussian standard deviation σ . This figure
clearly shows the region in the (J −Ks)0 and Z plane where the
magnitude PDF has σ � 0.1 mag, i.e., where distances precise
to 5% can be determined spectro-photometrically. However, it
is clear that this locus is strongly dependent on metallicity. The
dashed lines approximately bound the low-σ locus; they are
given by

Z > 1.21 [(J − Ks)0 − 0.05]9 + 0.0011 (6)

Z < 2.58 [(J − Ks)0 − 0.40]3 + 0.0034, (7)

with additional bounds of

Z � 0.06, (J − Ks)0 � 0.5. (8)

The width of the magnitude distribution near the edges
of this region increases to 0.2 mag, which still yields 10%
precision in the derived distances. As discussed in Section 2.1,
the contribution to the distance uncertainty from errors in the
extinction correction is typically 0.05 mag, smaller than the
intrinsic spread in the RC luminosity. Equations (6)–(8) are
highly effective at eliminating secondary red-clump, RGB, and
AGB stars from the sample.

Figure 3 also demonstrates that the peak magnitude of the
PDF does not depend strongly on either color or metallicity,
with a minimum-to-maximum variation of about 0.2 mag. We
have also computed the surface in Figure 3 assuming an
exponentially declining star-formation rate or a Kroupa (2003)
IMF. The difference with respect to our fiducial assumptions
is presented in Figure 4. This figure shows that there are only
minor differences within the region of our color and metallicity
cuts, especially for the peak of the magnitude PDF. Assumptions
about the SFH or IMF therefore do not introduce appreciable
systematics, with offsets typically less than 1% in distance.

We have also computed the density near the RC using the
Padova (Girardi et al. 2000; Bonatto et al. 2004) and BaSTI
(Pietrinferni et al. 2004) isochrone libraries using the same
IMF and SFH assumptions. For the latter, we combine the
transformations of Carpenter (2001) and Bessell & Brett (1988)
to transform the BaSTI K magnitudes to 2MASS Ks magnitudes.
The conditional density p(MKs

|[J − Ks]0) for four different
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Figure 2. Conditional PDF p(MKs |[J − Ks ]0) for stars satisfying the cuts in Equations (2) and (3). This PDF is computed using the KDE method and SFH and IMF
assumptions described in the text, for different metallicities (horizontally; the last column shows the highest metallicity Padova and BaSTI models and a high-metallicity
PARSEC model) and different stellar evolution codes (PARSEC, upper panels; Padova, middle panels; BaSTI, bottom panels). The middle white line marks the peak
of the PDF and the outer white lines indicate where the PDF reaches half of its maximum. At each metallicity there is a color range where the PDF is extremely
narrow. The vertical dashed lines in each panel show the color cuts of Equations (6) and (7) that isolate the range over which the magnitude distribution is narrow. The
color range and morphology of this locus is similar for the different stellar evolution codes and the dashed lines bound the locus with a narrow magnitude range for
the three different codes.

metallicities for these alternative isochrone models is also shown
in Figure 2. It is clear that the Padova densities are similar to
those obtained from the PARSEC isochrones, especially in the
region where the color–magnitude locus is narrow. A detailed
comparison between the peak and FWHM of the magnitude
PDF shows that the Padova and PARSEC isochrones give the
same color–metallicity region over which the RC is narrow;
the color-dependence of the peak magnitude is the same for the
two models (the Padova isochrones’ maximum metallicity is
Z = 0.03).

For the BaSTI isochrones we only use the values Z =
[0.004, 0.008, 0.01, 0.0198, 0.03, 0.04] provided by BaSTI and
do not use adjacent metallicity bins to increase the model
sampling, as we do for Padova and PARSEC models (the BaSTI
models are sampled for a much larger number of initial masses).
Figure 2 shows that the RC locus at high metallicity is similar
to that obtained from Padova and PARSEC models.

Giants on the RGB are affected by mass loss, the details
of which are not completely understood. Mass loss is a few
times 0.01 M⊙ for giants with ages �5 Gyr and so is largely
negligible, but older giants can loose a few times 0.1 M⊙ (e.g.,
Reimers 1975; Schröder & Cuntz 2005). However, mass loss

essentially only affects the mass in the stellar envelope and the
core mass that ignites He is unaffected, such that the effect on the
RC luminosity is small. The PARSEC models use the Reimers
law for mass loss with an efficiency parameter of η = 0.2
(e.g., Miglio et al. 2012), while the Padova and BaSTI models
use η = 0.4. The good agreement among the different stellar
isochrones in the RC region therefore explicitly demonstrates
that the details of mass-loss prescriptions are unimportant.
Additionally, we have computed the peak magnitude of the RC
for η = 0.1 and η = 0.3 (roughly the range allowed by Miglio
et al. 2012) and find that the magnitude solely changes at the
red end of the RC and only by <0.02 mag. The effect on the RC
distances is therefore negligible.

The models that we used in this section to characterize the RC
locus are all solar-scaled models. One of the main motivations
of APOGEE is to explore elemental abundance ratios beyond
the overall metallicity and therefore we need to understand how
the RC locus changes when abundances are not solar scaled. In
Figure 5, we present the conditional PDF p(MKs

|[J −Ks]0) for
stars satisfying the cuts in Equations (2) and (3) for two models
that are enhanced in α elements with respect to the solar ratios.
We employ BaSTI models with [α/Fe] = 0.4 (Pietrinferni et al.
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2006) with an overall metallicity of Z = 0.01 and Z = 0.02;
[Fe/H] for these models is about 0.35 dex lower than for the
equivalent solar-scaled models. These α-enhanced models are
moved blueward because of the decreasing Fe opacity for
α-enhanced models at fixed overall metallicity. In the relevant
metallicity range for α-enhanced stars (−1 � [Fe/H] � 0), the
blueward shift is ≈0.025 mag.

The metallicity presented in the APOGEE catalog that
we use for the basis of the RC selection is calibrated to
[Fe/H] rather than the overall metallicity. Therefore, when
we calculate Z([Fe/H]) below for applying the cuts in
Equations (6) and (7), we are underestimating the overall metal-
licity for α-enhanced stars. The bias in log Z is approximately
0.35 dex ([α/Fe]/0.4 dex). Therefore, the (color,metallicity) cut
for a true RC stars at a given ([J − Ks]0, log Z) will be evalu-
ated at the wrong ([J − Ks]0, log Z − 0.35 dex) and we might
spuriously remove some of the reddest RC stars because the
RC cuts shift blueward for lower metallicity stars. This is prob-
lematic as the red part of the RC is where the oldest stars (ages
�5 Gyr) are located and these old stars are the ones that could be
α-enhanced. However, the blueward shift of the true RC locus
with [α/Fe] means that we do not loose many stars. The red cut
in Equation (6) has a slope in ([J − Ks]0, log Z) of
≈6 dex mag−1. From inspecting the isochrone models for old
stars, we find that our cuts at low Z are such that old stars
are typically selected ≈0.02 mag bluer than the red cut of
Equation (6). Therefore we do not remove true RC stars with
[α/Fe] � 0.25 dex. Only 8% of stars with [Fe/H] > −1,
Teff > 4200 K and [α/Fe] > 0.05 have [α/Fe] > 0.25 in
the first two years of APOGEE data. Therefore, [α/Fe]-bias in
the RC selection at high [α/Fe] is small.

The different isochrone models do not entirely agree on
the absolute magnitude of the RC, with PARSEC isochrones
having a near-uniform offset of ∼0.1 mag and ∼0.05 mag with
respect to the Padova and BaSTI models, respectively. This
result shows the need to externally calibrate the brightness of
the RC. However, the offset is small and would only lead to
systematics of order 5% or less in distance.

2.3. Contamination by RGB Stars

The RC selection technique presented in this section requires
highly accurate and precise measurements of log g. Using the
APOKASC data, we can evaluate how well the selection tech-
nique works for various precisions in log g. We can estimate the
contamination by applying the selection to those stars in the
APOKASC catalog for which the evolutionary state was ob-
tained by Stello et al. (2013; which therefore provides the ground
truth of whether a star is in the RC or not). Using the log gseismo

measurements from asteroseismology, the contamination of
non-RC stars is 4 ± 2%. This is therefore the best that the pre-
sented technique can do. Using more realistic errors of 0.1 dex
and 0.2 dex in log gspec from the analysis of high-resolution spec-
tra, the contamination rises to 9±2% and 14±3%, respectively.
This contamination can be compared, for example, to the selec-
tion technique used by Williams et al. (2013), which consists of
the simpler cuts 0.55 � (J −K)0 � 0.8 and 1.8 � log g � 3.0.
Applying these cuts to log gseismo yields a contamination of
33 ± 3%, eight times larger than the contamination for the new
technique presented here. Using RAVE (Steinmetz et al. 2006)
data with spectroscopic log g, Williams et al. (2013) estimate
their contamination to be ≈60%.

For the current spectroscopic pipeline for APOGEE, the er-
rors in log g are approximately 0.2 dex, but there are systematic

Figure 3. Peak of the magnitude PDF p(MKs |[J − Ks ]0) as a function of color
and metallicity Z for PARSEC isochrones (top panel). The bottom panel shows
the FWHM/2

√
2 log 2 (≈σ ) of the PDF. The white dashed lines represent the

region specified by the cuts in Equations (6) and (7) over which the distribution
of absolute magnitudes is narrow. The peak of the magnitude PDF does not
strongly depend on color or metallicity over the region where the PDF is narrow.

(A color version of this figure is available in the online journal.)

offsets in the measured log gspec for RC and RGB stars that are
such that the RC and RGB are closer together by ≈0.2 dex,
making it more difficult to separate them. From the Stello et al.
(2013) sample, the contamination by RGB stars using the cur-
rent APOGEE log gspec is 23 ± 3%. Improved analysis of the
APOGEE spectra should in the future remove the relative bias
in log g for RC and RGB stars.

The current bias in the relative log g measurements of RC and
RGB stars is such that log g starts to be underestimated for RGB
stars below around Teff = 4900 K (see M. Pinnsoneault et al.,
in preparation). Practically, this means that we must change the
upper log g limit used to define the RC sample to take into
account the biased log g measurements for the RGB stars. This
can be done by specifying the following additional cut that
follows the log g bias as a function of Teff

log g < 0.001 dex K−1 (Teff − 4800 K) + 2.75. (9)

In the current SDSS-III’s Data Release 11 (DR11; years
one and two) sample (see below), this cut removes 2,261
out of 12,613 catalog objects, or about 18% of the sample.
Using the APOKASC sample we find that this additional
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Figure 4. Variation of the peak and width of the magnitude PDF p(MKs |[J − Ks ]0) for an exponentially declining star-formation rate or a Kroupa (2003) IMF. This
figure shows the difference (absolute for the peak magnitude, relative for the width) between the results obtained using these alternative assumptions and our fiducial
model (lognormal Chabrier 2001 IMF and constant SFH). We only display the comparison in the RC region defined by the cuts in Equations (6) and (7). The deviations
in the mean magnitude are typically �0.02 mag or �1% in distance. The distribution of absolute magnitudes has the same small width to within ≈10% regardless of
the IMF or SFH chosen.

(A color version of this figure is available in the online journal.)

constraint reduces the contamination to 10% ± 3% compared
to 23% contamination without this extra cut. We stress that this
additional cut is a temporary solution to the ASPCAP problems
with the relative log g of RC and RGB stars. Once this bias
is removed by pipeline improvements, the additional log g–Teff

constraint will no longer be necessary. However, it can still be
applied to obtain a sample of RC stars with extremely high
purity: Using the APOKASC sample with evolutionary state
measurements, we estimate that applying the cut in Equation (9)
reduces the contamination from 14% to less than 5% and 10%
for log g uncertainties of 0.1 dex and 0.2 dex, respectively.

We stress that the contamination fractions discussed in the
previous paragraphs are estimates; the true contamination could
be different if the sample of APOKASC stars with evolutionary-
state measurements does not accurately represent the parent
APOKASC sample, or if the APOKASC sample does not
reflect the RC and RGB populations in the Kepler field (Koch
et al. 2010) or in other parts of the Galaxy.41 By comparing
the Stello et al. (2013) sample to the parent APOKASC

41 Additionally, the Stello et al. (2013) sample contains only a few stars with
enhanced [α/Fe] with respect to the solar value. Therefore, we cannot
currently test the RC selection for α-enhanced stars. We will describe the
outcome of tests with such stars in updates of the RC catalog, when
seismological classifications become available for such stars.

sample we find that we are likely slightly overestimating the
contamination from RGB stars, as RGB stars near the RC
locus are disproportionally represented in the sample for which
the evolutionary state has been measured: 23% of the stars
between the dashed lines in Figure 1 versus 33% of the
stars below the high-log g line have measurements of their
evolutionary state, which implies that the contamination fraction
in the full APOKASC sample is likely ≈ 40% smaller at
7% ± 2% rather than 10%. However, the APOKASC sample
itself was constructed using a complicated combination of cuts
by Kepler to create the asteroseismic sample of giants and by the
APOKASC collaboration to provide spectroscopic follow-up
for a subset of these (see M. Pinnsoneault et al., in preparation).
Therefore, the relation between the APOKASC catalog and the
underlying Galactic populations is hard to quantify. APOKASC
preferentially selected first-ascent red giants for spectroscopic
follow-up, such that RGB stars are overrepresented compared to
RC stars in the asteroseismic sample and the 7% contamination
fraction is probably still an overestimate.

To summarize our RC selection and characterization tech-
nique: We select RC stars using the cuts in Equations (2),
(3), (6), (7), and (8). Because of the current ASPCAP bias
in the relative log g measurements of RC and RGB stars, we
also apply the cut in Equation (9), although this additional cut
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Figure 5. Effect of α-enhancement on the RC locus. This figure shows the
same conditional PDF p(MKs |[J − Ks ]0) for stars satisfying the cuts in
Equations (2) and (3) for BaSTI models as in Figure 2, except that the models
have [α/Fe] = 0.4. The iron abundance [Fe/H] in these models is ≈0.35 dex
lower than for the equivalent non-α-enhanced models. The dashed lines are the
cuts in Equations (6) and (7) calculated based on the total metallicity Z. The
RC locus is shifted approximately 0.025 mag blueward for α-enhanced models
compared to solar-scaled models with the same overall metallicity.

will no longer be necessary once the ASPCAP bias in log g is
removed by improved modeling of the APOGEE spectra. For
stars satisfying these constraints, we calculate the absolute Ks

magnitude from the dereddened color (J − Ks)0 and the metal-
licity Z using the two-dimensional surface in the top panel of
Figure 3. In Section 3, we discuss the uniform calibration offset
that is applied to these individual absolute magnitudes to place
the distances on the Hipparcos scale.

3. DISTANCE CALIBRATION

We calibrate the absolute magnitude of the PARSEC stellar-
isochrone models for the RC discussed in the previous section
by using them to calculate the average absolute magnitude
for a RC sample of stars that mimics that found close to the
Sun. The average absolute Ks magnitude of nearby RC stars is
well-calibrated using Hipparcos parallaxes (e.g., Alves 2000;
Groenewegen 2008; Laney et al. 2012). Our standard model

for a sample of stars that resembles local stars is a population
that has a distribution of metallicities similar to that found by
Casagrande et al. (2011) (with their p([Fe/H]) approximated
here as a mixture of two Gaussians with relative weights 0.8
and 0.2, means of 0.016 dex and −0.15 dex, and dispersions
of 0.15 dex and 0.22 dex, respectively) and a constant star-
formation history with a lognormal Chabrier (2001) IMF. The
average Ks absolute magnitude of such a population as predicted
by PARSEC is −1.65.

We choose the recent Laney et al. (2012) calibration of
MKs

= −1.61 of local RC stars, which is in very good agreement
with the results of Alves (2000), but is 0.07 mag brighter than
the calibration of Groenewegen (2008). Therefore, there is a
3.5% systematic distance offset between distances derived from
these two calibrations. The calibration of Laney et al. (2012) is
more accurate than that of Groenewegen (2008) because they
re-measure the magnitudes of bright RC stars that are saturated
in 2MASS (K � 5); their calibration is accurate to 2%.

Because the PARSEC models predict an average Ks absolute
magnitude that is 0.04 mag brighter than that found from local
observations, we apply a uniform 0.04 mag correction to the
individual Ks magnitudes determined using the PARSEC models
based on a star’s ([J − Ks]0, Z) in Figure 3 when calculating
distances for the sample of RC stars in APOGEE. This correction
does not strongly depend on the assumptions made about the
age and metallicity composition of a local population of stars.
Figure 6 shows the correction for different assumptions about
the age and metallicity distribution. For a reasonable metallicity
distribution, the systematic differences are below 0.01 mag, or
less than 0.5% in distance.

We can further test the distance calibration using the
APOKASC sample by calculating “direct seismic” distances
using spectroscopic Teff , stellar radii determined using aster-
oseismic scaling relations, and bolometric corrections (e.g.,
Marigo et al. 2008) (see T. Rodrigues et al., in preparation,
for full details); these distances have random and systematic
uncertainties of 5% each (Miglio et al. 2013). Using log gseismo

and the procedure described in Section 2 to select RC stars,
we compare the seismic with the RC distances (including the
Hipparcos calibration) for 593 stars and find that the seismic and
RC distances agree to within better than 1% using the median
difference, with a scatter of ≈7%. For the subset of APOKASC
stars with evolutionary state measurements (see section 2.3),
the scatter is only 5%. Similarly, we compare the RC distances
with the seismic distances from the SAGA catalog (Casagrande
et al. 2014). For the 42 stars in common between the sample
of 593 APOKASC RC stars and the SAGA sample, the seismic
distances agree with the RC distances to within 3%±1%, with a
scatter of 6%.42 These values are consistent with each method’s
random and systematic uncertainties and show that our distance
calibration is sound.

We therefore conclude that the distances that we assign to RC
stars are unbiased to within ≈2% and have random uncertainties
of ≈5%. The distance distribution of the 10,341 RC stars
selected using the method described in Section 2 from DR11 of
APOGEE is presented in Figure 7 (see Section 6 for full details
on this sample). Many of the RC stars in the sample are only a
few kiloparsecs from the Sun, with a median distance of 2.75 kpc
and a 95% interval of 0.8 kpc and 6 kpc. The distribution of this
sample in Galactocentric coordinates is shown in Figure 8. This

42 T. Rodrigues et al., in preparation, also show that their seismic distances
agree to better than 1% with the seismic distances in the SAGA catalog by
considering all giants in common between the two samples.
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Figure 6. External calibration of the absolute magnitude scale of the RC: This
figure shows the difference between the average RC magnitude derived from
Hipparcos data (Laney et al. 2012) and the mean RC magnitude calculated by
averaging the peak magnitudes of the PARSEC RC over color and metallicity.
The first point is the difference when using only the solar metallicity isochrones,
while the other points are averaged over the metallicity distribution of local stars
(Casagrande et al. 2011). The second point assumes a constant star-formation
rate and a lognormal Chabrier (2001) IMF, while the third and fourth points
assume an exponentially declining star-formation rate and a Kroupa (2003)
IMF, respectively. The assumptions about the star-formation history and IMF
affect the magnitude calibration at a level that is below a percent.

shows that the sample spans a large area of the Galactic disk
near the midplane.

4. SAMPLE SELECTION FUNCTION

As a spectroscopic survey observing a relatively small num-
ber of objects in the photometric 2MASS catalog, APOGEE
requires decisions as to what lines of sight to observe, what
types of stars to target in the chosen directions, and how to
sample these stars as a function of their photometric properties.
These decisions affect how the underlying photometric sam-
ple is reflected in the spectroscopic data. To connect the high-
dimensional distribution (or moments thereof) of positions, ve-
locities, and elemental abundances found in the spectroscopic
sample to the distribution of all stars it is necessary to correct
for the effects of the selection (often referred to as selection bi-
ases), beyond the obvious angular selection function encased in
the APOGEE pointings (e.g., Figure 9). Generally, the relation
between the spectroscopic sampling on the underlying Galactic
population can be divided into three parts (see Section 4 of Rix
& Bovy 2013): (1) the procedure by which the survey selects
stars from all potential targets, (2) the relation between the kinds
of stars observed and the full underlying stellar population, and
(3) the relation of the observed spatial volume (typically a small
number of lines of sight) to the global volume. The last point
requires one to extrapolate the observed stellar distribution in
the observed lines of sight to the large volume between lines of
sight; one must assume that spatial gradients in the underlying
distribution are well sampled by the observed lines of sight,
and one needs to estimate these gradients, which can be done

Figure 7. Distance distribution of the 10,341 stars in the DR11 APOGEE-RC
sample (histogram). The solid line shows the cumulative histogram. The median
distance is ≈2.75 kpc and 90% of the stars lie between 1 and 6 kpc.

by modeling the spatial dependence of the stellar distribution
within the observed field pointings. However, as this last step
requires extensive modeling of the observed distributions, we
do not discuss it here further (see Bovy et al. 2012b, 2012d for
an example of this procedure).

We discuss the selection effects of (1) and (2) in this
section and the next, respectively. The overall APOGEE sample
contains dozens of sub-samples selected for a variety of reasons
(e.g., observations of members of stellar clusters or the Sgr
dwarf galaxy, observations of stars in the Kepler field for which
asteroseismology data exist, etc.), most of which do not provide
a fair sample in any sense of the large-scale Galactic distribution
of stars. However, most APOGEE targets are selected using
a simple color cut, (J − Ks)0 � 0.5, typically in three
separate H-band magnitude ranges (Zasowski et al. 2013), and
this simple selection allows the fraction of spectroscopically-
observed objects to be determined as a function of color
(J − Ks)0 and magnitude H. We will refer to this sample as
APOGEE’s main sample, reserving the name statistical sample
for the part of the main sample for which observations are
complete (defined as the observations having a signal-to-noise
ratio of 100 per half-resolution element).

For the purposes of describing the details of the APOGEE
target selection, it is necessary to give a brief description of the
basic data-collecting process (see also the Glossary in Appendix
A of Zasowski et al. 2013). APOGEE observes stars in a set of
fields, which are circular locations on the sky with a radius of
1◦.49; see Figure 9 for the location of all of these fields. Fields
are observed in one “visit” sessions for up to 24 visit; each
visit consists of a ≈64 mins observation. The vast majority
of fields are observed for three visits only, some fields are
observed for only one visit (most fields in the Kepler field,
most fields in the Galactic bulge, and fields targeting the core
of the Sgr dwarf galaxy), and others are observed for 6, 12, or
24 visits. The main sample for fields observed for three visits
or less consists of a single magnitude cohort. Other fields have
either two or three magnitude cohorts, corresponding to two or
three magnitude ranges. Typically, the brightest cohort, known
as the short cohort, has 7.0 � H � 12.2, the intermediate
medium cohort has 12.2 < H � 12.8, and the long cohort has
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Figure 8. Distribution of the 10,341 stars in the DR11 APOGEE-RC sample in Galactocentric coordinates: distribution in the plane (left panel) and in Galactocentric
radius and distance from the plane (right panel). The Sun is located at (XGC, YGC, Z) = (8, 0, 0.025) kpc. The overdensity of stars near XGC = 8 kpc and R = 8 kpc
is due to a large concentration of APOGEE targets in the Kepler field.

12.8 < H � 13.3 or 13.8, depending on whether the field is
observed for 12 or 24 visits; we refer to this cohort distribution
as the standard cohort distribution. The main exceptions to this
rule are fields with a single one-visit cohort, for which the short
cohort has 7.0 � H � 11; some of the bulge fields with a single-
visit cohort have a medium cohort that has 11.0 < H � 12.2.
To a good approximation, we can assume that within each
cohort’s magnitude range, the color and magnitude are sampled
uniformly from the underlying population.43 For the purpose of
the discussion, we will assume the standard cohort distribution.

In fields observed for six visits or more, there are multiple
three visit short cohorts (one for every three visits), and for fields
observed for 12 visits or more there are multiple medium cohorts
(one for every six visits); there is only ever a single long cohort
per field. A design consists of a three-visit set of targets: this
contains a short cohort with a unique set of targets, a medium
cohort with targets shared among two designs, and a long cohort
with targets shared among all designs for a given field (see
Figure 1 in Zasowski et al. 2013 for a visual representation of
different designs for a given field). A three visit field has a single
design; a six visit field has two designs, with a different short
cohort on each design and a shared medium cohort; and a 12 or
24 visit field has four or eight designs, with four or eight unique
short cohorts, two or four medium cohorts, and a single long
cohort. Each design is implemented as a set of spectroscopic
plates, which corresponds to a physical plug-plate loaded onto
the telescope. A design may be used on a single plate or on
multiple plates. Plates are observed in one-visit increments.

43 In detail, the sampling is random in three bins, each containing 1/3 of the
stars, in the short cohort; in the medium and long cohorts each N-th star is
observed, with N chosen such as to provide the desired total number of targets
in each cohort. While these schemes are not entirely random, the large number
of stars combined with the 2MASS magnitude errors and some stars not being
observed because of practical observational reasons serve to make this
sampling nearly indistinguishable from a random sampling (see Figure 10).

For the purpose of determining the selection function, we
only consider plates for which all planned observations were
complete by the deadline for DR11 (2013 August 1). Figure 9
shows the fraction of completed plates for short, medium, and
long cohorts out of all planned plates as part of APOGEE’s three-
year run. Near the disk, observations have high completeness,
except for the region 30◦ � l � 100◦.

Using the mapping between plates, designs, and cohorts,
we can determine for which fields and cohorts all of the
observations for a set of stars are complete. As an example,
for a 12 visit field, we can determine which of its four different
short-cohort sets of targets have been observed to completion,
the same for its two different medium-cohorts sets of targets,
and for its single long cohort. For the purpose of building a
statistical sample, we then ignore all spectroscopic targets for
which observations have not reached the full exposure time
(such stars are present in the APOGEE data products). For each
combination of a field and a cohort’s magnitude range APOGEE
provides a random sampling of the underlying photometric
sample. The selection function for a field and magnitude-range
combination is therefore simply given by the number of stars in
the statistical sample in this field and magnitude range, divided
by the number of stars in the photometric sample in the same
field and magnitude range. For example,

selection fraction (field X, 7.0 � H � 12.2) =
No. of stars in stat. sample in field X, with 7.0 � H � 12.2

No. of stars in phot. sample in field X, with 7.0 � H � 12.2
(10)

and similarly for the medium and long magnitude ranges for
each field. Thus, for each field the selection function is piecewise
constant with jumps at the magnitude limits of the (up to three)
cohorts of each field.

To determine whether the piecewise-constant model for the
selection function is a good approximation, we compare the
magnitude distribution of stars in the statistical spectroscopic
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Figure 9. APOGEE’s target completeness in different fields after the first two
years. The different panels show the fractional completeness for different fields
on the sky for “short” cohorts (top panel), “medium” cohorts (middle panel),
and “long” cohorts (bottom panel); see text for the meaning of the different
cohorts. Overall, short cohorts are 50% complete, medium cohorts 66%, and
long cohorts 78%. The H-band limits do not apply to all fields; some fields have
a short cohort with 7.0 � H � 11.0 and some of those have a medium cohort
with 11.0 � H � 12.2 (this applies in particular to most bulge plates around
l = 0◦ and all Kepler fields around (l, b) = (75◦, 15◦)).

(A color version of this figure is available in the online journal.)

sample to that of stars in the photometric sample within the
same field and magnitude range. This comparison is done for
the up to three different cohort-magnitude-ranges of each field
separately. In each field and magnitude-range combination, the
selection function model is that the statistical sample is a fair
sampling of the underlying photometric distribution of targets,
and this model is tested by computing the Kolmogorov–Smirnov
(K-S) probability that the statistical sample distribution of
H-band magnitudes is the same as that of the photometric
sample.

A histogram of these probabilities is shown in Figure 10.
The vast majority of K-S probabilities of the short cohorts
are large, such that the hypothesis that the statistical sample

Figure 10. Distribution of the K-S probability that a field/cohort combination’s
statistical spectroscopic sample was drawn from the underlying photometric
sample combined with the model selection function. This calculation is
shown separately for short, medium, and long cohorts. The bottom panel
shows the cumulative distribution. All field/cohort combinations have a large
probability that their statistical spectroscopic sample was drawn from the
underlying photometric sample, with the few field/cohort combinations with
low probability consistent with statistical fluctuations (i.e., close to the one-to-
one line in the cumulative distribution panel, shown in gray).

was drawn from the photometric sample cannot be rejected;
the few fields whose short cohort has a small K-S probability
are consistent with random noise (out of 102 short cohorts,
one expects ≈5 to have a K-S probability <0.05 and we
find 4). The medium and long cohorts also mostly have large
K-S probabilities, with the 1 out of 41 medium cohorts and
0 out of 25 long cohorts with PK-S < 0.1, consistent with
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Figure 11. Color–magnitude sampling of the statistical sample. The linear
grayscale and the black lines show the density of potential targets in fields
and cohorts contained in the statistical sample. The red dashed lines represent
the distribution of stars in the statistical spectroscopic sample and the blue
dash-dotted lines display the distribution of potential targets re-weighted by the
selection function (see Equation (10) and related discussion). The contours
contain 68%, 95%, and 99% of the distribution. The re-weighting of the
photometric sample using the selection function perfectly reproduces the
color–magnitude sampling provided by the statistical spectroscopic sample.

(A color version of this figure is available in the online journal.)

random statistical fluctuations. We therefore conclude that the
piecewise-linear model of Equation (10) is a good model for
the selection function. We do caution that the K-S probabilities
of medium and long cohorts are somewhat too consistent with
the underlying distribution, which likely results from the non-
random “N”th-star sampling used (see footnote 41) for these
cohorts. However, due to photometric magnitude errors, the
spectroscopic sampling is still an effectively random sampling
of the intrinsic magnitude distribution (i.e., that which one would
observe without errors).

The distributions in color (J − Ks)0 and magnitude H of the
photometric sample in fields and magnitude ranges contained
in the statistical sample are shown as the density grayscale and
black contours and histograms in Figure 11. This distribution
clearly shows the influence of the cohort magnitude limits at
H = 11, 12.2, 12.8, and 13.3 (there are currently no completed
24 visit fields that would reach H = 13.8). The fiber allocation
to different cohorts is such that stars in the fainter magnitude
bins are over-represented with respect to the brightest bin, such
that the magnitude distribution as well as the color distribution
of the statistical sample (shown as red dashed contours and
histograms) is weighted to fainter magnitudes and bluer colors.
The latter happens because, even though the color sampling is
random over the same color range for all magnitude ranges,
the intrinsic correlation between color and magnitude in the
photometric sample leads to an apparent bias in the color
distribution of the spectroscopic sample. Using the model for
the selection function described above, we can re-weight stars
in the photometric sample such that they trace the sampling
of the spectroscopic sample, and this distribution is shown

as blue dash-dotted contours and histograms. It is clear that
correcting for the selection function leads to perfect agreement
between the re-weighted photometric sample and the statistical
spectroscopic sample.

The selection function is a function of location on the
sky (field location, or equivalently, Galactic longitude and
latitude) and H-band magnitude. To determine the spatial
selection function requires understanding how distances relate
to dereddened H0 magnitudes and what the extinction is as a
function of distance for a given line of sight. To get a sense
of how the MW spatial volume is sampled by the RC sample
of stars described in this paper, we show the selection function
as a function of position in Figure 12, assuming a RC absolute
H-band magnitude of −1.49 (Laney et al. 2012), and using
the median AH for the stars in the statistical sample in each
line of sight (in reality, the extinction will be less closer to the
Sun and greater at the faint end, so the spatial sampling will
cover a slightly smaller range than shown here). This figure
demonstrates that the statistical subsample of the RC sample
presented in this paper provides a large-scale sampling of the
MW volume near the disk that is useful for statistical analyses
of the distribution of elemental abundances in the Milky Way
disk.

5. ASTROPHYSICAL SAMPLING WITH
THE RED CLUMP

The second ingredient for relating the observed spectroscopic
sample of stars to the underlying Galactic stellar populations
is to determine how the spectroscopic tracer—RC stars in
our case—relates to the full population. The RC stage in the
evolution of stars with metallicities around solar is a relatively
short phase for stars with masses of approximately 1 to 2 M⊙
lasting for about 100 Myr. As such, the chance of finding stars
in this stage of stellar evolution is small compared to the total
lifetime of the stars, and only a small fraction of stars of a
given age and metallicity will at any given time find themselves
within the RC bounds given in Section 2. However, the RC is
a relatively long phase compared to other evolved stages and in
that respect the RC is perhaps the best population tracer among
giants. In this section, we use the PARSEC stellar isochrone
models to determine the properties of stars in our RC selection
region and how they relate to the full stellar population.

Overall, the RC selection defined in this paper excludes
stars with (1) metallicities �−1 and (2) ages �800 Myr.
These are primarily due to the APOGEE color cut and the
subsequent cuts in Equations (6), (7), and (8). APOGEE’s blue
(J − Ks)0 � 0.5 cut excludes RC stars with low metallicities:
Equation (6) evaluated at (J − Ks)0 = 0.5 gives a lower
limit for the metallicity of ≈−0.9. The additional blue cut
in Equations (7) eliminates secondary red-clump stars with
ages �1 Gyr. Therefore, the RC selection in this paper selects
intermediate-age and old stars in the MW disk.

Figure 13 shows the average initial mass of a star in the RC
selection region defined in Section 2 as a function of age and
metallicity. The typical mass is relatively constant as a function
of metallicity and is smaller for larger ages. For a constant SFH,
the average mass is ≈1.3 M⊙ for near-solar metallicities and
declines to about 1.2 M⊙ at [Fe/H] ≈ −1. However, the average
mass is sensitive to the SFH: For an exponentially declining SFH
with an e-folding time of 8 Gyr, starting at 10 Gyr, the average
mass is ≈0.1 M⊙ lower than that for a constant SFH for all
metallicities. For an old population of stars, the average mass
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Figure 12. APOGEE selection function, i.e., the fraction of all potential targets
observed spectroscopically and present in the statistical sample. The selection
function, which intrinsically is a function of (l, b,H ), is illustrated here as a
function of Galactic coordinates X and Y (top panel) and of Galactocentric radius
R and Z (bottom panel). H-band magnitudes are converted into distances using
an absolute magnitude of −1.49 (Laney et al. 2012) and the median extinction
in each field. Some high-latitude fields have selection fractions up to 95% and
are saturated in the color scale employed in this figure. Low latitude (|b| < 10◦)
fields at the same Galactic longitude have been dithered by 2◦ in the top panel
for display purposes. The completeness is low near the Galactic midplane and
toward the Galactic center.

(A color version of this figure is available in the online journal.)

drops to ≈1.0 M⊙. The average mass can therefore change by
about 30% depending on the SFH.

Because the RC stage (roughly the phase of core Helium
burning, but our considerations in this section are purely based
on the selection criteria from Section 2) is relatively short
(≈108 yr), the fraction of stars of a single-burst stellar population
(assuming here a lognormal Chabrier 2001 IMF) contained in
the RC selection region is small. The relative fraction of the
mass of a single-burst stellar population contained in the RC,
as a function of age and metallicity, is shown in the top panel
of Figure 14. Stars in the RC region are typically between one
and four Gyr old (see Figure 15 below) and the relative mass
fraction for ages above one Gyr is about 10−4, a small fraction
of the stellar population’s mass. Similarly, the bottom panel of

Figure 13. Average initial mass of a star in the RC selection region defined in
Section 2 as a function of age and metallicity Z. The top panel shows the average
mass integrated over a constant star formation rate (solid line) and exponentially
declining star-formation histories with e-folding times of 8 Gyr (dashed line)
and 1 Gyr (dash-dotted line).

(A color version of this figure is available in the online journal.)

Figure 14 displays the fraction of the total mass each star in
the RC region represents (this is equal to Figure 13 divided
by the top panel). The dependence on age and metallicity is
similar to that of the relative mass fraction. Integrating over a
constant or exponentially declining SFH, these mass fractions
are approximately constant with metallicity, but depend at the
25%–50% level on the SFH, as old populations contain relatively
less of a stellar population’s mass in the RC region than younger
populations.

The varying mass fractions in Figure 14 imply that the RC as
defined in this paper does not randomly sample the underlying
age distribution of stars, but is instead typically skewed toward
younger ages (see also Girardi & Salaris 2001). Figure 15
displays the relative probability, as a function of age, for stars
in a stellar population that are present in the RC region. We
calculate this probability using a metallicity distribution similar
to that in the solar neighborhood (that of Casagrande et al. 2011,
using the representation described in Section 3) and it can be
approximated by the following functional form:

ln f (a) = −1.6314 + 3.8230a + 2.2133a2 − 35.7414a3

(−0.1 � a � 0.23),

= −1.0666 + 1.8664a − 9.0617a2 + 4.5860a3

(a > 0.23),

where a = log10[Age/1 Gyr]. (11)

Relative to a constant age distribution, the RC selection biases
the sample to stars with ages between 1 and 4 Gyr. We sample
all ages in the disk older than this, but the distribution is cut
off below about 800 Myr. This effect is in large part due to our
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Figure 14. Sampling of the underlying stellar population of the RC selection
region of Section 2. The top figure displays the fraction of the mass of a
population contained in the RC region and the bottom figure shows the amount
of total-stellar-population mass each RC star represents. The top panel in each
figure show these fractions and masses averaged over the different star-formation
histories discussed in the caption of Figure 13. Typically, the RC region contains
about 0.01% of the mass of a stellar population and each RC star represents
about 15,000 M⊙.

(A color version of this figure is available in the online journal.)

selection cuts: our color–metallicity cuts in Section 2 exclude the
bluest, youngest red-clump stars at a given metallicity, because
their luminosity distribution is not sufficiently narrow to allow
precise distances to be assigned for these stars. This is also the
reason that the red-clump age distribution derived by Girardi

Figure 15. Relative probability for stars in a stellar population to be present in
the RC region as a function of age. For a flat SFH, this is equivalent to the age
distribution for stars in the RC region; other SFHs need to be multiplied with
this function to obtain the age distribution of the RC. We have assumed a solar-
neighborhood metallicity distribution (Casagrande et al. 2011; see Section 3). An
approximate functional form for the age distribution is given in Equation (11).
Relative to a uniform age distribution (gray line) the RC is heavily weighted
toward stars with ages between 1 and 4 Gyr.

& Salaris (2001) peaks at lower ages and extends to younger
red clump stars; they considered the full red clump, whereas we
only consider the part of the RC that is narrow in luminosity
and which is typically older.

The discussion in this section is based on PARSEC stellar-
evolution models with mass loss on the giant branch modeled
using the Reimers law with an efficiency parameter of η = 0.2
(see Section 2.2). While mass loss affects a star’s mass during the
RC phase, it neither influences the luminosity (see Section 2.2)
nor the lifetime of the RGB and RC phases. Therefore, mass
loss does not have any effect on how the RC samples the
underlying stellar population. We have explicitly checked this
by computing the total-stellar-population mass every RC star
represents (bottom panel of Figure 14) and the age sampling
(Figure 15) for PARSEC models with mass-loss efficiency
parameters η = 0.1, 0.2, 0.3, and 0.4. We find small differences
and in particular the age sampling of the RC is robust with
respect to changes in η.

From the discussion in this section, it is clear that great care
must be taken when using the RC as a spectroscopic tracer of
the Galactic stellar distribution function, because the fraction of
a stellar population’s mass contained in the RC region and the
manner in which other properties are sampled depends on the
SFH—or, equivalently, the age distribution. This is unavoidable
when using evolved rather than main-sequence stars as stellar
population tracers; as discussed at the start of this section, the
RC is a relatively long phase in the evolution of post-main-
sequence stars and is therefore among the best population tracers
among giants stars. The fact that the relation between the RC
region and the full stellar population does not strongly depend
on metallicity for a given SFH, combined with the fact that there
is only a weak correlation observed in the solar neighborhood
between age and metallicity (Edvardsson et al. 1993; Nordström
et al. 2004), means that the RC sampling of the metallicity
distribution of stellar populations older than 1 Gyr should be
relatively uniform. However, age is not sampled uniformly (see
Figure 15) and the detailed distribution of elemental abundances
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likely depends strongly on age, such that detailed studies need
to take the likely age distribution of the RC sample into account.

6. THE APOGEE-RC CATALOG

In this section, we discuss the construction of the APOGEE-
RC catalog from the superset of data to be released as part
of SDSS-III’s DR11 and the contents of the catalog. We also
briefly consider sources of proper motions for the catalog stars.
Because SDSS-III has a yearly data release schedule, we do
not release the APOGEE-RC catalog with this paper; it will
instead be part of the SDSS-III DR11, currently scheduled for
2014 December. At the time of writing this 2014 December
release is planned to also contain the full three-year APOGEE
data as part of DR12. For public use, the DR11 APOGEE-RC
catalog will therefore immediately be made obsolete by the
DR12 APOGEE-RC catalog. Full details on how to obtain
the APOGEE-RC catalog and what it contains will be given
in the DR11/DR12 documentation.

6.1. Catalog Creation

The starting point is the catalog of all unique stars observed
spectroscopically, and to be released as part of DR11. For
these stars, we calculate extinction-corrected 2MASS JHKs

magnitudes, using the extinction corrections derived by the
RJCE method (Majewski et al. 2011) for APOGEE stars (we use
the extinction corrections calculated prior to target selection,
for consistency). We then employ the calibrated metallicities
and surface gravities using the corrections of Mészáros et al.
(2013) and convert the metallicity [Fe/H] to metal mass fraction
Z assuming Z⊙ = 0.017 and solar abundance ratios. The
dereddened color (J −Ks)0, log g, Teff and metallicity Z are then
used to select RC stars using the cuts described in Section 2. We
also apply the additional log g–Teff cut of Equation (9). Stars
selected in this way constitute the full DR11 APOGEE red-
clump (APOGEE-RC) catalog. This sample consists of 10,341
stars.

The absolute Ks-band magnitudes for all of the RC stars are
calculated using the model for MKs

shown in the top panel
of Figure 3, corrected for the calibration offset determined in
Section 3. Using the selection function from Section 4, we also
determine which RC stars are part of the statistical sample.

6.2. Catalog Contents

The APOGEE-RC catalog contains all of the basic data de-
rived from the APOGEE spectra, such as the line-of-sight ve-
locity, Teff , log g, [Fe/H], as well as other abundances measured
from the spectra. We also include photometry from 2MASS, ex-
tinction corrections, APOGEE targeting information, pipeline
flags, and APOGEE identifiers to allow the objects in the
APOGEE-RC catalog to be matched to the full APOGEE cat-
alog. Full high-resolution spectra can be obtained from the
SDSS-III database by using the APOGEE identifiers. We in-
clude distances derived from the absolute Ks magnitudes and,
for convenience, we add Galactocentric coordinates calculated
assuming R0 = 8 kpc and Z0 = 25 pc.

The distance distribution of the APOGEE-RC sample is
presented in Figure 7. The distribution of the sample in the
volume around the Sun and in Galactocentric coordinates is
shown in Figure 8. These distributions demonstrate that the
sample is dominated by disk stars at |Z| � 1 kpc, but the sample
also contains some stars in the stellar halo. Because the RC is
faint relative to more luminous red-giant APOGEE targets and

as bulge fields are typically limited to H � 11 or H � 12.2,
there are relatively few bulge stars contained in this sample.

6.3. Proper Motions

We have added matches to the UCAC-4 (Zacharias et al.
2013) and PPMXL (Roeser et al. 2010) proper-motion catalogs.
However, the usefulness of these catalogs, which have proper
motions uncertainties �2 mas yr−1 (both statistical and system-
atic), for the APOGEE-RC sample is extremely limited. Stars in
the APOGEE-RC catalog have typical distances of a few kilo-
parsecs (see Figure 7). At these distances and farther, Galac-
tic rotation typically leads to proper motions of ≈2 mas yr−1,
while random motions—≈30 km s−1 and smaller at larger dis-
tances from the Galactic center—lead to proper motions of about
6 mas yr−1 kpc. Therefore, at a few kiloparsecs the proper mo-
tion uncertainties are similar or greater than the intrinsic proper
motions and the systematic uncertainties in these proper motion
catalogs make extracting proper motions signals out of the noise
difficult.

The Gaia astrometric space mission, launched on 2013
December 19, will measure proper motions with precisions bet-
ter than 200 μas yr−1 for all stars with Gaia G � 20 over its
five-year mission. As G is a white-light optical bandpass it is
much more strongly affected by dust extinction than the infrared
APOGEE observations (AG/AH ≈ 4). We estimate the Gaia
G-band magnitudes of stars in the APOGEE-RC sample by us-
ing the PARSEC isochrones in the SDSS and 2MASS passbands
in the RC region defined in Section 2 and using the transforma-
tion between g, g−z and G of Table 5 of Jordi et al. (2010). We
calculate V − IC from g − i as

V − IC = 0.675 (g − i) + 0.364 if g − i � 2.1 (12)

V − IC = 1.110 (g − i) − 0.520 if g − i > 2.1, (13)

inspired by the data of Jordi et al. (2010). For a given extinction
AH we calculate the extinction in the Gaia band using the
highest extinction entry in Table 8 of Jordi et al. (2010) and
assuming AH /AV = 0.18307. We then use the projected
astrometric performance as a function of (G,V − IC) from
the Gaia Performance Web site44 to calculate the proper-motion
precision. The resulting expected precision in the transverse
motion based on the Gaia proper motions at different apparent
magnitudes and for different amounts of extinction is shown
in Figure 16. These precisions only include the effect of the
proper motion uncertainty; additional uncertainty comes from
the 5%–10% RC distance uncertainty. The variation at a given
magnitude in this figure is due to the spread in G and V − IC in
the RC region for a given magnitude.

Figure 16 shows that, even at large extinctions, most stars
in the APOGEE-RC catalog will be bright enough to have
Gaia proper motions, with only the faintest and most heavily
extincted stars falling below the G = 20 Gaia magnitude limit.
Therefore, Gaia will provide highly precise proper motions for
the vast majority of our sample, leading to errors in the transverse
velocity �5 km s−1. At the time of writing, Gaia is expected
to release preliminary proper motions 28 months after launch
using 20 months of data. The proper motion uncertainties in
that first data release are expected to be worse by a factor of

44 Available at http://www.rssd.esa.int/index.php?page=Science_
Performance&project=GAIA.
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Figure 16. Expected transverse velocity precision of Gaia for stars in the
APOGEE-RC sample at different apparent magnitudes (colors) and different
amounts of extinction (four bands for each color of increasing G magnitude). The
precisions only include the uncertainty arising from the proper motion, not that
produced by the 5%–10% RC distance uncertainty. These are end-of-mission
precisions; the first Gaia data release at launch+28 months with one third of

the data will have proper motion uncertainties that are ≈3
√

3 ≈ 5 times larger.
The top axis shows approximate distances computed assuming MRC

G = 0.71
(G − H ≈ 2.2 for the RC); ≈90% of stars in the DR11 RC catalog have
AH < 0.5, with a median AH of 0.2. The vast majority of stars in the APOGEE-
RC sample will have precise proper motions out to 10 kpc from Gaia, even in
regions of high extinction.

(A color version of this figure is available in the online journal.)

≈5 ([20/60]−3/2). Even with these larger uncertainties, most
stars in the APOGEE-RC sample will have sub-mas yr−1 proper
motions and most will have uncertainties below 250 μas yr−1,
or 10 km s−1.

In Figure 17, we display the expected Gaia relative paral-
lax precision for stars in the APOGEE-RC catalog, computed
in a similar way as the proper motion uncertainties above (the
expected end-of-mission proper motion uncertainties are half
the expected parallax uncertainties). The parallaxes that will be
available in the launch+28 months release will have uncertain-
ties that are larger by a factor of ≈1.7 ([20/60]−1/2). The spectro-
photometric RC distances computed in Sections 2 and 3 are more
precise than the Gaia parallaxes for all but the brightest stars that
do not suffer from much extinction; these bright RC stars will
be highly informative for an improved calibration of the RC dis-
tances. However, for many RC candidates, the Gaia parallaxes
could distinguish between true RC stars or RGB interlopers by
comparing the spectro-photometric distance to the parallax.

7. AZIMUTHAL METALLICITY VARIATIONS IN
THE MILKY WAY MIDPLANE

The RC catalog with high-resolution abundances and very
accurate distances will allow the distribution of abundances in
the MW’s disk to be mapped in unprecedented detail. As an

Figure 17. Expected parallax precision of Gaia for stars in the APOGEE-
RC sample at different apparent magnitudes (colors) and different amounts
of extinction (four bands for each color of increasing G magnitude). These
precisions are for the full five-year mission; the first Gaia data release at

launch+28 months will have uncertainties that are ≈
√

3 ≈ 1.7 times larger. The
spectro-photometric RC distances are more precise than the Gaia parallaxes for
all but the brightest stars. At low extinction, the Gaia parallaxes can identify
RGB contamination in the RC sample.

(A color version of this figure is available in the online journal.)

illustration of this capability, we discuss in this section spatial
variations in the median metallicity close to the midplane of the
MW’s disk. Because there is a strong radial metallicity gradient
for the intermediate-age stars in the RC catalog (see below),
the average metallicity can be used as a tracer of the orbits of
stars with different mean orbital radii. For example, if closed
orbits in the MW disk are non-circular (e.g., elliptical as dis-
cussed below), then the azimuthal dependence of the radius of
a closed orbit maps into an azimuthal dependence of the aver-
age [Fe/H]. Non-steady-state non-axisymmetric flows, such as
those induced by growth of the Galactic bar or transient spiral
structure, can also be traced by azimuthal [Fe/H] variations be-
cause the inhomogeneities in the [Fe/H] distribution induced by
these perturbations will remain visible for multiple dynamical
times. As a specific example, recent simulations of the evolu-
tion of galactic disks (Di Matteo et al. 2013) have shown that
for galaxies with a radial metallicity gradient, the presence (or
absence) of azimuthal metallicity variations in the stars can con-
strain recent radial mixing induced by the bar. Mixing induced
by transient spiral structure (Sellwood & Binney 2002) would
lead to smaller, but similar effects. Such mixing would induce
azimuthal [Fe/H] variations of comparable magnitude to the
radial variations that last for �1 Gyr.

We start by showing the radial midplane metallicity gradient
in Figure 18, specifically the median metallicity as a function of
Galactocentric radius for all stars in the RC catalog contained
within 50 pc from the midplane. The data can be well fit
by a single linear relation (except for a discrepant point at
R ≈ 12 kpc) with a slope of −0.09 ± 0.01 dex kpc−1 and a
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Figure 18. Radial metallicity gradient in the midplane of the Milky Way (heights
<50 pc) from 971 stars near the midplane in the DR11 APOGEE-RC sample.
The uncertainties in the slope and zero-point are both 0.01 dex. The metallicity
gradient of stars that are a few Gyrs old is quite steep in the midplane.

local normalization at R0 = 8 kpc of 0.03 ± 0.01 dex. Thus, the
median metallicity in the solar neighborhood is approximately
solar and the metallicity gradient is quite steep for stars
that are typically between 1 and 5 Gyr old (see Section 5).
This measurement agrees with previous determinations of the
metallicity gradient of intermediate-age stars (see Nordström
et al. 2004; Hayden et al. 2014, and references therein) and open
clusters older than ≈1 Gyr (e.g., Yong et al. 2012; Frinchaboy
et al. 2013).

The RC catalog covers a region around the Sun that spans
about 45◦ in Galactocentric azimuth φ, allowing the mapping
of the median metallicity in both R and φ. We extend the range
in vertical heights to include all stars in the RC catalog within
250 pc from the midplane such that we can use small pixels
in R and φ, as allowed by our precise distances. Figure 19
presents the two-dimensional behavior of the median metallicity
in rectangular coordinates. Figure 20 shows the azimuthal
metallicity residuals with respect to the median metallicity at
each radius in cylindrical coordinates. The typical uncertainty
in the median metallicity of a given two-dimensional spatial
pixel is about 0.02 dex. The residual map in Figure 20 clearly
demonstrates that there are no significant azimuthal variations
within the observed octant above the uncertainty of 0.02 dex;
deviations that are present have a standard deviation of 0.02 dex.
Remarkably, this constraint is more than an order of magnitude
tighter than the radial variation of the metallicity (Figure 18).
This is the first time that azimuthal variations in the metallicity
distribution of intermediate-age stars have been constrained.
Previous investigations of azimuthal gradients in the abundance
distribution of young tracers of the disk (ages �1 Gyr) have
obtained mixed results, with some studies seeing variations
(Davies et al. 2009), while others do not (Luck & Lambert 2011).
Because young tracers have ages that are not much larger than
the rotational period (Tφ ≈ 250 Myr; see below), their azimuthal
distribution likely more strongly reflects their birth properties
than dynamical stellar mixing. The opposite is the case for the
RC stars that we use, which are all older than 1 Gyr ≈ 4 Tφ and
are typically 2 Gyr = 8 Tφ (Figure 15).

The absence of significant variations in the median metallicity
with Galactocentric azimuth limits the extent to which closed

Figure 19. Two-dimensional distribution of the median metallicity near the
midplane (heights <250 pc) from 4,330 stars in the DR11 APOGEE-RC sample.
This figure shows a map of the median metallicity in rectangular coordinates.

(A color version of this figure is available in the online journal.)

Figure 20. Absence of azimuthal metallicity variations in the Milky Way disk.
This figure shows the azimuthal variation of the median metallicity (with respect
to the median for each radius, see Figure 18) in cylindrical coordinates. There
are no azimuthal variations in the ≈45◦ region near the Sun to within the
uncertainties of ≈0.02 dex.

(A color version of this figure is available in the online journal.)

orbits in the Galactic disk are non-circular. As an example
we consider that the MW disk is elliptical due to a m = 2
perturbation ∆Φ = εΨV 2

c /2 cos 2 (φ − φb) to the potential Φ0

where εΨ is the dimensionless amplitude of the perturbation,
Vc is the circular velocity, and φb is a position angle (Kuijken
& Tremaine 1994); we assume that the unperturbed circular
velocity curve is flat, i.e., Φ0 ∝ ln R. The ellipticity of the
equipotential surfaces and of the closed orbits is ≈1 − εΨ. Such
ellipticity in the MW is only mildly constrained, especially if
the Sun lies near the minor or major axis of the perturbation
(Kuijken & Tremaine 1991, 1994), but ellipticities of ≈5% are
common in external MW-like galaxies (Rix & Zaritsky 1995).
If εΨ ≈ 0.05 in the MW, then there will be coherent non-
circular flows with an amplitude of ≈10 km s−1 and estimates
of the circular velocity could be impacted by similar amounts
(Kuijken & Tremaine 1994).

Elliptical motions that lead to radial variations larger than
200 pc along closed orbits within the ≈45◦ azimuthal region
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Figure 21. Constraints on the ellipticity of the MW’s disk from the absence
of azimuthal metallicity variations within a ≈45◦ region near the Sun. The
ellipticity is induced by a static cos2φ perturbation to an axisymmetric, flat-
rotation-curve background potential with equipotential surfaces with ellipticity
1−εΨ and a position angle φb . The constraints are shown in terms of parameters
cΨ and sΨ that describe perturbations that are symmetric and asymmetric,
respectively, with respect to the Sun–Galactic center line. Ellipticity that leads
to radial variations larger than 200 pc for closed orbits within the observed
azimuthal range would induce azimuthal [Fe/H] variations �0.02 dex and
are therefore ruled out. Asymmetric (|sΨ| � 0.05) and positive, symmetric
(cΨ � 0.05) are strongly constrained. Models in which the local standard of
rest (LSR), i.e., the rotational velocity of the local closed orbit, is ahead of the
axisymmetric circular velocity without an accompanying mean radial motion of
the LSR (cΨ < 0, sΨ ≈ 0) are allowed. An example of such a model is indicated
by the ×.

near the Sun lead to �0.02 dex azimuthal variations in the
average metallicity. As we do not observe such variations,
these closed orbits are disfavored by the data. Specifically, we
consider any elliptical closed orbit that leads to |∆R| > 200 pc
for any of the |∆φ| between 25◦ and −15◦ to be ruled out.
We present these constraints in Figure 21. This figure uses an
alternative parameterization of the elliptical disk potential where
the perturbation is split into a component cΨ = εΨ cos 2φb that
is symmetric with respect to the Sun–Galactic-center line and
a component sΨ = εΨ sin 2φb that is asymmetric. Elliptical
models where the Sun lies on the major or minor axis (sΨ ≈ 0
and cΨ > 0 and <0, respectively) are much less constrained
than models where the Sun is in between the major and minor
axis (cΨ ≈ 0). This is because for the latter models R(φ) is
almost entirely monotonic with φ within the observed region,
such that large |∆R| occur; if the Sun lies near the major or
minor axis, much smaller |∆R| exist. Models where the Sun
lies near the minor axis are the least constrained, with large
cΨ < 0 allowed by the data. In such models the closed orbit at
the Sun’s position has a rotational velocity that is larger than the
average, axisymmetric Vc by |cΨ| Vc; offsets up to 40 km s−1 are
allowed by these data. In particular, a model where the closed
orbit near the Sun is ahead of the average Vc by 14 km s−1 as
proposed by Bovy et al. (2012a) to explain the APOGEE stellar
kinematics in the disk, is allowed; this model is indicated in
Figure 21 by a white cross. RC data from the final year of

APOGEE combined with data from APOGEE-2 will extend the
mapping of azimuthal [Fe/H] variations over at least φ = 45◦

to φ = −45◦. This mapping will allow limits on cΨ and sΨ that
are �0.05.

If the MW’s bar or spiral structure now or in the recent past
had induced significant radial mixing of stars, this generically
leads to azimuthal variations over similar spatial scales. The
fact that we observe azimuthal metallicity variations to be
smaller than the radial metallicity variation over ≈200 pc (the
metallicity gradient is ≈0.1 dex kpc−1 or 0.02 dex (200 pc)−1),
indicates that no significant radial mixing over these spatial
scales has recently occurred (see Di Matteo et al. 2013 for a
detailed discussion of this in the context of mixing induced
by a bar; see also the azimuthal variations in the density of
migrating stars in Figure 10 in Roškar et al. 2012); specifically,
�10% of stars can have migrated �2 kpc with ∆φ ≈ 45◦ near
the Sun. Any azimuthal variation will smooth out after the
mixing ends. Because the MW’s rotation curve is approximately
flat in the region where we map the median metallicity (e.g.,
Gunn et al. 1979; Bovy et al. 2012a), |dΩ/dR| ≈ Ω/R, such
fluctuations over a scale ∆R across an azimuthal range ∆φ
near the Sun would disappear in approximately few × Tφ ×
(∆φ/360◦) ×

(

R0/ max(∆R, σRg
)
)

, where Tφ is the rotational
period (≈250 Myr) and σRg

is the spread in guiding-star radii
(≈0.1 R near R0 or about 1 kpc for the intermediate-age disk;
Bovy et al. 2012a). For fluctuations below 1 kpc over the 45◦

range probed by the DR11 APOGEE-RC catalog, this timescale
is approximately a few times 250 Myr near the Sun and about
50% larger in the outer disk regions shown in Figure 20.
Therefore, our constraints on mixing on kiloparsec scales apply
to approximately the last Gyr of the MW’s evolution. However,
quantitative constraints on realistic migration scenarios will
require more detailed modeling of the azimuthal signature of
radial migration, its dissolution over time, and its observability
within the APOGEE survey volume.

The absence of azimuthal variations in the median metallicity
can also be used to constrain distance systematics. Any system-
atic distance offsets in the RC sample would induce azimuthal
gradients in metallicity: such offsets would distort rings of stars

at constant R onto a locus spanning a range of apparent R̃,

with a strong correlation between R̃ − R and azimuth φ. The

metallicity distribution of stars at a constant apparent R̃ would
therefore show apparent azimuthal variations that correspond to
the real radial variations. Changing all of the distances in the RC
catalog by 50% upward or downward induces clear azimuthal
variations at large and small R, respectively. Assuming that there
are no intrinsic azimuthal variations, this result excludes such
large distance systematics. Smaller distance systematics induce
smaller azimuthal gradients, and azimuthal variations over the
volume probed by the RC catalog are minimized for distance
systematics within a few percent of the distances that we as-
signed in Section 3 (using the maximum of the median absolute
azimuthal deviations δ[Fe/H] in ∆R = 1 kpc bins to quantify
the accuracy of the distances). Thus, we conclude from this test
that the distances in the RC catalog are accurate to a few per-
cent, in agreement with the considerations in Section 3. Because
contamination by RGB stars at significantly different distances
(typical differences of ∼70%) would lead to distance systemat-
ics, this test also indicates that the overall RGB contamination
must be �5%, in accordance with the direct contamination es-
timates using asteroseismic evolutionary-state classifications in
Section 2.
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8. CONCLUSION

We have presented a new method for selecting individual
likely RC stars from spectro-photometric data. This approach
was used to produce a sample of RC stars with high purity
from the APOGEE data set. The selection technique is a
combination of simple cuts in (log g, Teff, [Fe/H], [J − Ks]0)
motivated using stellar isochrone models and calibrated using
high-quality seismic log g data from a subsample of APOGEE
stars with measured oscillation frequencies from Kepler. These
cuts in particular select RC stars for which the intrinsic absolute-
magnitude distribution is very narrow (σ � 0.1 mag), such
that highly precise distances for these stars can be obtained.
Tests using Kepler stars for which the evolutionary state was
measured from their photometric variability show that the purity
of the sample is �93%. Using stellar isochrone models we
calculate the small (�5%) deviations from a standard candle
RC magnitude and we calibrate the distances against RC stars in
Hipparcos. This procedure results in distances that are unbiased
to within ≈2% and have random uncertainties of ≈5%.

We produce the APOGEE-RC catalog using the new RC
selection method and distance calculation. This catalog is
currently based on SDSS DR11, and contains 10,341 stars with
accurate and precise distances, stellar parameters, and elemental
abundances. The catalog will be released publicly as part of the
public combined DR11/DR12 data release (currently scheduled
for 2014 December); full details on the contents of the catalog
will be given in the documentation accompanying this data
release. Future data releases of SDSS-IV will expand the current
RC catalog and the data it contains.

The APOGEE target selection and the subsequent RC selec-
tion introduces biases in the way the underlying stellar popula-
tions are represented in the sample. These biases are important
for many detailed investigations of the abundance structure of
the disk and need to be corrected for. As discussed in Section 4,
we have determined the manner in which stars in the RC cata-
log were selected from the underlying 2MASS photometry for a
subsample of stars for which this is possible. Selection weights
for this statistical sample are included in the catalog and code
that evaluates the selection function will be made publicly avail-
able with the release of the catalog. Beyond this first bias are
the astrophysical selection effects due to the fact that RC stars
as any other kind of giants are an age- and metallicity-biased
tracer of the underlying populations. These effects are discussed
in detail in Section 5. The main conclusion from this analysis
are that the biases are relatively constant with metallicity for a
given star-formation history, but they depend at the 25% level
on the star-formation history.

The RC catalog will be useful for exploring the full stellar
distribution function of spatial location, kinematics, and abun-
dances in the MW disk, because of the large volume covered by
the data, the precise distances permitting study of the smooth
structure and any substructure to be resolved, and the avail-
ability of a large number of elemental abundances from the
high-resolution APOGEE spectra. In Section 6.3, we showed
that Gaia will soon provide highly precise proper motions for
the vast majority of stars in the RC catalog, giving transverse
velocities precise to <5 km s−1 over the volume covered by
the RC catalog, while the photometric RC distances will re-
main more precise than the Gaia parallaxes. This information,
combined with the excellent APOGEE line-of-sight velocities
with uncertainties �0.1 km s−1, will allow explorations of the
kinematics in the MW disk that are not limited by velocity
uncertainties. Currently, stellar parameters measured from the

APOGEE spectra are limited to Teff , log g, [Fe/H], and [α/Fe],
but these already lead to qualitatively new constraints on the
abundance distribution in the MW’s disk. In Section 7 we used
the current RC catalog to make the first map of the azimuthal
metallicity distribution of stars of a few Gyrs old and we limit
azimuthal variations of the median metallicity to be �0.02 dex.
This result limits the overall ellipticity of the MW disk and
the amount of large-scale stellar radial mixing within the last
Gyr. In D. Nidever et al. (in preparation), we explore the dis-
tribution of ([Fe/H],[α/Fe]) over 5 kpc < R < 12 kpc and
|Z| < 2 kpc with the large data set of RC stars, which allows
strong, novel constraints on the chemical evolution of the MW’s
disk.
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