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Abstract
This paper shows how previous research into
navigation through urban environments, which
has emerged from the discipline of urban
planning, can be adapted to enhance the design of
information visualisations. The paper draws on
Kevin Lynch's seminal work on the legibility of
urban landscapes in order to propose a set of
general techniques which can be applied to the
task of information visualisation. It describes a
specific instantiation of these techniques called
LEADS, a legibility system which post-processes
the output of a range of existing visualisation
systems in order to enhance their legibility. The
paper provides four examples of the application of
LEADS to different information visualisations.
Following this, it discusses experimental work,
the conclusions of which provide some tentative
support for the likely success of this approach.
The outcomes of this work are both a recognition
of the important relationship between the
disciplines of urban planning and the design of
information visualisations as well as more
concrete algorithms to be used by the designers of
such visualisations.1

1.We would like to gratefully acknowledge the support of
the UK’s Engineering and Physical Sciences Research
Council (EPSRC) in this work.

1. Introduction

This paper concerns the structure and navigation
of information visualisations. More specifically, it
provides some observations on how the design of
such visualisations might affect people's ability to
learn to navigate them. These observations are
then translated into computational techniques (i.e.
algorithms) for enhancing visualisations. In turn,
these techniques are backed up with experimental
results providing some early indications of their
potential usefulness.

This work has arisen from the observation that
research into the relationship between spatial
form and navigation has not only been confined to
the realm of information visualisation; there has
been a wealth of previous research on this topic in
the fields of urban planning and architecture. In
many cases, this work has yielded concrete (!)
results in terms of well defined design principles
to support navigation in real-world spatial
environments. The work described in this paper
borrows directly from this previous research and
applies it to the task of information visualisation.
We focus in particular on the concept of the
legibility of an urban landscape as initially
developed by Kevin Lynch in the 1960s. Lynch's
work focused on how an individual might develop
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a so called cognitive map of an urban landscape as
a result of repeated exposures to it. Following a
series of experiments involving the navigation of
real cities, he proposed the existence of five key
features of an urban landscape which, if correctly
designed, could enhance people's ability to form a
cognitive map. These were: districts, edges,
landmarks, paths and nodes.

This paper reviews Lynch's work and then goes
on to develop a series of computational
algorithms for automatically generating or
emphasising these features in a range of
information visualisations. It describes the
implementation of these algorithms as a
“legibility layer” called LEADS which post-
processes the output of various information
visualisations in order to provide additional
navigation support. As such, this paper is not so
much concerned with the core design of
visualisation layouts as it is with how existing
visualisations can be enhanced. Some evaluation
experiments are then described, the results of
which provide some initial justification for these
algorithms and for this approach in general.

2. Goals and relationship to
previous work

Before progressing further, it is first necessary
to clearly state the problem that we are trying to
address and to say something of its relationship to
previous work on navigation and visualisation.
Our work builds on two areas of research:
navigation within large-scale information systems
and related to this, the design of graphical
information visualisations.

A problem which is often encountered in the
use of large computer based information systems
is that of getting lost. For example, considering
the area of Hypertext and Hypermedia systems for
a moment, Elm and Woods [1] define three
categories of being lost:

• Not knowing where to go next;
• Knowing where to go but not how to get there;
• Not knowing a current location in relation to an

overall context.
I addition other categories might be

considered, such as mistaking the global or local
frame of reference, erroneously believing one
knows one’s location or the path to the goal, or
simply being disoriented.

Jacob Nielsen addressed this issue in a number
of related papers [2][3][4] citing cases where
users were unable to return to given locations
within a hypertext system. A number of solutions
have been proposed to these kinds of navigation
problems, including guides, tours and various
backtracking mechanisms. Indeed, variants of
these have been integrated in the current
generation of World Wide Web browsers (e.g.
bookmarks and hot-lists). These techniques,
however, introduce their own problems; for
example, the passive movement mode in guided
tours may inhibit learning of the system and
reduces the hypertext to a linear form and
although the information provided might help in
some tasks a more active approach is preferred.
As a result, Nielsen has proposed the use of
overview diagrams (effectively maps) and fish-
eye techniques to provide both local detail and
global context. This naturally leads us on to the
subject of visualisation.

Information visualisation techniques are
intended, at least in part, to overcome some of
these problems for a range of different
information systems. So called “focus and
context” techniques aim to situate a specific item
of information within a representation of its
surrounding context, thereby addressing the third
of the above categories of being lost. Perhaps the
best known examples of this approach are the
Perspective Wall [5] and Cone Tree [6]
visualisations from Xerox PARC.

More recently, researchers have begun to
explore the potential of three dimensional
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information visualisations which utilise
interactive 3-D graphics to allow one or more
users to situate themselves within a visualisation
and to move about it or fly over it. Authors such
as Thomas Erikson [7] and Kim Fairchild [8] have
argued that three dimensional visualisation
techniques may help increase the amount of
information that people can meaningfully manage
and, although the merits of the 3-D approach
remain largely unproved, there is clearly a
growing interest in this field. Indeed, there have
already been numerous specific examples of three
dimensional visualisations, many of the best
known ones having been reported at the ACM’s
series of Computer Human Interaction (CHI)
conferences.

The work described in the paper builds upon
previous work concerning the navigation of
information systems and the construction of
information visualisations. Our specific aim is to
introduce a framework for automatically
enhancing existing information visualisations so
as to aid users in more easilylearning to navigate
them. As such, we are not directly concerned with
the design of specific visualisation layouts or
indeed with application to specific kinds of
information systems. Although the examples that
we use to illustrate our work are largely based
upon document repositories, the World Wide
Web and three dimensional visualisations, our
techniques are intended to be applicable across a
wider range of visualisation styles and underlying
information systems than these.

At this stage, we must also be careful to
precisely state our interest in navigation. We are
not primarily concerned with the mechanics of
controlling the movement of viewpoints and
embodiments (although we will briefly touch on
this theme later on); nor are we primarily
concerned with how people find their way around
unfamiliar information environments (i.e. ones
that they haven’t seen before). Instead, our
specific aim is to support people in learning to

navigate visualisations as a consequence of
repeated exposures to them over a period of time.
In other words, we are concerned with how people
can be aided in gradually learning the structure of
a graphical space. We anticipate that the
techniques that we propose will be mostly
applicable to visualisations which are persistent,
which evolve relatively slowly and which are
repeatedly visited (a visualisation of a region of
the World Wide Web would be a good example).

Our approach to this particular navigation
problem has been to apply legibility techniques,
developed in the domain of urban planning, to the
domain of information visualisation. This
approach has also been recently adopted by other
researchers. Rudy Darken and John Sibert [9]
have considered a number of issues associated
with navigation in virtual environments. They
have evaluated a space which makes use of
legibility features such as landmarks and districts
(see section 3) to aid navigation tasks in a flat
simulation of the sea containing ship objects. In
developing the BEAD system Matthew Chalmers
[10][11] has also considered the use of legibility
features, among other techniques, in the
production of useable information spaces and uses
landmarks, edges and districts in a visualisation
system based on a landscape metaphor.

This work presented here differs from this
research in its development of techniques to
automatically construct legibility features in the
abstract spaces produced by a variety of existing
or future visualisation systems. One of our main
aims has been to accomplish this without
requiring the users of visualisation systems to
perform the placement of the features manually.
Note also that because this research draws heavily
on city planning literature this paper uses
terminology from this area rather than the more
traditional terminology of computer graphics.

In summary then, our aim has been to generate
and evaluate techniques for automatically
enhancing the legibility of information
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visualisations in order to support users in more
easily learning to navigate them over a period of
time. The remainder of this paper is structured as
follows. Section 3 reviews previous work on
navigation in urban environments and introduces
the key concept of legibility as proposed by
Lynch. Section 4 adapts the concept of legibility
to the task of information visualisation and
describes the set of algorithms and techniques
which have been developed for the automatic
creation or enhancement of legibility features.
Next, section 5 demonstrates the application of
our algorithms to four existing visualisations: a
network drawing tool, an interactive searching
interface to a document repository, a scatter graph
drawing tool and a landscape oriented document
visualisation. Section 6 describes an initial
experiment to assess the effectiveness of this
implementation. Finally, section 7 offers by some
reflections on specific problems encountered with
this work and outlines possible next steps in its
evolution.

3. The legibility of urban
environments

Legibility, in the context of urban
environments, is a term which has been used for
many years in the discipline of City Planning.
Work in this area has focused on the ease with
which people are able to learn the layout of a city
and then use this knowledge to perform
wayfinding tasks. In his book “The Image of the
City” [12] Kevin Lynch defines the legibility of a
city as:

“-the ease with which its parts may be recognised and
can be organised into a coherent pattern-”

Here, Lynch is referring to the formation of a
cognitive map within the persons mind [13], a
structure which is an internal representation of an
environment which its inhabitants use as a
reference when navigating to a destination. It is

proposed that cognitive maps fall into two types.
Linear or sequential maps are based on movement
through the space, or sequential images of a route,
and what is observed on the journey. Spatial maps
do not require this reference movement through
the imagined space and so areas within the map do
not need to be linked to routes through the area. A
persons cognitive map may change over time.
Typically, when we are new to an area our
cognitive map will be linear but this will usually
evolve to become increasingly spatial. Also,
active exploration of an environment, as opposed
to being guided thought it, encourages the
formation of richer maps which are more likely to
be spatial. For more detail on the formation of
spatial knowledge Piaget and Inhelder [14] and
Downs and Stea [15] are good starting points.

The Image of the City describes experiments
carried out in a number of major US cities which
suggest how cognitive maps are built up over
time. The experiments involved obtaining
information from long term inhabitants of the
cities in the form of, for example, interviews,
written descriptions of journeys through the city
and drawn maps. By examining this data Lynch
identified five major elements of urban
landscapes which were identified by the
inhabitants and used as the main building blocks
of their cognitive maps. These features are:
• Landmarks. Static and recognisable objects

which can be used to give a sense of location
and bearing. Examples of landmarks might be
prominent buildings or monuments or, on a
smaller scale, recognisable shopfronts or
roadside installations.

• Districts. Sections of the environment which
have a distinct character which provides
coherence, allowing the whole to be viewed as
a single entity. Districts may be identifiable,
for example, by the nature of the architecture
of the buildings in the area or by their use.

• Paths. Major avenues of travel through the
environment such as major roads or footpaths.
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• Nodes. Important points of interest along
paths, e.g. road junctions or town squares.
There is clearly a strong link between paths and
nodes.

• Edges. Structures or features providing
borders to districts or linear obstacles.
Examples might be the waterfront in cities
built on large rivers, or a major road. Note in
the latter case that the road may have a dual
nature, being a path for someone travelling in a
car but an edge to the pedestrian.
Urban environments also contain other cues

for navigation which we might consider including
in virtual worlds. In particular we be interested in
the use of signposts. In city planning there is some
contention over the use of signs as they are
sometimes considered to be, to some extent, an
admission of failure in the initial design of a
navigable space [16]. However, other researchers
point out the extent with which signs are
integrated with the everyday process of
wayfinding and so consider them an essential
element in the urban landscape. We will return to
the subject of signposts later on.

4. Legibility techniques for
information visualisation

In this section we consider how the general
notion of legibility and the five specific legibility
features identified by Lynch might be adapted for
use in information visualisation systems. The
algorithms proposed here were initially presented
in [17]; we represent them here for completeness
before progressing to discuss recent applications
and experimental evaluation.

 We have stated above that the formation of
cognitive maps is a learning process, so the spaces
to which we apply legibility enhancements must
allow learning to happen. This leads us to define
the following criteria for spaces to which out
techniques might most usefully be applied. First,

the space, or the visualisation, ought to persist
over a long period of time. This is necessary in
order that enough time is available for learning of
the space to take place. Second, the information in
the space must be relatively stable when
considered in terms of the ratio between the
number of changes occurring and the overall
volume of information present. Two problems
may arise if the data is constantly in flux; it may
be difficult to actually produce and place the
legibility features in a useful way; and even if we
could they would quickly become irrelevant,
either because they no longer related to the data or
because they moved too frequently to act as useful
reference points. Finally, the space should be
available for users to re-enter and use repeatedly.
This will allow learning over time to take place
naturally.

The usefulness of legibility features then
obviously depends on the whole data space being
used in a browsing mode rather than viewing only
pieces of data which match a search query or
travelling directly to such objects in the space. We
believe that a useful aspect of visualisation
techniques is the ability to present data in the
context of related pieces of information and hence
that browsing is an important part of using such a
system. Chalmers [10] notes that large
information spaces are often difficult to access
because the user has difficulty recognising an
effective starting point for browsing the data. He
suggests that searches can provide this ‘way into’
the information. It is our hope that by enhancing
the process of learning the layout of the space the
use of legibility features may also help users
establish an initial starting point for browsing.

The following sub-sections now describe how
each of Lynch’s five legibility features might be
introduced into a general information
visualisation. This order in which they are
presented (districts, edges, landmarks and then
paths and nodes) is significant as the placement of
some of the features depends on others which
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have already been generated.
We also describe how these proposed

techniques have been implemented in a prototype
system called LEADS (LEgibility for Abstract
Data Spaces). LEADS has been constructed as an
example “legibility layer”, an independent sub-
system which, following some configuration and
basic integration, is able to post-process the
output of other visualisation systems in order to
enhance their legibility. LEADS is referred to
throughout as a concrete example of how our
techniques can actually be realised. However, we
urge the reader to bear in mind that other
implementations are possible.

Returning briefly to the nature of the
information visualisation space, most such
systems can be very broadly classified into two
types: those which map attributes of the data
directly onto the axes of the space, in the manner
of a scatter graph, or those which use some
incremental algorithm to draw similar objects
closer together. We would like to point out that
the techniques we are describing here may be, and
have been, applied to both types of space with
equal efficacy.

4.1. Districts

The discovery of districts within the data is a
matter of finding groups of items which have
strong similarities to each other which they do not
have with other items in the space. Bearing in
mind the goal of the work which is to accomplish
the placement of features automatically, the
discovery of these groups is not a trivial
procedure. Some of the problems that must be
contended with are: how many of these groups
exist? how do we measure (dis)similarity between
data items? when do we stop trying to divide the
groups that we already have?

In order to identify districts within an arbitrary
data space we can use techniques from the field of
cluster analysis, for which a number of algorithms

have already been developed. Such algorithms
take collections of data and analyse them
according to the strengths of similarity of their
different attributes. The output a clustering
algorithm is a set of discrete clusters of data items
which we directly map onto the idea of different
districts in a visualisation of this data. Once
districts have been identified, they need to be
represented in the visualisation. For example, one
might use the attributes of colour and shape to
give each district a distinct character (see below
for examples). Districts also provide the basis for
creating the remaining legibility features.

It should be remembered however that the
prime purpose of the representation of districts in
the information visualisation systems is to provide
a segmentation of the space which can be used as
a reference for navigation. Therefore, while it is
desirable for the districts to have a semantic
relevance the strict accuracy of the classification
method need not be an overriding concern. We
accept that this is a major research issue in itself
and that there are a number of issues which could
be considered, such as fuzzy boundaries between
clusters and hierarchical classifications, but our
priority has been to establish a clustering tool
which can be applied to a large variety of spaces
with little or no modification. Scope exists to
extend and explore the use of other aspects of
classification methods as further research.

In choosing an algorithm for the initial LEADS
implementation, we set the criteria that it should
be simple, due to time constraints on the project,
relatively computationally inexpensive and
reasonably effective for a wide range of clusters.
We have initially adopted Zahn’s Minimal
Spanning Tree algorithm (MST) [18]. This
algorithm first constructs a minimal spanning tree
of the data such that the edge values are taken to
be the euclidian distance, or other similarity
measure, between the items. Clusters are then
produced by identifying and eliminating
inconsistent edges, which are defined as edges of
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the spanning tree whose values are significantly
greater than the nearby edge values. For example
an edge might be eliminated if it its length more
than twice the mean length of other edges within
a certain number of steps of if it is more thann
times the standard deviation of those edgeslonger
than the mean. Useful values forn are usually
between 2.0 and 3.0.

The basic algorithm as described by Zahn is
able to detect clusters of varying shapes and sizes
so long as they are relatively distinct (some of the
specific cases where it will not perform accurately
are described in Zahn’s original paper). A specific
advantage for LEADS is that the use of minimal
spanning trees lends itself to cluster analysis of so
called network structured spaces where one can
identify explicit links between data objects (e.g.
hyper-media structures or generalised object
models). The drawback to this is that in spaces
where no such graph structure exists it is
necessary to assume a fully-connected graph
structure, where each object is conceptually
connected to all others. This means that the MST
algorithm must make use of a complete matrix of
distance values between the objects, making this
step of the algorithm quite computationally
expensive. Despite this, and especially in the case
of network spaces, when compared to other
clustering algorithms this method is relatively
inexpensive computationally. Fast algorithms for
producing minimum spanning trees are well
known and the identification of inconsistent edges
is relatively simple.

A potential problem with the use of a
clustering algorithm to discover districts within
the data is the coherence of the clusters in the
space. If the clustering is based on a similarity
measure which uses alln dimensions of the data,
wheren may be much larger than three, then when
the data is mapped onto the three dimensions of
the space then it cannot be guaranteed that the
objects within each cluster will form a coherent
group. In practice here we are relying on the

efficacy of the underlying visualisation system to
provide a layout for the space which provides a
high enough degree of proximity between similar
objects. The systems to which we have applied
LEADS so far have shown no obvious signs of
cluster fragmentation. We have also considered
other methods of dealing with this potential
problem, such as basing the clustering on a
weighted combination of the similarity based on
the data and euclidian distance in the space, or
using other clustering algorithms based on more
highly spatial criteria.

4.2. Edges

The next feature we need to cover is the edge.
These are (usually) imposing features which
section off one area from another. It seems
sensible therefore to define edges as existing
between adjoining districts. The main problems to
be solved with edges are: between which districts
should they be placed? what shape should they
be? how big should they be and how should they
be positioned and oriented?

We will consider three possible methods for
defining edges. The first is a quick and dirty
method which will not be effective for all shapes
of clusters but which might work tolerably well
for those which are generally spherical or cuboid
in shape. This simple approach is to find the
nearest neighbour data items between the clusters
using the same similarity measure as was
employed in the initial clustering process. The
edge can them be placed between the clusters
along the line connecting these two items, with an
appropriate orientation. Provided that the objects
do not excessively cut into the clusters or are
positioned far from their logical joining point
these methods should be effective in providing a
reference point and defining the borders of
clusters.

The second method involves finding the hull of
each district and creating an edge just beyond this.
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This has a number of drawbacks. Most
importantly finding the hull of the cluster of
objects in 3D space is not a trivial task and would
work out to be computationally expensive.
Considering that the system will already be
carrying out a large number of computations in
order to carry out the clustering to produce
districts the trade-off between complexity and
accurate positioning of the edge objects becomes
quite important, especially if the situation of
having to completely redo the whole legibility
process after a large number of changes to the
space looks likely to occur often.

The third method is a refinement of this which
again involves finding the hulls of the adjoining
districts. Once this is complete the edge could be
defined by interpolation between the points along
adjoining edges of districts, as shown in figure 1.
Sophisticated interpolation methods might
produce a smoother edge topology at the expense
of some time, as shown in Figure 1. One possible
problem with this would be deciding which pairs
of data items to use for the interpolation process.
Items would need to be in the same general area of
the space but problems might occur in making the
choice, for example, where the items are densely

Cluster 2

Cluster1

Figure 1: Formation of edge between districts by
interpolation between pairs of adjacent data items

packed. It would also be necessary to consider
whether objects may belong to more than one pair
where the interpolation process is concerned.

Considering the problems that would come
with attempting to find the hulls of all the clusters
for the initial implementation of the LEADS
system we decided to use the first method
described here, positioning the edges between
cluster nearest neighbours. This highlighted the
problem of deciding the orientation and size of the
planes used to represent the edges. In orientating
edges the method used is to simply align the
object’s shortest axis with the line joining the
spatially nearest neighbours. This provides a
reasonable orientation in the majority of cases.
The size of the edge is dictated by the size of the
clusters which it separates. The philosophy used is
to make the edge some proportion of the size of
the smaller cluster in the direction of the two
major axes of the edge. The proportion currently
used is 80%, but this may be defined by a system
resource. This means that the edge can never
overwhelm the smallest cluster of the pair and that
its size is dependent on its orientation to some
extent.

4.3. Landmarks

Landmarks need to be stable points within the
data space that can be used as a common reference
point for navigation. We will illustrate three
possible methods which we have devised for
defining landmark positions.

The methods described here are based on the
definitions of the districts and will therefore rely
on these being quite stable so that the landmarks
are not constantly moving as the database
changes. This should not be a problem in the
relatively slow moving type of space for which
the system has been designed, although it must be
expected that the landmarks will be subject to
some drift over time as the database profile
evolves.
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Method 1: Cluster centroids (see figure 2).
Most partitional clustering algorithms will define
the centroid of a group while it is being formed.
This centroid is a virtual data element that best
describes the cluster as a whole. Our first method
is to simply define landmarks to be the cluster
centroids as defined within the clustering
algorithm. If the algorithm used does not define
centroids it should be possible to simply apply a
centroid generation method similar to that which
would be used with a clustering algorithm to the
finished clusters. A slight variation of this method
might be to place the landmark at a cluster's
geometric centre. This method will therefore
define a single landmark for each of the clusters
which could act as a beacon for navigation to the
heart of the district

The main question to consider is if this is the
most suitable place for a landmark. The centre of
the cluster may be densely populated with data
items but on the other hand it could just as easily
be rather sparse. In large clusters these landmarks
may easily become lost in the vast group. We
suspect that this method of placing landmarks
might not take account of the concentration of
clusters and data and so will not necessarily
position landmarks in areas where external
references were most useful. We also feel that the
districts may already be sufficiently well defined

Figure 2: Cluster centroids as landmarks

Cluster Centroid

Landmark

by their own character and edges so that reference
points at their centres might not be essential.

Method 2: Cluster intersections (see figure 3).
This second method places landmarks wherever
more than two districts intersect. This is a simple
method that requires identifying which districts
are adjacent and finding a midpoint between the
closest members of the districts. This method
results in fewer landmarks than simply using the
centroids but those landmarks which are created
appear in the areas of the space where a number of
clusters meet. This implies that these are areas
where there are a number of clusters bordering on
each other. It is in this sort of area where a stable
reference point might help in navigation and so is
a better choice for the placement of landmarks.

Method 3: Cluster centroid triangulation. The
final method again uses the centroids of the
districts but will place landmarks at the centre of
the triangles formed by the centroids of any group
of three adjacent clusters. This is illustrated in
figure 4 and will produce approximately the same
number of landmarks as the cluster intersection
method. The position of the landmarks, although
seemingly quite similar to that produced by
Method 2 is significantly different in that the
landmark is placed in a central position between
the points which most typify the districts rather
than relying solely on the geometric point of
intersection. We suspect that this will give a more

Cluster Centroid

Landmark

Figure 3: Cluster intersections as landmarks
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even balance to the placement of the landmarks
than simply positioning them at the intersection
points and will make the landmark positions more
responsive to the shapes of the clusters as well as
their positions. This is the method that we have
implemented in the LEADS system.

It is anticipated that this final method might
give rise to some drift in the position of landmark
objects over time. However, if the space satisfies
the criterion of relative stability over time this
movement should not be enough to render the
landmarks ineffective as reference points.

4.4. Nodes and paths

Nodes and paths are strongly inter-related and
will therefore be considered together. We propose
that paths should be composed of links between
individual elements of the visualisation.
Eventually, we intend paths to evolve as a
function of use of the space with information
about movement of users and database access
being recorded for this purpose. Two main issues
therefore need to be considered. The first is
which, if any, elements will be used as initial
nodes and paths, before any usage information has
been gathered. The second is how the path layout
will evolve with use. So far, we have implemented
algorithms for the first of these and have

Figure 4: Landmark positions calculated using
cluster centroid triangulation

Cluster Centroid

Landmark

proposals for the second.
The choice of initial nodes and paths in an

unused information space is a difficult problem.
On one hand it will be useful to have these
features available to aid initial legibility and
imageability of the space while on the other hand
we must be careful not to colour the usage of the
space too much. Presuming that absolutely no
usage information has been recorded, it will be
necessary to make educated guesses at data
elements which might possibly become nodes
through usage. We have implemented the
following approach in LEADS:
• The nearest neighbour elements between

districts might represent good initial choices as
these are the most similar items across district
boundaries. We shall call such nodes gateways.

• An additional main node for each district might
be defined as that data element closest to the
centroid of the cluster as this might be seen as
being the item most typical of the district. In
network type spaces there may be further data
available to identify such nodes automatically,
such as connectivity information (valency) or
measures of amounts of data stored, both of
which imply importance.
The current LEADS implementation first

identifies the gateway nodes and forms paths
between nearest neighbour pairs in adjoining
districts and then within districts all the gateway
nodes are linked together with a spanning tree.

Considering dynamic usage information, we
propose that the positions of node, path and
gateway features should evolve in response to the
way in which they are accessed. The type of
statistics that will be used will be concerned with
both the frequency of access to individual items
and the sequence in which the items are examined.
For example:
• The ability of a data item to potentially become

a node might depend on the number of queries
which were made to the item within a certain
time period. For example, within each district
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this metric might be the topn% of the
frequently most used nodes. In network spaces
we might also consider the number of
connections which lead to and from the item,
itsvalency, as this may also be considered as an
indicator of the importance of the object in the
space.

• The definition of a path link between two
elements might depend on the number of times
those elements were accessed in sequence. For
example, we might define the set of path links
as the topn% of possible links wheren will be
found by experimentation.
In LEADS, we produce two levels of path

which reflect different levels of use within the
space. Within the set of path edges some of those
most used will be further highlighted to show the
most popular routes between gateways. Special
care must be taken however to evolve slowly from
the set of initial paths and nodes. We do not wish
to eradicate any legibility features that we have
defined too quickly, but it is also desirable that
paths and nodes do not remain in the space when
they do not accurately reflect its usage. It will also
be important to ensure the connectivity of paths to
all gateway nodes.

Other features

Text is an essential feature of many
visualisations. In information spaces, text may be
used as an identification sign of an area or
element, as a sign giving directions to other areas
or as an annotation. In his book Wayfinding in
Architecture, Passini talks at length about the
nature, placement and content of signs [13] and
we have adopted his philosophy where possible.
This book contains an in depth examination of the
wayfinding process and concludes that signs
should be placed at points in the space where
wayfinding decisions are necessary and also at
regular intervals between these point where the
distance is large as a reassurance to users. In an

urban environment a decision point would
generally correspond to an intersection on a path
so we are instantly provided with a possibility for
sign positions in the information space.

In three dimensional information
visualisations it is often difficult to maintain
orientation, and even more difficult to apply this
orientation to the data items in the space to
recognise how their attributes are mapped onto the
major axes. A useful addition to the space might
be an optional representation of the axes which
will display their orientation with respect to the
user and a textual annotation indicating which
attributes are mapped onto the axes in information
spaces where this is relevant.

Finally, a simple mechanism for realigning the
viewpoint with the major axes can easily be added
to the VR visualisation system to allow users to
easily correct unintentional rotations and to regain
a familiar orientation.

In summary then, this section has proposed a
number of techniques for generating or enhancing
legibility features in information visualisations
and has described how these have been
implemented in the LEADS system. The
following section now describes three example
applications of LEADS to different pre-existing
information visualisations.

5. Four example applications

We have applied LEADS to four different
visualisation systems, three of which were locally
available at the start of this research and a fourth
which was developed externally. These are:
• The FDP-Grapher tool for visualising three

dimensional network structures [19];
• The VR-VIBE  system for interactive

visualisation and searching of document
databases and the World Wide Web [20];

• The Q-PIT  3-D scatter-graph visualiser [20];
and
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• The BEAD document space visualisation
system [10][11];
Between them, these four examples cover a

range of different visualisation layouts which are
broadly representative of the different approaches
described in the literature. They also include
examples of fully 3-D visualisations where the
dimension of height is used in the same way as
depth and width and also a landscape style
visualisation where information is arranged
mostly in a plane and the dimension of height
enables the user to fly over the scene and to zoom
in and out.

We will now focus on each of these
applications in turn, describing the underlying
visualisation system and demonstrating the
effects of applying LEADS to its output. We will
give a particularly detailed description of the
FDP-Grapher example, showing images of the
various different legibility features in isolation, as
this was the example used for experimental work.
We will provide somewhat shorter descriptions of
the other examples, limiting images to more
general before and after shots.

5.1. FDP-Grapher

FDP-Grapher is a 3-D tool for visualising
arbitrary network structures. The underlying
visualisation approach is based on the Force
Directed Placement (FDP) technique where the
nodes of the network are treated as masses and the
links as springs [21]. Initially the nodes are placed
randomly and the system then passes through
repeated cycles of repositioning the nodes, based
on the tension in the links, until a relatively stable
formation is found. In addition, each link in the
network can be given a weight which will alter the
way in which the tension value is calculated. The
resulting visualisation shows the network drawn
in 3-D space such that densely inter-linked groups
of nodes are positioned closely together.

FDP-Grapher might have many applications.

One of our current applications is to visualise
regions of the World Wide Web; in other words,
to produce the kind of overview diagrams
proposed by Nielsen (see section 2). Users of this
application are able to:
• see an overview of up to a hundred or so linked

Web nodes defined by an initial position
(specified by a WWW URL) and a link
adjacency distance;

• navigate the resulting visualisation with six
degrees of freedom;

• select nodes in order to either obtain summary
information or to launch the Mosaic browser in
order to inspect their contents; and

• grab nodes and reposition them in order to
stretch out the visualisation;
The WWW is seen as an ideal underlying

database for this example because it satisfies all of
the criteria for an appropriate space as defined in
section 4. The WWW is highly persistent and is
re-used on a very regular basis by a large number
of users. Despite its perceived chaotic nature, the
WWW as a whole also satisfies our criterion for
stability, as the number of significant changes
made to its contents over short periods of time are
very small with respect to the overall size of the
database and the number of retrievals.

Figure 5 shows a number of different
screenshots from FDP-Grapher being used to
visualise a network of 239 nodes (the example
network actually used for experimentation). Each
screenshot is taken from the same point of view
but shows different combinations of legibility
features (LEADS allows the user to interactively
switch different features on or off). Figure 5 (a)
shows the basic visualisation with no additional
legibility features. Figure 5 (b) shows districts
distinguished by the colour and shape of their
constituent nodes. Figure 5 (c) shows the
placement of a number of landmarks within the
visualisation and figure 5 (d) shows how those
links representing key pathways are emphasised
through changes in colour and thickness. Figure 5
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(a) (b)

(d)(c)

Figure 5: LEADS applied to FDP-Grapher showing individual legibility features:
(a) no features, (b) districts, (c) landmarks, (d) paths
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(g)

(f)(e)

Figure 5:(cont.) Spaces with individual legibility features: (e) nodes (indicated by
increased size of data items), (f) edges, (g) all features together
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(e) shows the emphasis of key nodes by increasing
their size and figure 5 (f) includes a number of
additional edge objects between the major
districts. Finally, figure 5 (g) shows the
visualisation with all of the features turned on
simultaneously. When studying these images, it is
important to bear in mind that they represent a
distant perspective view and that the user is able
to fly right into the centre of the visualisation, in
which case they are surrounded by the nodes and
links. Thus, what might appear to be a somewhat
cluttered image from this distance becomes more
open from closer in or even inside.

5.2. VR-VIBE

The VR-VIBE visualisation [20] supports
information retrieval from electronic document
repositories and is a three dimensional and
interactive extension of the original 2-D VIBE as
reported by Olsenet al. [22]. Unlike traditional
text retrieval systems which only allow users to
run a single keyword search at a time, VR-VIBE
allows users to explore the effects of comparing
and dynamically manipulating multiple
simultaneous keyword searches. In essence, a
number of keyword searches are defined, each of
which consists of one or more text keywords.
These are then positioned in a virtual space to
form a spatial framework of queries. Document
icons are positioned within this framework
according to the strengths of their relative
attractions to each query (i.e. the more strongly an
individual document matches an individual query,
the closer it is placed to it).

VR-VIBE users may dynamically interact with
the visualisation in a number of ways: selecting
documents displays summary details or launches
Mosaic to view the document source if stored in
the WWW (links are maintained from the local
document repository into the Web); raising a
relevance filter removes all documents whose
overall score falls blow a threshold value from the

display; grabbing and dropping queries
dynamically re-arranges the space into a new
configuration; switching queries on and off also
changes the space and, finally, any number of new
queries may be defined and positioned on the fly.

Figure 6 shows example screenshots of VR-
VIBE before and after the application of LEADS.
The first image shows a visualisation of
approximately 1500 document references
stretched out within a framework of five queries,
currently positioned at the corners of an inverted
pyramid. The second image shows the same
visualisation from the same viewpoint but with
the addition of legibility features.

5.3. Q-PIT

The Q-PIT visualiser draws three dimensional
scatter graphs of tabular data. Q-PIT takes data
which consists of records, each of which as a fixed
number of typed fields, and maps these onto dif-
ferent display attributes of a three dimensional
visualisation. These include the three spatial di-
mensions as well as representational attributes
such as colour, shape, size and spin-speed. Q-PIT
users are able to specify different mappings be-
tween the underlying data attributes and the visu-
alisation attributes via a configuration file each
time they launch the visualisation. Once the visu-
alisation has been created, they are then able to in-
spect the contents of objects and also modify
them, in which case they may see an animated
movement of any changed objects to new loca-
tions in space. As with 2-D scatter graphs, there
might be many potential uses of a Q-PIT style vis-
ualisation involving comparison and correlation
of different combinations of attributes belonging
to a set of data objects. Figure 7 shows before and
after images of applying LEADS to Q-PIT (in this
case a small database of some 130 personnel
records).

An interesting issue raised by this example is
the likelihood of LEADS overloading visual
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Figure 6: VR-VIBE before and after the application of LEADS
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Figure 7: Q-PIT before and after the application of LEADS
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display attributes currently used by Q-PIT
resulting in possible confusion (e.g. LEADS
using colour to distinguish districts when Q-PIT
has already assigned it some other intrinsic
meaning). Unlike FDP-Grapher and VR-VIBE,
Q-PIT does not fix the meanings of its display
attributes until run-time. LEADS therefore cannot
guarantee that the attributes that it uses to
emphasise districts, nodes and paths, or the
objects that it introduces to represent edges and
landmarks will not be confused with
representations of the underlying data. This
suggests that more careful consideration must be
given when applying LEADS type systems to
visualisations that make extensive and dynamic
use of different display attributes. It also suggests
that visualisations might usefully make such
mappings explicitly visible (as Q-PIT does in its
configuration file).

5.4 BEAD

BEAD is a visualisation system developed by
Matthew Chalmers at Rank Xerox EuroPARC
and continuing at the Union Bank of Switzerland.
It was initially designed for the visualisation of
large document stores but has recently been
applied to other data such as groups of time series
representing stock performance. The algorithms
developed by Chalmers for the placement of data
items in the space are based on annealing
methods. The goal of the algorithm is the
reduction of the total energy of the system by
incremental movements of objects, where the
energy value is provided by attractive/repulsive
forces between items. The level of the force is
calculated using a similarity measure between the
items, for example word co-occurrence in
document spaces, and their distance from each
other, with similar objects being drawn towards
each other and dissimilar ones forced apart.

A major feature of BEAD is that it uses the
metaphor of a landscape to represent the space. To

achieve this the forces in the placement algorithm
are skewed so that the space converges towards
the x-z plane. When the energy of the system
reaches a sufficiently low level the positions of
the objects are used as the data points for a De
Launay triangulation which generates the
polygons of the landscape. The result of this is a
single, well defined ‘island’ of data whose
shoreline can be considered as an edge, in the
manner of Lynch, and where similar objects
should be drawn together into district like groups.

The main difference in the application of
LEADS to BEAD spaces is that in the this case the
presence of the landscape object which is
generated by the system provides scope for the
representation of legibility features which is not
present in the other, more generally three
dimensional, visualisations considered so far. We
took advantage of this to improve the cohesion
and visual definition of the districts being
displayed in the space. The previous examples
have shown districts which were distinguished
from each other visually by changing the shape
and, in particular, the colours of the objects they
contain. For the BEAD system the districts were
shown by colouring the polygons of the landscape
itself rather than the objects. As figure 8 shows
this results in extremely good definition of the
area of the districts. The polygons which fall
between districts (as is inevitable when using a De
Launay triangulation) are given a neutral colour.
In this way the colouring system also implicitly
defines the edges which emphasise the district
borders.

6. Experimental Evaluation

In this section we describe an initial
experiment which was carried out to evaluate the
effectiveness of the LEADS implementation of
our proposed legibility techniques. The aim of the
experiment was to test the way in which its



19

Figure 8: BEAD before and after the application of LEADS
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subjects learned the layout of an information
space which they entered and used repeatedly. To
facilitate this the subjects were asked to complete
a search task a number of times in the same space.
Separate experiments were carried out in spaces
with and without the LEADS legibility
enhancements. The experiment only considered
the addition of all five of the legibility features
together and not the effects of individual features
or smaller combinations of features.

The search task was to find five named objects
in a graphical space of approximately 240 nodes.
The graph used was randomly generated but not
so random that objects of similar numeric value
are spread throughout the space. This meant that
the search task was not entirely one of finding a
needle in a haystack. The subjects were required
to complete the search task three times in the
space of two days. The data items for the search
were chosen to be spread quite evenly through the
space.

From this we can identify that the independent
variable in the experiment was the level of
legibility information added to the basic space.
The dependent variable was the time taken to
complete the search task, which was dependent on
how well the positions of the objects were
learned.

Due to the nature of the environment within
which the work was carried out the best source of
subjects for the experiment was the students
within the Department of Computer Science at the
University of Nottingham. Apart from the simple
availability of people this did have another
advantage in that it limited the amount of
variation between the subjects quite significantly.
They all had a similar standard of education and
of experience with computers and databases. The
subjects were divided into two groups and
allocated randomly to each of the two tasks.

Two types of result were gathered from the
experiments: statistical, from the times taken to
find each object; and anecdotal from observation

of the subjects and through questionnaires
completed after the final attempt at the task.
Because the time available for initial
experimentation was limited and hence the size of
the sample was small (six people in total) the
statistical results cannot be taken as statistically
significant. However, in conjunction with the
other results we believe that they can provide a
useful initial evaluation to guide further
development and more detailed evaluation.

6.1. Measured results

These results are based on the times taken by
subjects to find each of the five target objects and
hence the time taken to complete the task as a
whole, if achieved. Non completion of the task
was due to an absolute limit of forty-five minutes
on each attempt which was seen as a reasonable
time to avoid undue boredom and frustration in
the subjects.

Table 1 shows the absolute times taken for
subjects to find each object (in the correct order)
during the trials. The numbers in the left hand
column indicate the number of the subject and of
their attempt at the task. Subjects S1, S2 and S3
were using the space without any legibility
enhancement. The remaining subjects used the
space with all LEADS features added. The
remaining columns each represent one of the five
target objects. Dark shading of the table cell
indicates that the target was not found. The main
observation from the data is that the rate of task
completion on the second and third attempts
amongst users of the space with enhancement was
higher than for those without. Users of the space
with enhancements seemed to complete the task
almost trivially on the third attempt while those in
the raw space still had problems. This would seem
to imply that greater learning of object positions
did take place with the aid of legibility features.
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Trial T1 T2 T3 T4 T5

S1.1

S1.2 9:00 12:30 25:00 39:00

S1.3 19:00 22:00 41:00 42:30

S2.1 32:00

S2.2 34:00

S2.3 9:00 18:00

S3.1 8:0

S3.2 1:30 4:00 15:00 21:00 32:00

S3.3 10:00 17:00 24:00 25:30 29:00

S4.1 16:00 37:00 44:00

S4.2 2:00 4:30 12:00 15:00 31:00

S4.3 0:30 5:00 9:00 34:00

S5.1 2:00 7:00 17:00 21:00 34:00

S5.2 0:30 2:00 2:30 10:00 14:00

S5.3 0:30 6:30 8:30 12:00 18:00

S6.1 13:00 33:00 34:30 45:00

S6.2 4:00 6:30 7:00 10:00 11:00

S6.3 13:00 14:00 15:00 16:00 17:00

Table 1: Absolute times taken by subjects to find search objects

Another interesting point is that the mean time
taken to find individual objects was consistently
smaller onall attempts for the users of the space
with legibility enhancements. These users seemed
to gain some immediate advantage from the
legibility features, without the chance for learning
to take place. One explanation for this might be
that the existing partition of the space into districts
lead to the use of a more structured searching
technique even before the space has been learned.

6.2. Results from questionnaires and ob-
servation

One of the first things that becomes clear from
viewing the subjects performance was the
importance of the way in which the volunteers
moved through the space. There seemed to be a
great variety in this despite the small sample used
and the way they moved seemed to have an
influence on the search methods used. The most
effective search technique seemed to be one of
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flying through strips of the space and gathering
information on the numbers of the objects
contained there. In contrast to this one subject
adopted a technique of moving directly to
individual objects, looking in the immediate
vicinity and then pulling right back from the space
before moving to another object in a different
section of the space. This seemed to waste a great
deal of time and did not allow him to observe a
sufficient number of objects to be effective for the
task, and this was reflected in his performance.

In general the subjects using the space with
legibility enhancements seemed to remember the
positions of the objects more effectively. They
commented that the main aid to remembering the
position of the objects was the colour (and to a
lesser extent shape) of the districts. Although
these were the main feature used as a memory aid
from the observation it was clear that other
features were also being used. One example was
an object which was near to the largest Edge,
which appeared as a green plane in the
visualisation. When searching for this target the
subjects often checked the objects along the line
of this plane. Subjects using the space without
legibility enhancements would often show signs
of remembering certain attributes of the area of
space the object was in but not the definite
position.

The questionnaire contained 15 closed and five
open questions which fell into five areas designed
to gather information on different aspects of the
user’s experience of the space. These categories
were: orientation, (learning) position of target
objects, movement, system performance and use
of other features (e.g. text labels.) Table 2 lists the
closed questions and the answers given.

The responses to the section regarding
orientation in the space are somewhat ambiguous.
On the general question of whether the subject felt
disoriented in the space the surprising answer is
that the group without legibility enhancements
felt less disoriented. This may indicate that the

extra information added to the space could
possibly add to initial overload of information.
However, on the related question of whether the
users felt most disorientation within the group of
objects or outside it (i.e. gaining an overview) the
subjects from the group with enhancements
seemed more comfortable with the latter, a view
of the whole space. We might surmise then that
the divisions presented by the clustering into
districts are of most use on the global scale of the
space and that more effective local cues for
orientation are necessary.

The greatest agreement among the volunteers
came in the section on the use of text. All subjects
had text visible almost all of the time. The
subjects also had strong agreement that the ability
to align the labels towards the current viewpoint
position was very useful. This seemed to be
reflected in the number of times that the feature
was used during the experiments.

The most important section of the
questionnaire is that on the way in which the
subjects learned the positions of target objects. In
only one of these (“During the third visit I had no
impression of the overall structure of the space.”)
did the subjects show significant agreement in the
answers given. The responses of both groups
indicated that they had in general gained a good
impression of the overall structure of the space.

However, the questions where the answers did
differ are more interesting. The first of these was
asking if the subjects knew where the search
targets were when they attempted the trial for the
third and final time. The subjects using the
enhanced space were much more positive that
they had learned the absolute locations of the
objects than those without enhancements. The
other two questions were testing whether the
subjects knew the positions of the targets relative
to each other. The subjects with legibility features
were again more positive that they knew the
relative direction of their next target object and
that they had learned routes between the objects.
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Statement Group 1 Group 2

I did not feel disoriented in the virtual space 2 1 4 4 4 2

I made use of the axis object to check my
orientation (1=Never, 5=Always)

3 2 1 3 3 2

I considered space to have a fixed top and
bottom

5 4 2 2 5 3

I felt less disorientated outside the group of
objects then when in the centre of the group

2 3 5 1 2 2

During the third visit to the space I knew where
the search objects were

4 3 5 3 2 2

Navigation in the world was straightforward 2 2 4 2 3 1

During the third visit I had no impression of the
overall structure of the space

4 2 4 4 5 4

I easily learned routes between different search
objects

4 4 5 2 3 2

During the third visit I did not know in which
direction to move to reach the next search
object

4 2 2 5 4 5

I preferred moving freely through the space to
following links

1 1 5 3 1 1

The response time of the system was adequate
for my participation

4 4 2 3 4 2

I found it useful to be able to switch between
the two modes of movement

2 1 2 1 1 5

I often wished to move more quickly through
the space

3 2 2 2 2 4

I rarely aligned the text towards my position in
the space

5 4 5 4 5 5

I often had the text visible (5) 2 1 1 1 1

Were you using the space with or without
different coloured areas? (1=With, 2=Without)

2 2 2 1 1 1

Table 2: Results from closed questions. Group 1 contained the subjects
using the space without legibility enhancement, Group2 the subjects using
the space with all features added. Answer 1 = strong agreement, 5 = strong

disagreement, unless stated.
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The results from this final set of questions
strongly indicate that the volunteers who were
using the space with legibility enhancements had
greater success in learning the positions of the
objects and relating this to their current position in
the space. This meant that they knew both the
location of the objects and how to reach them.
While the subjects using the space had an equally
good impression of the structure of the data they
were not so confident of the positions of the
objects. This therefore provides some support for
the hypothesis that the LEADS legibility
enhancements are useful in helping users in
learning the layout of abstract data spaces.

The open questions highlighted the problems
of using text in three dimensional spaces, such as
occlusion by other objects and alignment. This
seemed to be the major obstacle to efficient use of
the system.

Subjects using the space with legibility
enhancements also emphasised again the
effectiveness of the districts in helping them to
quickly return to objects they had discovered
previously.

In summary then, the experiment seems to
provide some initial evidence for the effectiveness
of the legibility enhancements for allowing the
users to learn the space. While the emphasis was
on the use of districts the other features may have
played a supporting and reinforcing role to
increase the overall effect.

7. Conclusions, further
reflections and future work

This paper has proposed a number of general
techniques for improving the legibility of three
dimensional information visualisations so that
their users might more easily learn to navigate
them. This work has adapted well established
techniques from the discipline of urban planning
and, we argue, points in a more general way to a

potentially useful relationship between these
different fields. The primary goal of our work has
been to develop a set of algorithms for
automatically creating or enhancing legibility
features within information visualisations. These
include:

• the use of clustering algorithms to create
districts;

• the creation of edge objects separating dis-
tricts;

• the placement of landmark objects at a cen-
tral point between districts; and

• emphasising nearest neighbour node objects
within districts and creating paths between
them.

We have implemented these techniques in a
prototype system called LEADS which is
intended to provide an additional legibility layer
sitting on top of current information
visualisations. So far, we have applied LEADS to
four existing and contrasting information
visualisation tools. The results of initial
evaluation work suggest that this approach is
promising and that it warrants further
investigation.

We now conclude this paper by offering some
additional observations which have arisen from
the process of designing and implementing the
LEADS system. We will also propose some
broader directions for future research. We begin
with some specific technical issues.

First, the idea of introducing legibility features
such as paths seems to sit uncomfortably with six
degrees of freedom navigation. Paths in a city are
actually travelled along and the environment is
therefore experienced from the perspective of the
path. We suspect that users of our legible virtual
environments should also directly experience
paths as part of navigation. Thus, we have
recently incorporated a simple interface technique
to support navigation via paths, so that selecting a
path causes the user to traverse it to its destination.

Second, automatically determining an



25

appropriate scale and appearance for legibility
features has not always been easy. In particular,
features such as landmarks and edges must be
visible without being intrusive. Creating useful
edges has proved to be a particularly difficult task
as an edge should ideally follow the contours of a
district. In a 3-D space, determining a sensible
size for edges has been difficult. At one extreme
an edge might be a hull completely surrounding a
district. At the other it might be a thin flat surface
dividing two districts. The former is likely to be
visually intrusive; the latter may provide an
insufficient sense of separation between districts.

Third, other features and tools are clearly
needed to help people navigate. For example, the
use of textual information in the form of signposts
is an important part of navigating conventional
urban environments. In the field of city planning
signposts are often considered to be something of
an admission of failure [16], that the planner was
unable to produce a sufficiently legible
environment, but we concur with the view of
Passini that they are in fact a useful, even
invaluable tool during wayfinding tasks. For this
reason we are endeavouring to include signposts
in our environments where possible. Currently
these appear attached to the paths near to the node
objects and identify the item to which the path
leads. However, this gives rise to the problem of
how to name districts and landmarks. More
specifically, given that districts and landmarks are
automatically created by LEADS, we are left with
the problem of automatic name generation or
alternatively the automatic creation of symbolic
identifiers on signposts.

Fourth, we note again the problem of
overloading visual attributes as discussed in
section five. Ideally, LEADS ought to be able to
query a visualisation application to find out what
mappings or representations it already uses, in
order to chose non-conflicting ones for legibility
information. In turn, this suggests that
visualisations ought to make their mappings

available to other applications in some explicit
form.

Fifth, we need to be careful that by adding
additional objects to an information visualisation,
we do not increase the rendering overhead thereby
degrading system performance. However, we
suspect that some LEADS extensions might lead
to improved system performance. For example,
LEADS might enable the development of a
distancing technique for data spaces whereby all
of the individual data items in a district would be
replaced by a single object when viewed from a
distance.

We also need to instigate a more detailed
program of experimental work in order to more
rigorously test our hypotheses and also to tease
apart the effects on navigation of different
legibility features and of different techniques for
enhancing or creating them.

Adopting a more general perspective, this
paper provides one example of how the field of
urban planning can inform the design of three
dimensional information visualisations. However,
Lynch’s work on legibility, although very well
known, is not the only research in this field that
might be adapted to this purpose. In particular,
work on the social logic of space [23] has
considered how urban form relates to both
navigation and social action. Thus, as opposed to
focusing on the relationship between a single user
and an information visualisation, we might
instead consider how to support shared and
cooperative access to such visualisations as
proposed in recent work on Collaborative Virtual
Environments and Populated Information
Terrains [20]. Some work into this topic has
recently been carried out by John Bowers as part
of the European COMIC project resulting in a
program called the Virtual City Builder which
constructs virtual cities based on underlying
principles proposed by Hillier and Hanson. One of
the main aims of our future research is to explore
the integration of this work with our own
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Legibility based techniques in order to gain a
more complete view of how urban planning
techniques can support the design of future
visualisation systems. An initial discussion of the
relationship between these approaches can be
found in [24].
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