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SHIFTING ExcHANGE RATE RecIMES: THE EXPERIENCE OF
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This paper studiesthe dynamics of theinterest rate differential acrossband and
floating exchangerateregimesin Chile, Colombiaand Israel, andinabenchmark
group composed of Italy, Portugal and Spain. Significant differencesintheinterest
rate-exchangeratelink are found between thetwo groups, irrespective of regime.
However, in all countries, except Italy, theinterest differential ceased to behave
anti-cyclically against output after the adoption of floating, possi bly because of
a perceived need to gain credibility for the new system in the context of an
ongoing disinflation process.
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1. INTRODUCTION

A widespread phenomenon of shifting exchange rate regimes across
developed and emerging market economies has taken place recently, giving way
to the idea that countries are increasingly moving to the poles of currency
arrangements —i.e., free floats and hard pegs— at the expense of amiddle ground
composed of bands, fixed but adjustable rates, and thelike.l Chile, Colombiaand
Israel, the countriesinitially studied by Williamson (1996), have been apart of this
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1For recent estimates of the extent of this phenomenon, see Calderén and Schmidt-Hebbel
(2003). For a contrary view based on a distinction between de jure and de facto regimes, see
Rogoff et al. (2003), Calvo and Reinhart (2002) and Hausmann et al. (1999).
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trend; in particular, after several years of having so-called crawling bands, toward
the end of the 1990sthese countries adopted fl oating exchange rate regimes—or, in
the case of Israel, aband so wide that it may for practical purposes be considered
afloat.

Analytically, there is a strong presumption that a country’s choice of
exchange regime can have asignificant impact onits macroeconomic performance.
It is well known, for instance, that a flexible exchange rate allows for a stricter
control of domestic monetary aggregatesunder conditionsof international mobility
of capital or, perhaps more controversially, that afixed rate facilitates disinflation.
It haslong been recognized, however, that purely theoretical considerations cannot
offer adefinite answer to the question of the likely macroeconomic consequences
of choosing a particular exchange system, because the relative performance of
alternative regimes depends on the type of shocks affecting the economy, and
therefore on the specific characteristics of each country.

More recent work has stressed this point by noting that: a) the effects of
exchange rate variations on output are of a complex nature, involving income-
distribution, trade-balance and balance-sheet effects (see e.g. Ocampo 2000 and
Céspedes et al. 2002); b) typically, authorities care not only about output stability
but also about inflation performance, which implies that exchange rate stability
may by itself beagoal of monetary policy; and c) important types of shocks, such
asthose generated in the capital account of the balance of payments, may combi-
ne both real and nominal elements (see e.g. Calvo 2000). As aconsequence, some
of the most recent empirical studieson thelink between exchange rate regime and
macroeconomic performance explicitly take an open-minded perspective and seek
to determinewhich of potentially conflicting factors appear to dominate particul ar
periods and country samples (see Rogoff et al. 2003).

Given thisbackground, the purpose of this paper isto study the effects of
ashift from an exchange rate band to afloating system on the behavior of interest
rate differentials, and in particular on the response of the |atter to exchange rate
and output fluctuations. As can be deduced from the previous discussion, the
motivation for the paper comesfrom thefact that the regime shift can have conflicting
effects on interest rate dynamics. On one side, the adoption of afloating system
involves again in monetary autonomy because the central bank will no longer be
committed to defend specific limits to the exchange rate; as a consequence, the
interest rate may become detached from the latter and respond more forcefully, in
counter-cyclical fashion, to changes in output. On the other side, though,
abandoning a band may imply the loss of an anchor for private expectations; this
may |ead to the emergence of bandwagon effectsin theformation of exchangerate
expectationsand force authoritiesto use monetary policy to stabilizethe currency.
Asaresult, apositive correl ation between the interest rate and the exchange rate
may arise, with aconsequent lack of response of the interest rate to output.

Theanalysisfocusesonthe experience of Chile, Colombiaand Israel, which
henceforth will bereferred to asthe CCI group. These countries were singled out
by Williamson (1996) because of having adistinct regime of explicit, wide, crawling
bands, whichwere set up with the purposes of avoiding long-term real misalignment
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and facilitate short-run stabilization policy. Fromthis, it may be presumed that the
adoption of afloating system did represent asignificant change of regimeinthese
countries, and could therefore be expected to have notable consequences on
macroeconomic performance. Additionally, with theideaof puttingitsresultsina
broader context, the paper al so considersthe case of agroup of devel oped European
countries—namely Italy, Portugal and Spain—that underwent asimilar regime shift
in the early 1990s.

The paper is organized as follows. Section 2 presents the analytical
motivation for the study. Section 3 explainsthe estimation approach, while Section
4 describes the data and discusses the estimation results. The paper ends in
Section 5 with abrief summary of results.

2. ExcHaNGE RaTE BANDSAND INTEREST RATE DIFFERENTIALS

An assessment of floats and bands as alternative regimes must start from
the recognition that arelatively wide band already implies a significant degree of
exchangerateflexibility. In the countries considered in this paper, the width of the
band typically was set between plus/minus 5% to 10% of central parity. In this
case, the shift to afloat involves aparticul ar version of the well-known credibility
versusflexibility trade off: after acountry abandonsitsexchangeband, it losesan
anchor for exchange rate expectations, but it gets the benefit that its monetary
policy no longer has to be committed to keep the exchange rate within certain
limits.

The constraint on monetary policy can be substantial, despite the within-
band flexibility of the exchangerate. It isawell established fact that, under aband
regime, governments frequently engage in intra-marginal intervention (i.e.,
intervention when the exchangerate is far from the band edges) with the purpose
of enhancing thecredibility of the band among market participantsand in that way
reduce the risk of speculative attacks (see Svensson 1992). This means that the
use of monetary policy for domestic purposes may be limited by the existence of a
band not only when the exchangerateisnear thelimitsbut in fact most of thetime.

After the shift to float, monetary policy may therefore be used more
forcefully to attain domestic goals, for instance to reduce output volatility.
Empirically, thiswould bereflected inthefact that the size, or eventhesign, of the
coefficient measuring the response of local interest rates to output variationsis
affected by the regime shift. A more pronounced anti-cyclical policy, for instance,
would be showninalarger, positive output coefficient. By standard term structure
theory, it is possible that the sole expectation of such policy response lead to
adjustmentsintheinterest rate, even before monetary authoritiestake any action.

The adoption of afloating regime can also affect the nexus between the
local interest rate and the exchangerate. Theliterature on thisnexusisvast, and it
is concerned mainly with tests of foreign exchange market efficiency (for arecent
survey, see Sarno and Taylor 2002, chapter 1). The starting point of these studies
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is the so-called uncovered interest parity (UIP) condition, which embodies the
ideathat, under perfect mobility of capital, bonds of similar characteristics, except
for currency denomination, must offer, in expected terms, equal rates of return.
Thisreasoning impliesthat the interest rate differential between local and foreign
bonds of same maturity and risk must be equal to the expected rate of depreciation
of thelocal currency over the investment period, i.e.

@ IRD: =Int S+« - InS,

where IRD is the difference between the local and foreign interest rates, Sis the
nominal exchange rate (defined throughout this paper as the domestic currency
price of foreign currency), and Inindicatesthe natural logarithm. In, S, isthelog
exchange rate expected today to prevail at the end of the investment period, and
thereforetheright-hand side of the equation isequal to the expected depreciation
rate.?

Theway theinterest differential reactsto fluctuationsin the exchangerate
may be particularly important when the economy ishit by shocksoriginatinginthe
capital account of the balance of payments. Say world demand for local assets
falls. Theexchangeratewill rise(i.e., thelocal currency will depreciate) and domestic
economic activity will tend to fall by the reduction in capital inflows (see Greene
2002), and perhaps because of the contractionary effects of the depreciation. This
will happen equally in a band or a floating system. The existence of an explicit
band, however, will provideanatural focal point for exchange rate expectations. In
particular, after the currency depreciates, the actual exchangeratewill fall inrelation
to the central parity and hence expectations of currency appreciation (or of lower
depreciation) will materialize. Thiswill pushlocal interest rates down, according to
the interest parity condition (see Svensson 1994 and Williamson 2000).

Inthisway, the band, by providing an anchor for exchangerate expectations,
tendsto stabilize output, given that the contraction in economic activity isto some
extent offset by afall in interest rates. This anchor is lost in a floating regime,
opening the possibility for the emergence (or the reinforcement) of adaptive
mechanisms in the formation of expectations. For instance, after reviewing the
resultsfrom anumber of survey-based studies, Takagi (1991) concludesthat there
is ample evidence pointing to the existence of bandwagon effects in the foreign
exchange market. Thisisexemplified by the stylized fact that “adepreciation tends
to be followed by expectations of further depreciations in the short run ...”
(p. 163). According to equation (1), thiswouldimply that theinterest rate differential
rises after the currency depreciates. The coefficient linking the interest rate
differential to the (perhaps lagged) exchange rate would be positive, instead
of negative as an interpretation of the parity condition holding Iy $ 4 constant
would predict.

2Equation (1) may be modified to include arisk premium under conditions of less than perfect
mobility of capital or if asset holders are characterized by risk aversion.
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In addition, recent related work has advanced the idea that governments
typically show “fear of floating”, in the sense that they use monetary policy to
stabilize the exchangerate, presumably to avoid the potentially disruptive effects
on balance sheets and inflation performance of apermanent currency depreciation
(see Calvo and Reinhart 2002, and Hausmannet al . 1999). Thisagain would produ-
ceapositive correlation between domestic interest rates and the exchangerate. In
fact, McCallum (1994) had argued earlier that the widespread empirical rejection of
the UIP condition (see Froot and Thaler 1990) could be attributed to the policy
reaction of governmentswith theintention of smoothing exchange ratefluctuations.

This set of effects may have implications again for the response of local
interest rates to changes in output. In a float, domestic authorities may direct
monetary policy toward the stabilization of the exchange rate—because of theloss
of an explicit anchor—, at the cost of neglecting to some extent other goals such as
output stability. From thisfactor, we may expect to see adeclinein the coefficient
linking interest rates to output.

Thus, on purely analytical grounds, thereisambiguity about the effect that
the shift from a band regime to one of floating may have on the response of local
interest rates to changes in output: on one side, the greater flexibility brought
about by the float may lead to a more decided use of monetary policy (and to
expectationsof thissort) toward thegoal of stabilizing output; onthe other, though,
theloss of an anchor for exchange rate expectations may force authoritiesto focus
more on ensuring financial stability (maybe by increasing the interest rate when
the local currency depreciates) at the cost of a less intense response of local
interest rates to output fluctuations. The next two sections turn to an empirical
examination of the actual way interest rate differentials have been affected by
variationsin the exchange rate and output in our sample of countries.

3. EstimaTIiON APPROACH

The empirical analysis is based on the estimation of separate regression
equationsfor each country. Thefirst set of equationsconcentratesontheestimation
of the coefficient measuring theimpact of exchange rate variations on the interest
ratedifferential, and on testing whether thisrel ationship has been affected by the
choice of exchange regime. Thus, each regression equation for the interest
differential includes as regressors the nominal exchange rate and an interaction
between thisvariableand adummy for thefloating period; thelatter would capture
any shift in the coefficient associated to the regime change.

The remaining variables were determined asfollows. It has been observed
that theinflation rate isamain determinant of the interest differentialsin thelong
run (see Froot and Thaler 1990). This association is clearly seen in the sample of
countries considered in this paper (see Figures 1 to 6). A depreciation of the
currency may also generate a higher inflation rate and, through that channel,
increase the interest differential; this would bias the estimation of the exchange
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FIGURE 1
ITALY: INTEREST RATE DIFFERENTIAL, INFLATION AND EXCHANGE RATE,
JANUARY 1988-DECEMBER 1998
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FIGURE 2

PORTUGAL: INTEREST RATE DIFFERENTIAL, INFLATION AND EXCHANGE
RATE, JANUARY 1991-DECEMBER 1998
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FIGURE 3
SPAIN: INTEREST RATE DIFFERENTIAL, INFLATION AND EXCHANGE RATE,
JANUARY 1990-DECEMBER 1998
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FIGURE 4
CHILE: INTEREST RATE DIFFERENTIAL, INFLATION AND EXCHANGE
RATE, JANUARY 1991-JUNE 2003
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FIGURE 5
COLOMBIA: INTEREST RATE DIFFERENTIAL, INFLATION AND EXCHANGE
RATE, NOVEMBER 1991-JUNE 2003
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FIGURE 6
ISRAEL: INTEREST RATE DIFFERENTIAL, INFLATION AND EXCHANGE
RATE, JANUARY 1991-JUNE 2003
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rate coefficient. Inaddition, theinterest rate differential may be affected by variations
in domestic liquidity. Therefore, the equations to be estimated include both the
inflation rate and the real money supply, adjusted by output, as regressors3

The initial specification has the following autoregressive distributed lag
(ADL) form:

2 IRD; =8y +Sa; IRD_j +SBRI_; +Sqg InM ;+ Sd; In§_; +
S f; In§_; *FLOAT +residual, ,

where S is the sum operator, IRD is the interest rate differential, RI the rate of
inflation, M thereal money supply divided by output, Sthenominal exchangerate,
and In indicates again the natural logarithm. FLOAT isadummy variable that, for
each country, takesavalue of onefor observations corresponding to the period of
floating (or very wide bands) and zero otherwise. The lag structure (which lags
wereincluded for each variable) wasdetermined separately for each country, starting
from an equationwith arelatively large number of lags, on the basis of the statistical
significance of the coefficients (note that the sub-index “j” necessarily startsat 1,
whereas “i” may start at 0). Sometimesthe best fit was obtained by skipping some
lags (for instance, theequation for Italy includeslags 1 and 3, but not 2 or 4 nor the
contemporaneous val ue of the money supply). Also, on many occasions, asingle
lag of avariable was significant (that was the case, for instance, with inflation).

To facilitate interpretation, particularly about whether the size of the
coefficientsis economically significant, most of the analysiswill be carried out in
terms of the so-called “long-run” or static version of equation (2). Thisshowsthe
value of the coefficientswith the dynamic effectsworked out. It isformed with the
estimated value of the coefficients of Equation (1) after imposing the restriction
that each variable has converged to a constant value:®

©) IRD{r =a+bRIt +cInMt + dInS + fInS* FLOAT

In this equation:

SNaturally, a change in the interest rate may, with some lag, affect other macroeconomic
variables such as the inflation rate or aggregate output; this line of analysis, however, is not
pursued here.

4A balanced specification (i.e., one that included the same number of lags for each variable) was
not practical in the present case because the number of coefficients to be estimated became
very large, particularly in eguations that incorporated output as a regressor (see equations 4
and 6).

5This simply means that the effect of shocks has been worked out, and not that the series has
awell defined long-run value. Thisdistinction isimportant particularly in the case of serieswith
unit root.
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a=ao /(1- Sq ),b=Sb; /(1 Saj),c=Scj/(1- Saj),d=Sd;/(1- Saj),and
f =S /(1- Saj), arethe“long-run” coefficients® Thesecoefficientsmeasure
the total, cumulative effect of each regressor on the interest differential once the
auto-regressive component of the model [given by the factor 1/(1-Saj )] istaken
into account. It must be kept in mind that, by the way the FLOAT dummy is
defined, d correspondsto the exchange rate coefficient for the band period, while
the sum d+f represents the coefficient for the floating period.

Equation (3) also makesit possibleto test for the existence of cointegration;
thisis convenient because the variables included in the analysis are mostly non-
stationary and thus there is a risk of obtaining statistically significant but
economically spurious results. In any given period, the deviation from long-run
equilibrium will be: DEV; =IRDy - IRD|". According to the so-called residual-
based test, if equation (3) is indeed a cointegration equation, then it should be
possibleto reject the null hypothesis of aunit root in the DEV series (see Enders
1995, chapter 6).

Asdiscussed in the previous section, asecond major interest of the paper
isto test whether theinterest rate differential has reacted to protracted variations
inreal economic activity, and whether thislink has changed after the shift to float.
Therefore, asecond set of equations adds to the original specification the natural
log of the left-sided, 3-month moving average of output, InY. The ADL model
becomes:

(4 IRDt=ap+Saj IRD:. j+SBRI.j+ScjInM¢ j +SdiInS. j +
S fj InNS.i*FLOAT +Sg; InY;-; +Sh InY;.; * FLOAT +residualt ,

with a corresponding long-run version:
(5) IRDtIr =a+bRIlt +cInM; +dIng + f In §* FLOAT +

glnY +hinY, *FLOAT,

where the long-run coefficients are obtained from the estimated ADL model as
explained before.

An anti-cyclical interest rate pattern requires the coefficient on the output
moving averageto be positive; thiswouldimply, for instance, that afall in economic
activity isfollowed by adeclineinlocal interest rates. According to thetheoretical
considerations on the flexihility vs. credibility trade off discussed in the previous
section, it is possible for this coefficient condition to be satisfied during one
regime but not the other.

6For a suggestion to derive the «long-run» relation from an ADL model, see Johnston and
DiNardo (1997, chapter 8). For this paper, equations of the form of (3) were also estimated
directly, yielding results which were similar to those presented below; however, the ADL-based
procedure was chosen because it avoided problems of serial correlation, which were pervasivein
the more traditional approach, and because it allowed for a dynamic analysis of the effects of
regressors on the interest differentials.
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Togainfurther insightinto thisissue, it will be examined whether thecyclical
character of the interest differential depends on the state of the business cycle.
Two dummies were used in separate equations to capture this possibility:
GROWTH, which takes a value of one if the 12-month percentage change in the
output moving averageiszero or negative, and zero otherwise; and CY CLE, which
takes avalue of oneif output isequal to or below its Hodrick-Prescott trend and
zero otherwise. These dummiesareinteracted with output. Thus, it will be possible
to examinetheresponse of thelocal interest rateto protracted variationsin output,
conditioned by the exchange regime and the state of the business cycle. Thefinal
equation has the general form:

(6) IRD; =89 +Saj IRD;- j + SBRIt.j +Sci InM¢ j+ Sdi In§. i +
SfiInS.i*FLOAT +Sg;j InY;-j +Sh InY;.i* FLOAT +
Sm InY;.i *STATE + Skj InY; * FLOAT* STATE + residual; ,

and a corresponding long-run version:
) IRD{" =a+bRI¢ +cInM; + dInS + fInS *FLOAT + ginY; +

hinY, *FLOAT +mlnYy STATE +kInY;* FLOAT*STATE

where STATE isequal to either GROWTH or CY CLE. Since bothFLOAT and either
CYCLE or GROWTH are zero-one dummy variables, the coefficients of the
interaction variablesrepresent the departure from the coefficient of the benchmark
case. For instance, if the equation includesthe variable CY CLE, theng represents
the effect of output ontheinterest rate differential when output isabovetrend and
the economy isin aband regime; g+ h measures this effect when output is above
trend and there is a floating regime; g+m for output below trend and a band
regime; and g+h+m+k for output below trend in afloating regime.

Finaly, the analysis will distinguish between the initial response of the
interest differential to changes in the exchange rate or output (given by the first
statistically significant coefficient inthe ADL model, e.g. thefirstd; coefficient for
the exchange rate during a band regime, adjusted by the AR coefficients so asto
yield “long-run” values) and the final or cumulative effect (given, for instance, by
d in the case of the exchange rate). As mentioned before, the lag structure of the
ADL model was determined for each country by the statistical significance of the
lags of each variable. Once that was determined, Wald tests were performed to
examinethevalidity of zero-sum hypotheses about the relevant coefficients. This
makesit possibletotest, for instance, whether coefficientsremain jointly significant
in statistical termsafter there hasbeen acoefficient shift associated to the adoption
of anew exchange regime.

Presumably, variablesliketheinterest rate, the exchange rate and the money
supply are contemporaneously affected by common macroeconomic shocks. This
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rai sesthe possibility of an endogeneity biasin the estimation of the corresponding
coefficients. In our case, initial exploration showed that, once the autoregressive
component of the model was included, only lagged, but not contemporaneous,
values of the exchange rate and the money supply were statistically significant
regressors in the IRD equations. Thismade it possible to estimate the models by
OLS. Theexceptionswere Portugal and Italy, wherethecurrent value of theexchange
rate was highly significant. The chosen alternative was to estimate the equations
for these two countries by GMM. However, the results were not satisfactory for
Italy, where the coefficients tended to | ose statistical significance; therefore, only
the OL S estimation results were retained, which must be interpreted with caution.
In the case of Portugal, a comparison of equations estimated by OLS and GMM
yielded very similar results, as can be verified in Table 3 below (see columns 1
and 2).

4, DATA AND ESTIMATION RESULTS

The definition of the seriesis presented in Table 1. Data are monthly. The
interest rate differential (IRD) correspondsto the gap between alocal interest rate
and theU.S. federal fundsrate. The nominal exchangerate (S) ismeasured in units
of local currency per U.S. dollar. Theinflation rate (RI) isthe 12-month percentage
variation in the consumer priceindex. Thereal money supply (M) correspondsto
the nominal money supply, divided by the product of the consumer price and
industrial production indices. For the estimation of equations such as (4) and (6),
output (Y) corresponds to the left-sided, 3-month moving average of industrial
production. The money supply, the exchange rate and the output moving average
aremeasuredin natural logs. As mentioned before, the GROWTH dummy is equal
to onewhen the 12-month changein the output moving averageiszero or negative,
whilethe CY CLE dummy isequal to onewhen the output moving averageisequal
or below its Hodrick-Prescott trend.

For Chile, Colombiaand Israel, the sample period startsin 1991 and endsin
June of 2003. Thefloating period beginsin September of 1999 for Chile, October of
1999 for Colombia, and July of 1997 for Israel; thelatter date marks the adoption of
aband of plus/minus 14% of central parity, which steadily widened after that. The
start of the sample periodisJanuary of 1988 for Italy, January of 1990 for Spain, and
January of 1991 for Portugal. In all three cases, the sampl e period endsin December
of 1998 with the introduction of the euro. The floating period starts for Italy in
September of 1992, when the country dropped out of the European Exchange Rate
Mechanism (ERM), and in September of 1993 for Spain and Portugal, with the
introduction of bands of plus/minus 15% of central parity.
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TABLE1
DEFINITION OF VARIABLES

IRD Difference between alocal interest rate and the US federal funds rate, in % points.
Local interest rates:
European countries: |taly: Treasury hill rate
Portugal: Government bond yield
Spain: Bank of Spain rate
CClI group: Chile: Average of up-to-30 day interbank lending and deposit rates
Colombia: 90-day CD rate for banks and corporations
Israel: Bank of Israel interest rate.

RI 12-month changein local consumer priceindex, in %.

InM Nominal money supply, divided by the product of the consumer price index and an index of monthly
output (see below), in natural logs.
The nominal money supply correspondsto M1 in all countries, except Italy (M2).
A seasonal effect for August was removed from the series for Portugal.

InS Nominal exchange rate (units of local currency per US dollar), in natural logs.

InY L eft-sided 3-month moving average of an index of monthly output, in natural logs.
Anindex of industrial production was used in all countries, except Chile where an index of overall
economic activity was available.

GROWTH Dummy that equals 1 when the 12-month change in LNOUT is zero or negative, and zero otherwise.
CYCLE Dummy that equals 1 when LNOUT is below or equal to its H-P trend, and zero otherwise.
FLOAT Dummy that equal's 1 during the period of floating (or avery wide band).

Thestarting date for FLOAT=1isasfollows:

European countries: |taly: September 1992; Portugal and Spain: September 1993.
CCl group: Chile: September 1999; Colombia: October 1999; Israel: July 1997.

Sources:

European countries: IMF’s International Financial Statistics, February 2003.
For Portugal’s industrial production index: National Institute of Statistics.
CCI group: Central banks.

a) Theinterest rate-exchange rate link

Estimation of equations of the form of (2) for the European sample yields
the following results (see column 1 in Tables 2-4):

(8a) Italy:
IRD =179.9 + 0.9663 Rl + 5.5213 InM - 28,6075 InS + 0.6721 InS*FL OAT

(8b) Portugal:
IRD =53.0 + 3.2467 CRISIS+ 0.9599 RI - 18.8733 InM + 2.3317 InS-
0.2113InS*FLOAT

(8c) Spain:
IRD =-43.1 + 4.0244 CRISIS+ 1.3134 Rl + 15.0236 InM - 7.5550 InS -
0.2601 InS*FLOAT
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Ascan be seen, theequationsare presented inlong-run versiontofacilitate
theinterpretation of the size of coefficients. Underlined arethevariablesfor which
the hypothesis of zero sum of coefficients has ap-value larger than 0.10. Thus, it
can be seen that several variables have coefficients which are not significant at
10%. Mostly, this lack of significance is the result of the fact that an initially
significant effectislater onreversed, i.e., itistransitory. Thus, for instanceinItaly,
ariseinthereal money supply leadsto asignificant fall intheinterest differential
(as could be expected), which is later on reversed, eventually leading to a non-
significant long-run coefficient. The same pattern explainsthelack of significance
of the inflation rate and the interaction between the exchange rate and the float
dummy (see Table 2, column 1), or the lack of significance of the exchangeratein
the Portugal equation (see Table 3, column 1).7

Turning to the main point of interest, the equations show that there is a
negative link between theinterest differential and the exchange rate in this group
of countries. In Spain during the band period, thelong-run exchangerate coefficient
is-7.6, implying that a depreciation of ten percent inthe local currency tended to
reduce the interest differential in 0.76 percentage points. In Italy, the absolute
valueof thecoefficientisevenlarger, at -28.6. Moreover, in both casesthedynamic
pattern is characterized by an even larger initial negative response of the interest
differential, which eventually is partly reversed. In Spain, for instance, theinitial
adjustment in the interest differential is-28.4 (2.8 percentage points of changein
the interest differential for aten-percent change in the exchange rate).

In Portugal, the interest rate-exchange rate link follows the same pattern:
initially, as the currency depreciates, the interest differential falls, and after two
periodsthismovement isfully reversed. In contrast to Spain and Italy, though, the
sign of the cumulative exchange rate coefficient is positive; however, aWald test
for the hypothesis that the cumulative value of the exchange rate coefficient is
zero, shows avery high p-value of 0.43 (see column 1in Table 3).

The shift to float did not make a significant difference for the interest
rate-exchangeratelink in this group of countries, in terms of the cumulative value
of the exchange rate coefficient (in all cases, the coefficient for the interaction
between the exchangerate and the float dummy isvery small and non-significant).
However, the dynamic pattern of the response does change. In particular, the
initial large negative correlation between the exchange rate and the interest
differential essentially vanishes in Italy and Spain (see the results of the Wald
testsin column 1 of Tables 2 and 4). Only in Portugal does a transitory negative
response of the differential to exchange rate variations remain in the new regime.
Thus, in Spain and Italy thereisevidence of short-term de-linkage of interest rates
from the exchangerate after the adoption of floating, presumably asareflection of
the greater monetary autonomy afforded by the float.

"Note that the equations for Spain and Portugal include a 0-1 dummy to pick up the effect of
the Fall of 1992 ERM crisis. Thedummy isequal to one from September 1992 to June 1993 for
Portugal, and from September 1992 to April 1993 for Spain.
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TABLE 2
ITALY: DEPENDENT VARIABLE: IRD.
Sample period: January 1988 - December 1998; size: 132. Method: OLS

€N ) €)] @
Constant 14.3496 * -10.8864 11.2592 15.4491
IRD(-1) 0.9202 *** 09257 *** 09236 ***  (.9225***
(@ RI(-1) 0.3730 0.3402 0.3948 * 0.2512
(b) RI(-2) -0.6843 ** -0.6670 * -0.6738 ** -0.5698 *
(©)RI(-3) 0.3884 04553 * 0.3615 0.3868
(d) InM(-1) -3.2409 ** 25422 -2.9442 * -3.4610 **
(&) INM(-3) 3.6814 ** 48340 *** 40121 *** 39938 ***
(fIns -135334 ***  .127068 *** 138446 ***  -135423 ***
(9) InS(-1) 11.2510 ***  10.1552 *** 115886 ***  11.0528 ***
(h) INS*FLOAT 13.6692 *** 136738 ***  13.9007 *** 14,2336 ***
(i) INS(-1)* FLOAT -13.6156 ***  -135056 *** -150010 *** -13.9135 ***
@) InY(-2) 13,6455 **
(K) InY (-4) 95525 **
(1) InY (-2)*FLOAT 156990 ** 25,0900 **
(m) InY (-3)*FLOAT -25.5041 ***
(n) InY (-4)*FLOAT -13.9884 **
(0) InY(-1)*FLOAT*CYCLE -23.2519 d
(p) InY(-2*FLOAT*CYCLE 232235 d
- Adjusted R-squared 0.9638 0.9651 0.9649 0.9657
- Qtest (lowest p-vauein first 12 lags) 0.4546 0.4820 0.4165 0.3379
- Wald tests (p-vaues):
(a)+(b)+(c)=0 0.2692
(d)+()=0 0.6515
(f)+(g)=0 0.0425 0.0235 0.0843 0.0612
(H+(h)=0 0.9651 0.7574 0.9619 0.8302
(F+@)+(h)+(i)=0 0.0406 0.0233 00118 0.1393
(h)+(i)=0 0.2551
(H+)=0 0.1154
(I)+(n)=0 0.4330
(H)+(m)=0 0.8691
()+(m)+(0)+(p)=0 0.8605
(1)+(0)=0 0.9188
- Cointegration A Dickey-Fuller 1/ -1.9645 ++
- Cointegration Phillips-Perron 2/ -1.9645 ++

*xk (k%) [*] = significant at 1% (5%) [10%)] level.
+ (++): Unit root hypothesis rejected at 1% (5%).
1/ Without intercept. Number of lags determined by the Schwartz Criterion.
2/ Without intercept. Newey-West bandwidth.

a/ p-valueis0.14.
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TABLE 3
PORTUGAL: DEPENDENT VARIABLE: IRD.
Sample period: January 1991 - December 1998; size: 96. Method: OLS &

® ) S @ ©
Constant 131469 *** 135434 *** 10,7540 ** 6.8505 10.8437 **
CRISS 0.8048 *** 1.0855 *** 1.152¢C *** 1.1 Hkx 1.0427 ***
AR 0.7521 *** 0.7162 *** 0.6737 *** 0.6801 *** 0.6805 ***
@RI(-3) 0.1583 ** 0.1224 0.1312 ** 0.1404 ** 0.1336 **
(b RI(-5) -0.3234 ** -0.3364 *** -0.2831 ** -0.2963 ** -0.2614 **
() RI(-6) 04031 *** 0.5000 *** 0.3571 *** 0.3616 *** 0.3422 ***
(d) InM(-12) -22088 *** 19880 ***  -1.8997*** 17476 ***  -1.8802 ***
(& InM(-4) -1.9655 ** -1.9289 * -2.5865*** 19843 *** 20226 **
() INM(-5) 1.9496 ** 08243 1.1064 0.9855 1.3805 *
(9) InM(-6) -2.3685 *** 21639 ***  -1.8538** -1.7357 ** -12732
(WILS] -34017 ** -9.6260 * -3.2102 ** -3.3684 ** -2.6195 *
(i) InS(-1) 39797 ** 105101 ** 4,9041 *** 53205 *** 3.2560 *
() INS(-1)*FLOAT ATBAD **  BD2AD*R GTITRFRF  TJEET *** BIATI***
(K) InS(-4*FLOAT 4.8364 *** 52812 *** 6.5771 *** 7.5740 *** 6.2148 ***
() InY(-2) 268274 *** 280152 *** 286191 ***
(M) InY(-3) 2202747 ***  2BAT2 **x QBEQ] *x*
(M InY(-5) 16.2893 ***
(0) InY(-1)*FLOAT -26.978€ ***  -301237 ***  -29.4945 ***
(P) InY (-39*FLOAT 133509 * 225778 *** 170133 **
(@ InY(-5)*FLOAT -15.7649 **
(F) InY (-3)*STATE -15.8657 **
(9 InY (-4)*STATE 132528 *+*
(t) InY (-1)*FLOAT*STATE 350572 **
(U) InY (-2)*FLOAT*STATE A7 4240 ***
(V) InY (-4 FLOAT*STATE 12,5550 *
- Adjusted R-squared 0.9953 0.9940 0.9962 0.9968 0.9966
- Qtest (lowest p-valuein first 12 lags) 04105 0.3840 0.4781 05237 04008
- Jtest (p-value) 04350
- Wald tests (p-vaues):
(@+(b)+(0)=0 0.0000
@+©+({)+(@=0 00010
(§)*+()=0 01854
(h)+3)=0 04343 0.2514 0.019% 00169 04548
()+i)+G)+(k)=0 03885 02120 0.0292 0.0305 05518
(Iy+m)=0 0.2017 09349
(OHm)+0)+(p)=0 0.017C
()+0)=0 0.969C 05678 08189
()+Hm)+9=0 0.0019
(OHM)H)+P)+HSH+(H)+)=0 01502
()+Hm)+(0)+(p)=0 0.0151
()+0)+(1)=0 0.0299
()+0)=0
(HHm)+(n)=0 0.0021
O+Hm)+n)+0)+p)+a)=0 0.1020
O+Hm)+Hn)+(r)=0 0.2612
HM)HN)+)+(P)HA+()+V)=0 00177
- Cointegration A Dickey-Fuller 1/ -4.6404 +
- Cointegration Phillips-Perron 2/ -4.3212 +

al: except equation (1), by GMM. Lags 1 to 6 of InSwere used as instruments.
*k% (k%) [*] = significant at 1% (5%) [10%] level.

+ (++): Unit root hypothesis rejected at 1% (5%).

1/ Includes intercept. Number of 1ags determined by the Schwartz Criterion.
2/ Includesintercept. Newey-West bandwidth.

STATE=GROWTH in equation 4, and STATE=CICLO in equation 5.

Sample 91M4-98M 12, size: 93 in equation 4.

AR isthe sum of autoregressive coefficients, fromlags1to 6.
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TABLE4
SPAIN: DEPENDENT VARIABLE: IRD.
Sample period: January 1990 - December 1998; size: 108. Method: OLS

(@) @] (©) 4
Constant -5.8890 -14.1146 * -13.9647 -8.0182
CRISIS 05495 ***  07332*** 05641 ***  0.833L ***
IRD(-1) 08635 ***  0.8944 *** 09015 ***  0.8876 ***
RI(-1) 01793 ***  02001*** 01928 *** 01674 ***
InM(-1) 20512 ***  22495%** 18823 * 20277 ***
(@) InS(-2) 38792 ***  -3.2169 ** -2.8307 * 27819 *
(b) InS(-3) 2.8477 * 2.8751 * 2.5090 b/ 1.8746
(¢) InS(-2)* FLOAT 35278 al 31318 3.0277 28361
(d) InS(-3)*FLOAT -35633 -3.9209 * -3.8129 o -2.9312
(& InY(-2) 30.0467 **
(f)InY(-3) 35.1885 *** 29.7371 **
(9) InY (-4) -34.3856 ***  -28.885( **  -20.3841 **
(h) InY (-2)*FLOAT -32.049€ **
(i) InY(-3* FLOAT -37.6941 ** -37.8638 **
(i) InY (-4)* FLOAT 384971 **  32.8509 **  37.9525 **
(k) InY (-1)*STATE 50.0440 **
(1) InY (-2)*STATE -52.742¢ *** 50,0188 **
(m) InY (-3)*STATE 52.7367 ***
(n) InY (-1)* FLOAT*STATE -55.8255 **
(0) INY (-2)*FLOAT*STATE 90.6912 *** 557711 **
(p) INY (-3)*FLOAT*STATE -90.683C ***
- Adjusted R-squared 0.9934 0.9938 0.9940 0.9942
- Q test (lowest p-valuein first 12 lags) 0.5221 0.3816 0.3494 0.1957
- Wald tests (p-values):
(@+(b)=0 0.0320 0.5902 0.6464 0.1654
(Q)+(d)=0 0.1734
(@+(c)=0 0.8359 0.9596 0.9065 0.9737
(@+(b)+(c)+(d)=0 0.0225 0.0797 0.1066 0.1302
(Fy+(@)=0 05411 0.8160
(H+()=0 0.7557 0.3480
(H+Q)+(i)+()=0 0.2445 0.7875
(&)+(g)=0 0.4018
(&+(h)=0 0.7236
(&+(@)+()+()=0 0.2095
(&+(1)=0 0.1116
(&)+(h)+(1)+(0)=0 0.0983
(&+(@)+()+()+()+(m)+(0)+(p)=0 0.2107
(H+a)+K)+(1)=0 0.8052
(K)+(n)=0 06133
(Fy+@)+0)+()+K)+()+(n)+(0)=0 0.8020
(&)+(g)+(1)+(m)=0 0.4058
- Cointegration A Dickey-Fuller 1/ -2.1507 ++
- Cointegration Phillips-Perron 2/ -3.2180 ++

*xk (k%) [*] = significant at 1% (5%) [10%)] level.

+ (++): Unit root hypothesis rejected at 1% (5%).

a/ p-valueis0.11. b/ p-valueis0.10.

1/ Without intercept. Number of lags determined by the Schwartz Criterion.
2/ Includes intercept. Newey-West bandwidth.

Note: STATE=GROWTH in equation 3, and STATE=CY CLE in equation 4.
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The equivalent set of equations estimated for the CCI groupis:

(9a) Chile
IRD =329+ 0.3507 Rl - 11.1201 InM + 9.8114 InS - 0.8417 InS*FLOAT

(9b) Colombia:
IRD =40.8+ 0.7573 Rl - 12.4623 InM + 3.4418 InS- 0.8908 INS*FLOAT

(90) Israel:
IRD =214 + 0.6346 RI - 5.9685 InM + 12.1027 InS - 1.8865 InS*FLOAT.

The results show a strong contrast with those for the European sample
(see dso column 1 in Tables 5 to 7). In particular, in the CCI group the initial
response of theinterest differential isto moveinthesamedirection that the exchange
rate (i.e., theinterest differential risesafter thelocal currency depreciates). Moreover,
the cumulative coefficient remains positive and statistically significant, with the
exception of Colombia, where the coefficient is positive but non-significant.

Alsoincontrast to the European countries, itisnot possibleto find evidence
of de-linkage in the dynamic response of the interest differential to variationsin
the exchange rate after the CCl countries moved to a floating regime. What we
observe is a statistically significant, but very small fall in the exchange rate
coefficient; for instance, in Chilethelong-run coefficient fallsfrom 9.8t0 9.0, while
inlsrael it declinesfrom 12.7t0 10.7. Theseresultsare consistent with the view that
thegreater monetary flexibility brought about by thefl oat hasgivenlocal authorities
the opportunity to reduce only on avery incipient scale the positive link between
interest and exchange rates?

This contrast between our two groups of countries is an example of a
phenomenon documented by Eichengreen and Hausmann (1999) and Hausmann
et al. (1999): whilein devel oped countriestheinterest rate tendsto move counter-
cyclically inrelation to the exchange rate, in devel oping countries the oppositeis
the truth. In our particular case, the observation seemsto imply that, for the CCI
countries, the focal point provided by the band was not enough to produce the
negative link suggested by the parity condition (1).

Althoughitisnot possiblein this paper to discriminate between alternative
explanations, we may notethat theliterature hasidentified at |east two potentially

8Despite the fact that there can be a substantial change in the rules of exchange market
intervention. Carrasquilla (1998) notes that, during the band period, the Colombian central
bank intervened not only at the margins, but also intra-marginally, with the intention of
reducing exchange rate volatility, and that preservation of the exchange rate band was given
priority over an existing interest rate band (see also Uribe 1999). In Israel, up to February
1996, there was, besides the official exchange rate band, a narrower intervention band (see
Leiderman and Bufman 1999). Over time, as the official band became wider, the emphasis
shifted from control of the exchange rateto directly targeting the inflation rate (see L eiderman
and Bar-Or 2000). In the Chilean context, Morandé and Tapia (2002) observe that exchange
market intervention by the central bank has been extremely rare after the shift to float, and
that in fact there was no intervention at all in the first two years of floating.
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important factors? Oneisthe possibility that the country risk premium increases
when the domestic currency depreciates (see Berg and Borensztein 2000 and
Edwards 2001, figure 4), for instance because of agreater risk of default onliabilities
denominated in aforeign currency. A second possiblefactor isthat the credibility
of the band islower in developing countriesthan in their devel oped counterparts
(see Agénor and Montiel 1999, pp. 266-280). This would imply that when the
exchange rate depreciates, a strong rise in realignment risk (that is, the risk of
devaluation of the central parity of the band) more than offsets expectations of a
future reversion to central parity (see Bertolaand Svensson 1993).10

To end thissubsection, we may notethat theresultsdiscussed abovewere
obtained from regression equations that included all the variables in levels. As
mentioned before, this raises the possibility of obtaining spurious results, given
that for these variablesin general it is not possible to reject the hypothesis that
they contain aunit root. However, the results from unit root tests for the residual
of thelong-run version of the equati ons support the regression specification used
in the analysis. In particular, in all countries both the Augmented Dickey-Fuller
and the Phillips-Perron testsreject at conventional significancelevelstheunit root
hypothesisfor the deviation of the actual interest rate differential fromitslong-run
value (seethelast two rowsin column 1 of Tables 2-7).

9n addition to the fact that if, after a depreciation of the currency, the monetary authorities
intervene in the foreign exchange market without fully sterilizing the impact on the money
supply, then interest rates will tend to go up because of the resulting monetary contraction.

104 similar effect would occur if agents expect that the central parity will remain unchanged,
but the limits of the band will be widened (as approximately happened in Mexico in December
of 1994, when the ceiling of the band was devalued by 20% but the floor was left unchanged).
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TABLES
CHILE:
DEPENDENT VARIABLE: IRD.
Sample period: January 1991 - June 2003; size: 150. Method: OLS

€ @ ®
Constant 27.9436 -14.0511 -17.2790
AR 0.1518 0.1796 0.1147
RI(-1) 0.3050 *** 0.2639 * 0.2600 *
InNM(-1) -9.4316 ** -7.6909 ** -11.2690 ***
InS(-1) 8.3216 ** 129541 *** 18,3941 ***
InS(-1)*FLOAT -0.7139 ***
@InY(-2) 71.7565 ** 42,6381 &
(b) InY(-3) -74.5226 ** -46.3631 b/
(©) InY (-2*FLOAT -22.6347 ***  -31.6757 ***
(d) InY(-2)* GROWTH -19.8887 ***
(e) InY (-2)* FLOAT*GROWTH 18.6690 **
- Adjusted R-squared 0.5962 0.6015 0.6198
- Qtest (lowest p-vauein first 12 lags) 0.3672 0.5414 0.3944
- Wald tests (p-values):
(a)+(b)=0 0.5480 0.4122
(@+(b)+(c)=0 0.0013 0.0000
(a@)+(c)=0 0.0926 0.7270
(@+(b)+(d)=0 0.0051
(@)+(d)=0 0.4924
(@+(©)+(d)+(e)=0 0.7643
(@+({0)+Hc)+(d)+(e)=0 0.0006
- Cointegration A Dickey-Fuller 1/ -7.4611 +
- Cointegration Phillips-Perron 2/ -7.0694 +

*x% (xx) [*] = significant at 1% (5%) [10%] level.

+ (++): Unit root hypothesis rejected at 1% (5%).

1/ Includesintercept. Number of lags determined by the Schwartz Criterion.
2/ Includes intercept. Newey-West bandwidth.

al p-valueis0.16. b/ p-valueis 0.13.

AR isthe sum of autoregressive coefficients, from lags 1 to 6.
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TABLEG6

COLOMBIA: DEPENDENT VARIABLE: IRD.
Sample period: November 1991 - June 2003; size: 140. Method: OLS

123

@ 2 (©)
Constant 7.6174 12.3104 7.0442
AR 0.8134 *** 0.8905 *** 0.8693 ***
RI 0.1413 ** 0.0964 0.1636 **
InM(-1) -2.3256 ***  -3.1050 ***  -3.1324 ***
(@ InS(-1) 16.6599 ***  17.7580 ***  16.3529 ***
(b) InS(-2) -16.0176 ***  -17.4422 *** 153883 ***
(c) InS(-1)*FLOAT -0.1662 **
(d) InY (-2) 327142 *** 354088 ***
(e) InY(-3) -26.1339 ** -25.2752 **
(f) InY (-2)*FLOAT -31.3939 -37.9348 *
(9) InY (-3)*FLOAT 34.1196 * 34.3905 *
(h) InY (-2)* GROWTH -13.1123 ***
(i) InY (-2)* FLOAT*GROWTH 14.7936 d
- Adjusted R-squared 0.9822 0.9837 0.9845
- Qtest (lowest p-valuein first 12 lags) 0.4118 0.6353 0.5730
- Wald tests (p-values):
(8)+(b)=0 0.4898 0.7404 0.3168
(@)+(b)+(c)=0 0.6077
(d)+(e)=0 0.0140 0.0005
(d)+(f)=0 0.9361 0.8765
(d)+(e)+(f)+(g)=0 0.0553 0.3344
(d)+(h)=0 0.0520
(d)+(e)+(h)=0 0.4754
(d)+(f)+(h)+(i)=0 0.9614
(d)+(e)+(F)+(g)+(h)+(i)=0 0.1884
- Cointegration A Dickey-Fuller 1/ -3.6095 +
- Cointegration Phillips-Perron 2/ -3.7207 +

*xx (k%) [*] = significant at 1% (5%) [10%)] level.
+ (++): Unit root hypothesis rejected at 1% (5%).

1/ Includes intercept. Number of 1ags determined by the Schwartz Criterion.

2/ Includesintercept. Newey-West bandwidth.
a/ p-valueis0.14.
AR isthe sum of autoregressive coefficients, fromlags1to 7.
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TABLE7
ISRAEL: DEPENDENT VARIABLE: IRD.
Sample period: January 1991 - June 2003; size: 150. Method: OLS

[€) @) (©)
Constant 5.5848 9.3841 * 8.6658 *
AR 0.7390 *** 0.6752 *** 0.6827
RI(-1) 0.1656 *** 0.1595 *** 0.1644 ***
INM(-1) -1.5577 ** -2.1877 ** -1.7338
(a) InS(-1) 10.0611 ***  10.2943 ***  10.4495***
(b) InS(-2) -6.9025 * -6.8272 * -8.5261 * *
(©) InS(-1)*FLOAT -0.4923 **
(d) InY (-1) -10.3318 * -37.5870 ***
(e)InY(-2) 37.3935***
() InY(-3) 31.7875 ***
(9) InY (-4) -21.3661 **
(h) InY (-1)* FLOAT -6.2261 ***  30.4423*
@) InY(-2*FLOAT -34.6630*
(i) InY(-1)*CYCLE 36.8771%**
(k) InY(-3)*CYCLE 31.2076*
(1) InY (-4)*CYCLE -63.7661 ***
(m) InY (-1)*FLOAT*CYCLE -44.1283 ***
(n) InY (-4)*FLOAT*CYCLE 40.4444 ***
- Adjusted R-squared 0.9293 0.9344 0.9399
- Q test (lowest p-valuein first 12 lags) 0.3105 0.4388 0.7343
- Wald tests (p-values):
(a)+(b)=0 0.0000 0.0080 0.2306
(a)+(b)+(c)=0 0.0000
(d)+(h)=0 0.0081 0.608€
(d)+(f)+(g)=0 0.9583
(d)+(f)+(g)+(h)=0 0.0308
(d)+(f)=0 0.0167
(d)+(e)=0 0.9210
(d)+(e)+(h)+(i)=0 0.1421
(d)+(j)=0 0.9597
(d)+(e)+()+(k)+(1)=0 0.0555
(d)+(h)+(j)+(m)=0 0.2480
(d)+(e)+(j)=0 0.0044
(d)+(e)+(h)+(i)+(j)+(m)=0 0.282¢
(d)+@+(M)+({)+()+(K)+(D)+m)+(n)=0 0.3048
- Cointegration A Dickey-Fuller 1/ -6.3402 +
- Cointegration Phillips-Perron 2/ -3.3825 ++

*kk (xx) [*] = significant at 1% (5%) [10%] level.

+ (++): Unit root hypothesis rejected at 1% (5%).

1/ Includesintercept. Number of lags determined by the Schwartz Criterion.
2/ Includes intercept. Newey-West bandwidth.

AR isthe sum of autoregressive coefficients, from lags 1 to 4.

b) Theinterest rate-output link

Giventhecontrast in theinterest rate response to exchange rate variations
across country groups and exchangeregimes, it could be expected that differences
inthe adjustment of local interest ratesto variationsin output could also be found.
As explained in section 2, this possibility will be explored by introducing, as an
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additional regressor in the IRD equation for each country, a 3-month, left-sided
moving average of amonthly index of output, aloneand interacted withthe FLOAT
dummy, asin equation (4). In addition, in a separate set of equations, the output
variable will be interacted with a dummy that reflects the state of the business
cycle, i.e, GROWTH or CYCLE, asin equation (6).

Table 8 presents the “long-run” values of the output coefficients, which
were calculated from the estimated coefficients of the ADL equationsin Tables 2-
7. Thetable distinguishes between the initial response of the interest differential,
given by thefirst statistically significant coefficient in regressions of the form of
Equations (4) and (6), and thefinal, cumul ative val ue of the coefficients. Columns
(1) and (2) present the results obtai ned from regressions of theform of equation (4)
(i.e., without the GROWTH or CY CLE dummies), whereas Columns (3)-(6) show
theresults derived from equationsincluding one of thetwo dummies. Inthislatter
specification, the GROWTH dummy was statistically significant in Chile and Co-
lombia, whereasfor Isragl and Italy it was CY CL E that showed the best results. For
Spain and Portugal, both variables yielded significant results.

Somewhat surprisingly, giventhedifferencesobserved intheinterest rate-
exchange rate nexus, an analysis of the response of the interest differential to
output changes reveals important similarities between the CCl and European
countries. During the band period, the interest rate differential moved counter-
cyclically inrelation to output (see Table 8, column 1). This effect is statistically
significant in each country. Moreover, it istransitory —as perhaps coul d be expected
in ascenario of short-term stabilization policy—, in the sense that while theinitial
effectishighly significant, eventually the cumulative effect becomes much smaller
and non-significant (in thislatter sense, with the exception of Colombia).

As mentioned, this pattern is shared by the European and CCI
countries!! There are naturally differencesin the size of the (initial) coefficients,
ranging from 333.2 and 298.9 in Spain and Colombia, respectively, to 87.5 and 82.2
in Chile and Portugal. Thus, the response of the interest differential to a one-
percent fall inoutput rangesfrom about 3 percentage pointsin theformer countries
—alwaysexpressedin“long-term” values—, tolittlelessthan one point inthelatter.
There are also dynamic differences between the countries; in particular, the anti-
cyclical interest rate response takes 3 periods to become significant in Spain and
Israel but only 1 period in Portugal; in the rest of countriesit takes 2 periods (see
column 2in Tables4-7, column 3in Table 3, and columns 2 and 3in Table 2).

Thebehavior of theinterest rate differential during the band period appears
to beinfluenced by the state of the cycle, particularly inthe CCl group. Withinthis
group, the anti-cyclical pattern observed during the band period is stronger when
outputisina“high” phasein Chile and Colombia, but whenitisina“low” phase
inlsrael.

11Corbo (2000) presents evidence that Chilean interest rates responded positively to the gap
between actual and potential output during the period 1990Q1-1999Q4, whilein Colombiathe
interest rate reacted negatively to increases in the difference between the actual and trend
unemployment rates during the band period.
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TABLE8
“LONG-RUN” OUTPUT COEFFICIENTS
@ @ (©)] © ©® ©)
Band Float Bandhigh Bandlow Hoat high Foat low

CHILE Initia 87.5%* 59.9* 48.2 25.7 124 11.0

Fina -34 -31.0*** -4.2 S26.7%*%  -40.C** 4145
ISRAEL Initial 66.1** 46.9 -0.€ 1156***  -13.€ -36.8

Fina 0.3 -18.9** -0.6 13.0* -13.9 -11.9
COLOMBIA Initial  298.9*** 121 271.C***  170.6* -19.2 -6.5

Final 60.1** 85.0* 77.6%**  -228 50.4 63.3
SPAIN | Initidl  333.2***  -237 304.9**  -230.3(a) -20.3 364.8*

Fina 7.6 152 11.8 117 19.¢ 199
SPAIN 11 Initial  3332*%**  -237 264.6** 445.3** -72.3 -51.4

Find 7.6 15.2 3.1 34 3.9 37
ITALY Initial  183.7***  205.5** 183.7***  205.5%* 323.6%** 237

Final 55.1(a) 224 55.1(a) 224 -5.3 -5.7
PORTUGAL | Initial 82.2%** -05 87.6%** 87.6%** -6.€ 103.0**

Fina 201 -21.7** -1.4 40.0%**  -25.0¢* -22.2
PORTUGAL Il Initial 82.2%** -05 89.6%** 80.6%** -2.7 -2.7

Find 20.1 -21.7** 69.9%** 20.3 -18.5(b) -28.8**

*xx (+%) [*]: Wald test rejects the hypothesis of zero sum of coefficients at 1% (5%) [10%)].

In columns (3) to (6), “high” means that output is aboveits H-P trend, or that its annual growth rateis positive,
while“low” meansthat output is below trend (CY CLE=1) or has a negative annual growth rate (GROWTH=1).
The CYCLE definitionisused for Israel, Spain 11, Italy and Portugal 11, while the GROWTH definition is used
for Chile, Colombia, Spain | and Portugal |. The changein coefficientsis estimated with the use of 0-1 dummies,
asexplained in the text, except in columns (1) and (2) for Italy, where separate equations had to be estimated to
get significant results (see equations 2 and 3 in Table 2).

In the country column, “initial” refersto the first statistically significant output coefficient in equations of the
form of (4) and (6) in thetext, while“final” refersto the cumulative value of all significant coefficients. See text
for further details. The exception is|srael and column (6) of Italy, where the first two significant coefficientes are
considered in the calculation of the “initial” coefficient, because in these cases this gives a better description of
the dynamic response of the interest differential to changesin output.

(a) p-valueis0.11; (b) p-valueis0.10.

Source: Tables 2-7.

The macroeconomic implicationsfrom thelack of sensitivity of theinterest
differential when output is below trend or its growth rate is negative depend on
whether outputisrising or fallingin each period. Intheformer case, lack of sensitivity
would in fact contribute to a faster recovery; if output is faling, however, the
opposite would be the case and recovery would be retarded compared with a
scenario of falling interest rates. To the extent that this behavior of interest rates
reflects actual or expected policy actions, it corresponds to what sometimes has
been termed an “ opportunistic” behavior by the government, who would betaking
advantage of the disinflationary impact of output contractions to approach an
inflation target.
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Table9 presentsindicators of thefrequency of observationswhen monthly
output is falling and either the annual growth rate is negative (GROWTH=1) or
output isbelow trend (CY CLE=1). The datarefersto the CCl countries during the
band period, while the business cycle dummy (GROWTH or CY CLE) matchesthe
specification behind the resultsin Table 8.

It can be seen that in Colombia the number of observations with output
falling, as a proportion of the total number of observations with poor growth
performance (i.e., when GROWTH is equal to one), is 71.4%. This suggests that,
given a situation of poor growth performance, an opportunistic behavior by
authorities, as defined above, was frequent. However, it must be noticed that in
this country the number of observations with a negative output growth rate
represents only 29.5% (20/95) of the total number of observations for the band
period. The proportion in Chile is even smaller: only 8.7% of the observations
during the band period correspond to the case where the GROWTH dummy is
equal to one. Thus, the overall scope for an opportunistic behavior has been
relatively small, basically because these countries were most of the time growing.

TABLE9
SAMPLE DISTRIBUTION FOR CCI COUNTRIES DURING BAND PERIOD

Chile Colombia Israel

(A) Number of observationsin band period 104 95 78
(B) Number of observations with "low" output 1/ 9 28 K%
(C) Number of observations with "low" output and

negative monthly output variation 5 20 9
(D) B/A (in %) 8.7 295 43.6
(E) C/B (in %) 55.6 714 26.5

1/ “Low” output means that the output moving averageis below its H-P trend (CY CLE=1) in Israel, or that
the annual growth rate of output is negative (GROWTH=1) in Chile and Colombia.

In Israel the proportion of observationswith afall in output in relation to
the total number of observations in which output is below trend is low (9/34, or
27%). However, recall that inthiscountry theinterest differential behaved counter-
cyclically precisely when output was below trend during the band period. As a
consequence, in this case the anti-cyclical character of the differential was more
frequently arestraint than a push to recovery.

Turning to theinfluence of the exchange rate regime, it can be seen that as
countries adopted a floating system, the nature of the interest rate-output link
changed dramatically. In particular, there was alarge fall in the size of the output
coefficient, whichin addition becamenon-significant. Thus, theoriginal anti-cyclical
response of interest rates to variations in output was lost after the shift to float.
The only clear exception to thisis Italy, where in fact the size of the coefficient
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increased.12 Therefore, whilethe adoption of afloating regime allowed European
countries (and very incipiently inthe CCl group) to de-link local interest ratesfrom
theexchangerate, thisdid not result in astronger anti-cyclical behavior of interest
ratesin relation to output, a feature which instead tended to disappear (except in
Italy). Moreover, thereisevidencethat in the new regimethe cumulative changein
interest rates became pro-cyclical in Chile, Israel and Portugal .13

It could be wondered whether such aresult isrelated to differencesin the
countries’ overall economic performance. For instance, it may bethat aweakening
of macroeconomic stability could haveinduced the monetary authoritiesto adopt
more conservative policies, irrespective of the new regimeitself. It is beyond the
scope of this paper to offer aformal test of such factors, but it is still possibleto
offer some suggestive observations. Table 10 presentsthedata. Itincludesaverages
from annual seriesfor theinflation rate, GDP growth, the current account bal ance,
the federal government’ s fiscal balance, and the unemployment rate.

TABLE 10
INDICATORS OF MACROECONOMIC PERFORMANCE
Inflation Final Growth CA Fiscal Unemployment
inflation balance rate

Italy 1988-1992 5.8 51 2.2 -1.7 -10.3a 115
Italy 1993-1998 3.6 1.5 2.0 -6.5 11
Portugal 1991-1993 9 6.8 1 -0.3 -5.0 46
Portugal 1994-1998 34 4 -4.1 -4.1 6.6
Spain 1990-1993 5.8 46 1.4 -2.9 -52 185
Spain 1994-1998 3.3 29 -0.2 -4.8 218
Chile 1991-1999 10.2 33 6.7 -3.1 14 6.5
Chile 2000-2002 3.3 3.6 -16 b/ 0.lc 9.2¢c/
Colombia 1991-1999 21.7 11.2 2.7 -24 -29 114
Colombia 2000-2002 8.3 2.1 -09 b/ -6.4b/ 20.1c/
Isragl 1991-1997 12.1 9.0 5.3 -3.8 -3.6 87
Isragl 1998-2001 3.2 4.2d/ -2.0 -1.6 8.9

al/ 1990-1992. ¢/ 2000.

b/ 2000-2001. d/ 1998-2000.

Inflation: Percent variation in the annual CPI.

Final inflation: Inflation rate during the last year of the corresponding period.
Growth: Percent changein the annual real GDP.

CA: Current account balance as percent of GDP.

Fiscal balance: Percent of GDP.

Source: IMF' sInternational Financial Statistics, February 2003.

12 addition, in Chile the initial output coefficient remained (barely) significant although
much smaller than during the band period, whilein Colombiatheinitial coefficient turned non-
significant but the cumulative coefficient became larger.

13T0 put these results in context, we may note that, contrary to the current international
trend, the Colombian central bank has often declared that its monetary policy decisions are
guided not only by an inflation target, but also by, among other factors, the unemployment
situation (see Hernandez and Tolosa 2001; for a more recent statement, see Clavijo 2004). In
contrast, Bank of Israel officials have repeatedly stated that the current policy stanceisone of
strict inflation targeting, which gives no consideration to output behavior (see Leiderman and
Bar-Or 2000).
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A first thing to notice isthat the reduction in the anti-cyclical character of
the interest differentials is not associated to any discernible erosion in
macroeconomic stability. In particular, in all countries there is a fall in average
inflation aswe movefrom band tofloating. Infact, it can be noted that whileduring
the band period inflation was higher for the CCI group than for the European
countries, during thefloating period the countries converged to very similar inflation
rates, with an average of little more than 3%. The exception is Colombia, where,
despite a process of disinflation, the average inflation rate remained at a
comparatively high level of 8.3%.

Similarly, it may be noticed that there was ageneral fall in the fiscal deficit
and the current account deficit after the adoption of floating. The exceptions are
Portugal, where the current account deficit rose from 0.3 to 4.1% of GDP, and
Colombia, where the fiscal deficit increased from 2.9 to 6.4% of GDP. From this
evidence, it could bethought that theincreasein thefiscal deficit and therelatively
high rates of inflation in Colombia could have led authorities to neglect output
stabilization and thus to reduce the response of local interest rates to output
fluctuations. Yet it must be recalled that, among the CCI group, Colombia s the
only country wherethe cumulative output coefficient remained significantly positive
after the shift to float.

Thus, thereislittle support for theideathat the sensitivity of interest rates
to output declined because of aworsening of macroeconomic stability that would
have called for adiversion of monetary policy to deal with such an issue. Rather,
the evidence can be read in the opposite direction, that is, in the sense that a
decision to focus on disinflationl# and fiscal adjustment, in the context of a
perceived need to gain credibility for the new floating regimes, led to arelative
neglect of output stabilization. In fact, it can be seen that in the CCI group the
output growth rate declined and the unemployment rate tended to rise after the
adoption of the new regime.

5. CoONCLUSIONS

The effect of ashift from aband to afloating exchange rate system on the
behavior of interest rate differential sisuncertain on purely analytical grounds: the
regime shift giveslocal authorities greater monetary autonomy —particularly if, as
is usually the case, there has been significant intra-marginal intervention within
the band—, but this comes at the cost of losing an anchor for exchange rate
expectations. This trade off may affect the way interest differentials respond to
variationsin the exchange rate and output.

This paper has shown that the interest rate-exchange rate link in Chile,
Colombiaand Israel —the countries singled out by Williamson (1996) as examples

14Ascan be seenin Table 9 and figures 10 6, in all countries, except Chile, the annual inflation
rate at the end of the band period was higher than the average for the floating period.
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of well-managed bands- presents a pro-cyclical character, inthe sensethat arise
inthe exchangerate (acurrency depreciation) tendsto befollowed by an increase
inthelocal interest rates. This pattern has persisted, with aminor reduction in its
intensity, after the countries moved from crawling bandsto floating systemsin the
second half of the 1990s. In contrast, among a sample of European countries that
underwent a similar regime shift in the early 1990s (Italy, Portugal and Spain), the
interest-rate response to exchange rate fluctuations was counter-cyclical,
particularly during the band period.

A second important result isthat in all countries, with the exception of Italy,
the shift to float has brought about areduction in theintensity of the anti-cyclical
behavior of theinterest differential in relation to output. Thereisevidencethat in
some countriesthe cumulativereaction of theinterest differential haseven become
pro-cyclical. A casual look at basic indicators of macroeconomic performance
suggests that the observed de-linkage of the interest differential from output can
beinterpreted as theresult of apolicy decision to focus on disinflation and fiscal
adjustment, in the context of a perceived need to gain credibility for the new
floating regimes, at the cost of arelative neglect of output stabilization.
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