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ABSTRACT 

Instead of the reality in which you can see your own limbs, in 

virtual reality simulations it is sometimes disturbing not to be able 

to see your own body. It seems to create an issue in the proprio-

perception of the user who does not completely feel integrated in 

the environment. This perspective should be beneficial for the 

users. We propose to give the possibility to the people to use the 

first and the third-person perspective like in video games (e.g. 

GTA). As the gamers prefer to use the third-person perspective 

for moving actions and the first-person view for the thin 

operations, we will verify this comportment is extendable to 

simulations in augmented and virtual reality. 
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1. INTRODUCTION 
We first assume that if the third-person perspective is preferred 

for some actions in the video games, it is because gamers get 

some benefits with this view. During the simulations in virtual 

and augmented reality, we propose to offer the possibility to the 

users to switch between the first- and the third-person perspective. 

We noticed the gamers usually prefer the third-person perspective 

while moving whereas the first-person one seems to be preferred 

for the actions which need more precision like sniping or some 

thin manipulations with the hands. We will verify these benefits 

are also interesting in virtual and augmented reality simulations. 

We noticed that even if we have perfect conditions (perfectly built 

environment, best hard- and software), the user does not really 

feel embed in the environment. We could compare this with a 

psychological problem: the perception of oneself. The user does 

not see him-/her in the environment. We propose to use a 

possibility of switch between both perspectives to test which view 

is preferred for several situations. We decided to make our 

experimentations in the reality instead of a virtual environment 

with virtual camera to allow the use of this switch in the 

augmented reality, too. 

In the case of third-person game like Colin McRae Rally ’04, 

when a gamer is taking a curve with the car, he/she also often 

turns his/her game lever even if he/she knows he/she is not 

turning the car steering-wheel of the game. The presence notion 

as M. Slater defined it in [6] seems to be increased with this 

perspective. We want to test if it could be the same in virtual 

and/or augmented reality applications and which perspective 

better immerses the user in the simulation. On one side, (with the 

third-person perspective) it can be disturbing to turn the head with 

a HMD and always being looking at the same place with an avatar 

turning its head. On the other side (first-person perspective), not 

to see oneself when we evolve in a virtual (even in a real) 

environment seems to prevent from a good immersion. We will 

test both vision approaches and discuss the immersion quality of 

each. 

We will make a small state of the art to highlight the current 

problems of simulations with a HMD in virtual and augmented 

reality. We propose then some experiments with both first- and 

third-person perspective to verify the benefits obtained with this 

exocentric viewpoint and the interest for the user to be able to 

switch from a perspective to the other.  

2. RELATED WORKS 
The third-person perspective appeared in the video games a few 

years ago. As written in [1], this perspective seems to be preferred 

in action games while the avatar is running in galleries. It would 

provide a more global view of the environment to the user. We 

think both perspectives are important and we verify if the 

preference for the third-person perspective is also available during 

the simulations in virtual and/or augmented reality. 

We can see in [4] that there is no significant difference between 

ego- and exocentric vision concerning the global judgment to 

perform an action such as researching an object and going to take 

it in an unknown environment. But in their case, it was the 

WYSIWIS paradigm (“What You See Is What I See”) that was 
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explored. They were two people looking at the same scene. The 

first one could see the target and guide the second who did not see 

it but who had to catch it. In our case, there is only one person 

who is acting. 

In [10], some problems of coordination between the hands and the 

eyes are highlighted. Moreover, as we are working with a single 

camera, the tester has the same picture on both screens of the 

HMD. This lack of stereo vision adds again some troubles to 

evaluate the distances. We assume it could be partially 

compensated by the third-person perspective that increases the 

presence and the field of view. 

In further experiments we could use two cameras to provide 

stereo vision to the tester, but this would load down our system. 

This could increase the risk of breaks in presence (BIP) as defined 

in [7]. It has been shown in [8] that people better evaluate the 

distance to a target when they must walk to it because they will 

have to provide an effort to reach it. In our case, we amplify this 

effort with our heavy system. Wearing a heavy system would be a 

way to avoid the underestimation of the distances?  

It is shown in [12] that a small resolution combined with a bad 

quality of the image can affect the tester judgment. We decided 

then to use a HMD Kaiser with a resolution of 1024 per 768 at 

60Hz. It hat been shown in [5] that the limited field of view of a 

HMD is not the cause of distance underestimation. We will then 

see if the user is perturbed and if he/she better estimates the 

distances in the third-person perspective. Moreover it has been 

shown in [11] that this underestimation of the distances is linear 

and overall valuable for virtual environments. So, even if it is also 

written in [9] that people usually underestimate the distances with 

a HMD, people used to work with this device (like gamers with 

video games) should be able to compensate for this problem of 

distance. 

In a psychological point of view it can be disturbing to see oneself 

moving but in another side, as said in [2], watching one's body in 

the environment (augmented or virtual reality) is important to feel 

in the simulation. The third-person perspective would reinforce 

the user immersion because our tester would see him-/herself and 

not a character controlled with buttons in the HMD. 

As we want to see one’s top of the body in the universe, we need 

to have a following camera like in the video games and its 

location is a huge problem depending on the movements of the 

user. In the action games like Tomb Raider, the video must 

always stay in the environment being able to view the avatar even 

if the character is backed up against a wall. This means that 

sometimes the point of view changes and becomes in front of the 

user (e.g. the aforesaid case). We always need to have at least 

around 100 cm between the camera and the tester head to provide 

a global vision of the scene. Moreover we have to raise the height 

of the camera to allow the user to see the objects in front of him 

on the ground. During the simulations we would have to be 

careful with the walls and the ceiling (e.g. door framework). 

3. Experiments 
We made the experiments with eight people (six males) from 23 

to 27 years old. Six of them were used to play video games and 

five had already worn a HMD. 

3.1 Hardware setup 
To perform these experiments we first wanted to use the digital 

camera Canon MVX45i. But it was too heavy and leaded to 

“balance effects”. Moreover, due to its weight, we were not able 

to fix it on the HMD in front of the head. We finally decided to 

work with a radio color mini-spycam (wide-field of view) 

providing a video flow in PAL format (450 lines). It only weights 

a few grams and can thus be easily fixed on the HMD. 

 

 

Figure 1. Description of the used hardware and screenshot. 

 

We switch the PAL signal provided to the computer into two the 

VGA output to send them to the HMD Kaiser ProView XL50 

providing a resolution of 1024 per 768 at a refresh of 60Hz.  

We use a rigid backpack because the bars of aluminum fixed to it 

must not oscillate during the tester moves. We use a swiveling 

pivot point to plug the camera at 80cm behind and 60cm upper 

the user eye position with an orientation of 7 degrees in direction 

to the bottom from the horizontal. We have a field of view of 60 

degrees which means the tester can see his/her shoulders, head 

and objects in front of him/her at a distance larger or equal to 

1.5m corresponding to two footsteps. Concerning the first-person 

perspective, we simply plugged the camera on the HMD on front 

of the eyes in the center. 

3.2 Experiments presentation 
Our experiment is composed of six steps. We want to check 

which perspective is preferred. Every test will be performed with 

both perspectives. We begin with the adaptation test and we 

randomly choose the next step we perform (also for the 

perspective).  

We first make an accommodation step consisting in walking in an 

already known room without obstacles. After this, there are five 

experiments which are randomly chosen: walk through a gallery 

of almost 50 meters composed curves with obstacles, go and open 

a door, put a ball in a cup of coffee, receive and send a rolling ball 

with the feet and finally with the hands. 



 

Figure 2. On the left, view of a tester using 1
st
 and 3

rd
 perspective view. On the right, examples of some experiments. 

 

4. RESULTS 
In this part of the paper we present the results obtained for each 

experiment (one step per paragraph) with every perspective: third- 

and first-person with the HMD. For the experiments, we first 

randomly choose if we begin with the first- or the third-person 

perspective. We begin with the adaptation experiment and 

continue with the others (also randomly chosen). 

4.1 Presentation of the experiments results 
The main goal of this first experiment is to help the tester getting 

used with the current proposed perspective. Walking in a room 

without any obstacles and not going to close to the walls seems to 

be very easy with every perspective. After less than two minutes, 

every tester seemed to be fine with every perspective (120 

seconds for the third-person view instead of 90). 

After the tester get used with the perspectives we ask him to go 

out of a room (path represented by a picture above) where some 

desktops and dustbins oblige the tester to use roundabout ways to 

avoid to stumble against them. Note that with our system, he/she 

must bend his/her knees for height reasons while passing through 

the door border. This experiment showed us that the third- is 

preferred to the first-person perspective while the users need to 

walk in a gallery. Even if they must memorize the place of the 

closest obstacles, they follow with more facility a straight line and 

do not feel seasick at the end of the step. There were a few 

collisions with both perspectives and they used 200 seconds with 

the third-person view instead of 180.  

Another step is to stay at two meters from a door they must open. 

They easily take the handle and open the door. Our tester do not 

need more much time to catch the handle and open the door (a 

fraction of second at maximum) but they usually seem to 

overvalue the distance to the door when they went to it. However, 

if the handle had been lower or out of their field of view, most of 

the testers said they would have had to fumble it for a moment. 

We could then say that walking action and distances evaluation 

without stereo vision is easier to do with the third-person 

perspective while target actions or hand manipulations such as 

opening a door can be better performed at the first-person 

perspective. 

The next step of our experiments happens in an office with a 

desktop on which stay a ball and a cup. The testers have to take 

the ball and put it into the cup. We did not tell them anything 

about the way they have to use to perform this action because we 

did not think it would change from a perspective to another one 

(right pictures above). As we predicted it, there is a problem with 

target actions and hand manipulations when it happens at low 

height. In this current case, the objects were not in the field of 

view for the third-person perspective. Our participants needed 

then more effort and time to perform this task with the third-

person view.  

Until now, we only presented experiments with static 

environments. We will now test the interaction with an external 

people and mobile elements. Two people at a distance of three 

meters are passing a ball. At the beginning we will test if our 

testers can receive a ball which another person passes them with 

his foot on the ground. After they get this football pass, they have 

to make a pass to the other person. We can remark they seem to 

better anticipate the ball location while they are using the third-

person perspective. It could be due to the field of view (the 

bounds) which is more common with the real eye field of view? 

Nevertheless, they better perform with the third-person 

perspective but it is easier for them to prepare the ball with their 

foot when they use the first-person perspective (even if some 

tester were unbalanced). The switch seems to be really interesting 

in this kind of actions. 

This step is similar enough with the previous one. The main 

difference is that in this case we are playing with the hands 

instead of the feet. Moreover the ball is flying in the air instead of 

rolling on the ground. To perform this action, both seem to be 

equivalent. This result may unfortunately not be significant due to 

the fact that no one succeeded this step but some participants said 

that they preferred the third-person perspective while the ball did 

not come exactly in front of them. 



4.2 Presentation of the analysis tools and 

global overview of the obtained results 
During these experiments we gave a questionnaire to the testers to 

know exactly how they felt during the several experimentations, 

how hard it was, why they used this way to perform the action, 

etc. For most of the questions, they only had to cross a case where 

appeared numbers from 0 to 10. Number 0 was meaning the worst 

and 10 the best. There also always were some blank lines to 

become their comments. 

After receiving the questionnaires of every tester, we compare the 

averages of the results obtained with the first- and the third-

person perspective. Despite of what we should have thought, the 

results for the first-person perspective vary between 3 and 7, 

which is not so bad. But those obtained during the experiments 

with the third-person perspective were from 6 to 9, which is really 

better. The main advantages of the first-person perspective were 

the smaller adaptation time and the possibility to use more 

common gesture to catch a close object. But in most of the 

situations, the users widely prefer the third-person perspective, 

e.g. walking, evaluating the distance, opening a door, playing 

with a ball (with hands and feet). 

5. CONCLUSION 
During this research we wanted to show that it could be very 

useful and interesting to be able to switch from one perspective to 

the other depending on the current action, as in the video games. 

We made these experiments in the reality with a physically-built 

system to be able to use it in virtual applications but also in 

augmented reality. 

Based on the obtained results, we can say that some actions 

require the first-, others need the third-person perspective and 

some accept both. Third-person perspective is usually preferred 

(verily mandatory) for displacement actions and interaction with 

moving objects while the first-person view is required when we 

need to look down or just in front of us for hand manipulations 

with immobile objects. Another interesting point is that users 

generally better evaluate the distances, anticipate and extrapolate 

the trajectory of mobile objects when they use the third-person 

perspective. It is mainly due to the larger field of view provided 

by the position of the camera for this perspective. The user can 

thus better appreciate the situation and the distance because 

he/she has landmarks (the position of his/her head and hands) and 

he/she can see what happens on his/her close right and left sides. 

We conclude that both perspectives are needed during the 

simulations composed of varying actions (like the video games) 

and that the switch between them could be very useful. 

6. FURTHER WORKS 
It could be interesting to make some test in Virtual and Augmented 

Reality environments. We also could add a second camera to 

provide stereo vision to the user. Moreover, using and lighter and 

wireless stuff would really increase the user comfort and thus 

his/her immersion. 

For the third-person perspective, we could use a camera on an 

articulated arm following the user head rotations with the help of 

remote-controlled servo controllers. 

Finally, it could be interesting to make some measures of the brain 

activity in collaboration with the Brain Mind Institute (BMI) [3] 

within the framework of the experimentations. 
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