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The Speech and Gesture Alignment (SaGA) corpus is built from 25 dyads of spatial
communication combining direction-giving and sight description. The SaGA corpus
consists of 280 minutes of video material containing 4961 iconic/deictic gestures, ap-
proximately 1000 discourse gestures and 39,435 words. This one of the largest and most
comprehensive collection of naturalistic, yet controlled, and systematically annotated
speech-gesture data currently available.

The data has been completely and systematically annotated based on an annota-
tion grid developed according to theoretical considerations, tested and refined using
multi-coder agreement tests. The grid comprises gesture segmentation and classification
(iconics, deictics, beats), gestural representation techniques (e.g., drawing, placing),
morphological gesture features (e.g., handshape, hand position, palm orientation, move-
ment features), transcription of the spoken words and dialogue context information
(DAMSL dialogue acts, information focus, thematization, elemental actions of direction
giving). In addition, a subpart of the corpus (290 gestures, 5 dyads) has been coded for
the gestures’ referent objects and their spatio-geometrical properties (dimensionality,
extents, symmetries, profiles, etc.).

Since manual annotations of gestures are extremely time-consuming and come along
with the difficulty of estimating position and orientation values from perspectively
distorted video images, we developed data analysis tools to automatically annotate
morphological gesture features such as hand position, movement extent, or palm orienta-
tion from motion tracking data. A comparative analysis of manually and automatically
annotated data allows to appraise the quality as well as pros and cons of both kinds of
coding.

The SaGA corpus is used to shed light onto the alignment of speech and gesture from
different perspectives. In addition to statistical analyses we make use of the database in
theorectical linguistic analyses and reconstructions (cf. Rieser (in press)), as well as in
the formulation of generation models that enable the simulation of multimodal behaviour
with virtual agents (Bergmann and Kopp (2009); Kopp et al. (2008)). To be realized
with any virtual agent, the results of behavior planning are described in a representation
language such as MURML (Multimodal Utterance Representation Markup Language;
Kranstedt et al. (2002)) or BML (Behavior Markup Language, Vilhjalmsson et al. (2007)).
Such representation formats precisely specify multimodal behavior and are in turn a
promising candidate for a standardization of multimodal databases.
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