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Abstract

The activated sludge process is one of the major aerobic processes used in the biologi-

cal treatment of wastewater. A significant drawback of this process is the production

of excess sludge, the disposal of which can account for 50-60% of the running costs

of a plant. Thus there is a growing interest in methods that reduce the volume and

mass of excess sludge produced as part of biological wastewater treatment processes.

In practice a target value is often set for the sludge content inside the bioreactor.

If the sludge content is higher than the target value, the process is stopped and the

reactor is cleaned. This is undesirable as it increases running costs.

In chapter 2 we investigate a simple model for the activated sludge process in which

the influent contains a mixture of soluble and biodegradable particulate substrate.

Within the bioreactor the biodegradable particulate substrate is hydrolyzed to form

soluble substrate. The soluble organics are used for energy and growth by the

biomass. Biomass decay produces soluble substrate in addition to inert material.

We use steady-state analysis to investigate how the amount of sludge formed de-

pends upon the residence time and the use of a settling unit. We show that when

the steady-state sludge content is plotted as a function of the residence time that

there are five generic response diagrams, depending upon the value of the effective

recycle parameter. Four of them are desirable because the sludge content is below

the target value if the residence time is higher than some critical value that is not

‘too large’ in practice.

In chapter 3 we investigate how the volume and mass of excess sludge produced by

the activated sludge process can be reduced by coupling the bioreactor used in the

process to a sludge disintegration unit.

In chapter 4 a seemingly minor modification is made to the model in chapter 2.



iii

Instead of biomass decay producing soluble substrate and inert material it produces

slowly biodegradable substrate and non-biodegradable particulates. We use steady-

state analysis to investigate how the amount of sludge formed depends upon the

residence time and the use of a settling unit. We show that when the steady-state

sludge content is plotted as a function of the residence time that there are three

generic response diagrams, depending upon the value of the effective recycle param-

eter. In particular, the seemingly minor change has had a pronounced effect on the

behavior of the model. Unlike the model investigated in chapter 2 we find that in

practice excessive sludge formation is inevitable.

In chapter 5 we investigate how increasing the decay rate effected the behavior of

models one and two. We find that this is not an effective way to reduce sludge

formation.

In the final chapter we summarize the results of the thesis and include recommen-

dations for future research.
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1.1. Introduction 3

The advantages of the activated sludge process include its high quality performance

and its ability to remove nitrogen and phosphorus. The disadvantages include its

difficulty to operate and frequent failure due to sludge bulking or the loss of nitri-

fying ability[9, page 5]. In addition, compared to other biological processes that

are used in wastewater treatment, the activated sludge process is more expensive to

operate because it requires more energy[9, page 5].

The first models for bioreactors were developed in the 1960s [51, 52, 80]. These

models assume that there is one limiting substrate, one limiting microorganism and

one rate-limiting biochemical reaction. Such models are easy to calibrate and often

provide useful insights into process behavior; accordingly they remain widely used.

Furthermore, they are often more suitable to use in control schemes than more de-

tailed models. A very recent example of the use of such a model is the development

of a simple dynamic model of a submerged membrane bioreactor which uses the

traditional one component model [81].

Chung and Neethling [23] extended the basic model in two ways. Firstly, they

introduced a slowly biodegradable substrate component which is hydrolysed to pro-

duce small soluble organic materials. Secondly, they allowed a fraction of the dead

biomass to be recycled back into the soluble substrate pool. They calibrated their

model against experimental steady-state data and used it to estimate the fraction

of the total volatile suspended solids that was due to biomass. They investigated

how this fraction varied as a function of the sludge age.

Larger models have been developed, such as the IWA Activated Sludge models

[43, 56, 78]. These models have been extended to model processes in membrane

bioreactors [34, 74].

Recent developments in the mathematical modeling of the activated sludge process

are reviewed in [42, 67].

A process model was presented in [16] to simulate the dynamic behaviour of a pilot-

scale process for the anaerobic two-stage digestion of sewage sludge. This model was
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implemented to support experimental investigations into the anaerobic two-stage di-

gestion process. This model is a derivative of the IWA Anaerobic Digestion Model

No.1 (ADM1), which has been developed by the IWA task group for mathematical

modelling of anaerobic processes [16].

The basic model remains attractive because it is easy to calibrate and apply. It re-

mains widely used to estimate the effluent concentration from the activated sludge

process, however it does not model sludge formation. The model of Chung and

Neethling includes sludge formation [23]. We use this model as the basis for the

work reported in this thesis. In particular we investigate how the amount of sludge

formed is affected by the operation of the settling unit.

1.2 Literature review

1.2.1 History: Introducing the Monod model

It is important to have a grounded knowledge of the various mathematical models

that have been developed and devised in the field of enzyme kinetics and biological

processes for the research presented in this thesis. Population dynamics, an enor-

mous field, can be regarded as a generic name to portray such processes. Hence, the

term population dynamics is used frequently throughout this particular chapter.

One of the most basic mathematical models, which replicates population growth by

a simple exponential function, is the Malthusian model [13, 57]. This model has

limitations in that it does not, for instance, cater for a decrease in nutrients for a

given population (and therefore a slow down in population growth). Consequently

other models have been derived [11, 13]. In 1838, Verhulst published ‘A Note on

the Low of Population Growth’ which included the logistic, or Verhulst, model in

which the growth of a population is constrained [13, 96]. This model was inspired by

Quetelet who published ‘A Treatise on Man and the Development of his Faculties’.

Quetelet suggested that populations do not grow geometrically over a long period
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of time because of certain obstacles such as hunger and epidemics [13].

Further model improvements have been developed to suit the requirement of physical

population dynamics models (or biological process). One of these model improve-

ments is the Monod model. This model describes the relationships between the

microbial growth rate and the concentration of a limiting nutrient or food supply

[21, 66, 68]. The Monod model was first investigated and derived by the French

biologist Jacques Monod in 1942 [77], who received a Nobel Prize for his work in

microbiological processes in 1965 [54]. In 1949 Monod [66] gave a detailed account

of the growth of genetically homogeneous bacterial using a quantitative approach

by analysing experimental data. He examined the positive phases of growth, rather

than including death and mutations or selections of a culture. Through his model

Monod brought together a relationship between the concentrations of microbiolog-

ical organism and the material or substance that the organisms live on [21, 66].

Hence, the Monod model can describe the growth of bacterial cultures.

The specific growth rate for the Monod model is

µ(S) =
µmS

Ks + S
, (1.1)

where µm is the maximum specific growth rate, S is the concentration of biodegrad-

able solids (later known as substrate) and Ks (the most difficult constant to obtain

from experiments [62]) is the Monod constant or saturation constant. This is the

substrate concentration at which the specific growth rate is half the maximum spe-

cific growth rate.

The assumption of this model is that the growth rate depends on the amount of

available nutrients. This leads to, at least, a coupled system of two differential

equations, one for the population of microorganisms and the other for the concen-

tration of nutrients [93]. It is assumed that the reaction mixture is will mixed.

A Monod model for the microbial growth of microorganisms, where microbes and

nutrients reside in water or a liquid phase, and where there is only one nutrient is
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given by:

d

dt
(Ci) = Ti(CM , CN),

where Ci = M,N are the mass concentration of reactant i per unit volume of the

liquid phase (M and N are the microbes (“tiny organisms including yeasts, mold

and bacteria” [36])), and Ti, (i = M,N) are the total rate at which species i is

produced through reactions and sources [93]. The rate of microbial growth is given

by the Monod equation [93]:

µ(Ci) =
µmCi

Ks + Ci

, i = M,N, (1.2)

Assuming that the microbial death rate is proportional to the size of the population

the final form of the governing system of differential equations is given by:

dCM

dt
=

µmCN

Ks + CN

CM − krCM , (1.3)

dCN

dt
= − 1

Y

µmCN

Ks + CN

CM , (1.4)

where kr is the first-order endogenous decay rate and Y is the yield coefficient [93].

The first term on the right hand side of equation (1.3) represents the growth of

species CM upon the nutrients CN . The second term on the right hand side of

equation (1.3) represents the decay of the microorganisms. The first term on the

right hand side of equation (1.4) represents the depletion of the nutrients because

the microorganisms are eating them.

By far the most widely used approach, the Monod model is versatile and robust

enough to be studied in environmental engineering processes by quantitative, nu-

merical and experimental means. It has been used to model activated sludge process

for wastewater treatment [3, 18, 23, 29, 39, 71, 72], global warming [90], and air pol-

lution models such as for acid rain [46]. The dynamics between the microorganisms
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and the degradable solids in a well-stirred, well-aerated, bioreactor with a mem-

brane reactor were analysed in [71]. There are also detailed works reviewing the

hydrolysis and fermentation stages of organic matter entering an anaerobic water

treatment plant [29]. Another area of important environmental engineering concern

is the pollution of soil through chemicals such as petroleum [79], polynuclear aro-

matic hydrocarbons [47], lead [14], pesticides [21] radioactive waste [91, 101], and

heavy metals [12]. Chemical leaching of pesticides in soil was examined in [21] so as

to account and predict the diffusion of poisons into the environment [92].

The basic model was analyzed in [71] for a continuous flow bioreactor and membrane

reactor models. Figure (1.2) shows the biochemistry of the biochemical process when

substrate (S) is consumed by biomass which produce products (P, not shown) and

biomass (Xb). The latter produce unspecified matter (not shown) by death (kd).

Unused substrate, microorganisms, and the product flow out of the reactor.

Figure 1.2: Schematic diagram of the biochemical process in the basic model.

The Monod model has the same form as the Michaelis-Menten equation [63].

υ =
Vmax [S]

Km + [S]
,

where υ is a reaction rate for the substrate [S], Vmax is the maximum rate achieved by

the system and the Michaelis constant Km is the substrate concentration at which

the reaction rate is half of Vmax. However, the Monod equation is considered to be an

empirical model whereas Michaelis-Menten equation has been derived theoretically

[54, 63].
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1.3 Terminology

To allow a discussion on the developments in this area we first introduce some

terminology. This is done in the following subsections.

1.3.1 Chemical oxygen demand

Biological oxygen demand (BOD) and chemical oxygen demand (COD) are the

mostly widely used parameters for characterizing the organic carbon content in

wastewaters. The chemical oxygen demand parameter is perhaps the most widely

used. It is defined as the amount of oxygen consumed in the oxidation of organic

compounds [49]. Although COD does not differentiate between biodegradable or-

ganic and non biodegradable compounds, this is no longer considered a drawback

as new experimental techniques now enable the separate experimental identification

of these fractions [78, page 21].

1.3.2 Sludge

Sludge is defined as the combination of microorganisms and solid particles which

settle in the bottom of the settling unit. It is knowing as activated sludge because

the microorganisms entrapped within it break down organic matter into carbon

dioxide, water, and other compounds.

1.3.3 The volatile suspended solids

The volatile suspended solids are the solids which are lost if dried sludge is ignited.

They represent the solid organic carbon content in the sludge. This parameter is

important because it directly gives the amount of active biomass in the sample,

whereas the total suspended solids includes inorganic matter and particulates. The

volatile suspended solids gives an approximation of carbon content of sludge. High

volatile suspended solids means more sludge content. Membrane reactor produce
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less sludge than the conventional activated sludge process, however sludge must

still be removed to maintain appropriate levels of biomass within the reactor [73].

At high values of the volatile suspended solids the performance of the membrane

may deteriorate [20, 53, 100]. This reduction is because of poor oxygenation, which

increases aeration cost, and extensive membrane fouling, which requires replacement

and a frequent cleaning of the membrane [99].

In this thesis we specify a target value for the volatile suspended solids.

VSSt = 12000mg l−1.

This value is a typical target value used in the activated sludge process [102].

1.3.4 Anaerobic vs Aerobic Processes

1.3.4.1 Anaerobic Processes

The anaerobic digestion process is used to treat agricultural, municipal and indus-

trial wastes. It is not only an effective process for environmental depollution but

also produces renewable energy in the form of biogas of which the main component

is methane [86]. The anaerobic process breaks down biodegradable material by mi-

croorganisms in the absence of oxygen [33]. In many wastewater treatment plants

anaerobic digestion is used to stabilize large fractions of organic matter entering the

plant [29].

The emission of landfill gas into the atmosphere comes from wastewater materi-

als such as wastewater sludge and agriculture and municipal solid wastes. These

emissions can be reduced by anaerobic digestion, so as to produce a methane and

carbon dioxide rich biogas suitable for energy production; reducing the need to use

fossil fuels [29]. As a result anaerobic digestion provides a renewable energy source,

making it cost effective [29].

It is acknowledged that animal confinement facilities can move towards energy self
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sufficiency and stabilize the large quantities of organic wastes that they produce by

employing mixed swine waste digesters which are thought to be among the most

economically attractive [27]. The Monod model was used in [48] to describe the

anaerobic kinetics of animal wastes (e.g. swine) and dairy wastes products.

1.3.4.2 Phases of Anaerobic Processes

Anaerobic digestion has four key biological and chemical stages:

• Hydrolysis. This breaks down degradable solids to produce smaller soluble

molecules [29].

• Acidogenesis. This corresponds to the conversion of easily fermentable sugar

to acetic acid [64].

• Acetogenesis. Acetogenic bacteria are capable of the oxidative decomposi-

tion of melanoidins [88]. Anaerobic acetogenesis of food waste is a feasible

alternative to biogas generation [10].

• Methanogenesis. This is the biological production of methane mediated by the

reduction of carbon dioxide and the fermentation of acetate and methylamines

[35]. Methanogenesis can be used to describe the decarboxylation of this acid

into methane and carbon dioxide [64].

1.3.4.3 Acid Phase Digestion

The anaerobic process consists of bacteria which are either acid or methane formers.

The methane formers convert acids into methane. Acid Phase Digestion (APD) is

an increase in the destruction of volatile solids and a corresponding increase in the

gas production from anaerobic digestion [15]. The acid phase also has hydrolysis

and fermentation processes in its overall model [29]. Thus the overall process is that

organic solids hydrolysis to give soluble products which ferment to acids.
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1.3.4.4 Aerobic Processes

An aerobic process happens when microorganisms breakdown organic contaminants

in the presence of oxygen [55, 87].

Aerobic bacteria, called aerobes, degrade many organic contaminants under aerobic

conditions, as they have an oxygen based metabolism. Cellular respiration is an

example of aerobic digestion that happens when aerobes use oxygen to oxidize sub-

strates such as sugars and fats in order to obtain energy [105]. For example in the

cytoplasm of the aerobes, glucose molecules are first broken down into two smaller

molecules. Aerobic respiration then takes place when these smaller molecules enter

into a mitochondrion that found in large numbers in most cells, it is here that the

biochemical processes of respiration and energy production occur.

Recently, the aerobic digestion of activated sludge has been utilized in some wastew-

ater treatment plants as an alternative to the more traditional anaerobic digestion

[37, 38]. There are many advantages associated with aerobic digestion such as high

efficiency (i.e. a complete depletion of solids, no pungent gases, rapid biodegradabil-

ity [84]), wide ranging with many applications [68], a lower capital investment [37]

and fewer operational problems [37]. In addition, aerobic digestion has impact resis-

tance and strong adaptability [55]. For instance, a short detention time of about 15

days at a temperature of 20 degree centigrade is usually sufficient to produce sludge

that can be easily dewatered [37], whereas anaerobic digestion needs a detention

time of 22 days at a temperature of 15 to 45 degree centigrade [95].

There are some doubts about using aerobic digestion for primary sludge. It is often

stated that the treatment is an expensive alternative, although there is no persuasive

economic analysis supporting this statement [37]. In fact aerobic digestion can be a

more economical alternative than anaerobic digestion, as shown in a case study of

substrate containing primary solids in raw sewage [44] .

The aerobic processes can be used in the follow-up treatment of an anaerobic pro-

cess. For example in dealing with auto manufacturing wastewater, such a two-step
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process removed 81% of the Chemical Oxygen Demand (COD) of the influent [55].

Some examples of aerobic treatment systems are the conventional activated sludge

(CAS) and membrane bioreactor (MBR). The CAS process is widely used for treat-

ing low strength wastewater (< 1000 mg COD/L) such as in municipal wastewater

systems [75].

1.3.4.5 Substrate and Biomass

Degradable solids break down to produce smaller soluble molecules, that is, sub-

strates. Biomass is produced by microbial growth on these substrates. Many studies

link substrate degradation with the growth of biomass. An example of this is the hy-

drolysis and fermentation of substrate and accompanying growth of biomass during

the acid phase of anaerobic digestion [29]. The state of a continuous flow bioreactor

can be describe in terms of the variables that comprise the microorganism and a

growth limiting substrate [71]. A model for the transport of substrate and biomass

has been studied in a porous medium, whereby it accounts for the transport, growth

and decay of biomass suspended in both water and biofilm phases [94]. In addition,

substrate degradation has been investigated under certain operational and environ-

mental parameters [hydraulic retention time (HRT), solids retention time (SRT),

pH, and reactor configuration] during the acid-phase digestion of municipal primary

sludge [32]. In [32] the pathways of substrate degradation has three stages which

are hydrolysis, fermentation and anaerobic degradation. The material and methods

used in [32] are: feed source and characteristics, reactor configuration and operation,

analytical procedures, effect of hydraulic retention time (HRT) and effect of solids

retention time (SRT), effect of pH and product formation.
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1.3.5 Experiments

The problem of designing experiments for the Monod model was discussed in [26].

To obtain robust and efficient designs for parameter estimation, uniform designs

and maximin optimal designs are considered. In particular standardized maximin

D- and E-optimal designs are found and compared with uniform designs which are

usually utilised in these microbiological models [26].

Atrazine fat in soil mini-columns was studied in [21]. It was found that first-order

degradation models do not describe the fate of atrazine in soil. It was modelled

using Monod kinetics, indicating that the growth of an atrazine degrading biomass

occurs when atrazine is present [21].

1.4 Variations of the Monod Model

Some limitations of the Monod model are described in [77] where the authors re-

viewed microbiological processes. There are many offshoots of the Monod model

equations (1.3) and (1.4) that have been used to describe limiting conditions of

reaction free energy for bacterial respiration in energy-limited environments. One

limitation is the deviations of the specific growth rate µ(S) at low substrate con-

centration [82] from that predicted by the Monod model. A number of structured

models have been presented as alternatives to describe the hyperbolic curve nature

of population or microbial growth. However, these models have their own disadvan-

tages. Thus there is no single ‘correct’ model. There are various types of specific

growth models. An example is the Modified Monod model, which expresses the

influence of the initial substrate concentration on the growth rate [1, 65],

µ(S) =
µmaxS

KsS0 + S
,

where S0 is the initial substrate concentration.

The Monod model is an increasing fraction of the substrate concentration; the more
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substrate available, the quicker the microorganisms grow [72]. Substrate inhibition

is common in many processes such as aerobic fermentation processes, the biological

treatment of industrial wastewaters and wastes, and when the substrate is toxic to

the microorganism.

For systems subject to substrate inhibition the specific growth rate is an increasing

function at low values of the substrate concentration and it is a decreasing function

at high values of the substrate concentration.

dµ

dS
>0 if S<Scr, (1.5)

dµ

dS
<0 if S>Scr, (1.6)

where “Scr is the value of the substrate concentration at which substrate inhibition

‘sets in’, i.e. the transition point at which the specific growth rate changes from an

increasing function of the substrate concentration to a decreasing function of the

substrate concentration” [72].

A common modification to the Monod model to represent growth kinetics subject

to substrate inhibition is Andrews model [8].

µ(S) =
µmS

Ks + S + S2/KI

,

where KI is the inhibition constant.

Substrate inhibition by glucose on biomass and pediocin production in cultures of

Pediococcus acidilactici on a residual medium was investigated in [98].

The Tessier model [1, 50], formulates the specific growth rate as,

µ(S) = µmax

(

1− exp

[−S

Ks

])

.

A fundamental analysis of continuous flow bioreactor and membrane reactor models

with Tessier kinetics was reported in[70]. Some examples of experimental systems
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governed by Tessier kinetics are given in [40, 61, 83, 89, 104].

The Contois model allows the specific growth rate to depend upon the biomass

concentration[1, 24],

µ(S,X) =
µmaxS

KXX + S
,

where KX is the Contois kinetic constant and X is the biomass concentration. In

this model as the biomass increases the specific growth rate decreases, due to an

increasing obstruction to substrate uptake. The authors in [2] investigated the per-

formance of a continuous stirred tank bioreactor with a growth rate that is assumed

to follow the Contois model.

1.5 Mathematics

A simple model was proposed for the solubilization process during the acid phase of

anaerobic digestion, the acid phase has both hydrolysis and fermentation processes

occurring in series as shown in Figure 1.3. In the first process degradable partic-

ulates (F) are hydrolyzed (kh) to soluble substrates (S). In the second process the

soluble substrates (S) are consumed (µ̂S) to produce acid phase products (P) and

biomass (X). The biomass subsequently decay (kd) to give unspecified matter (U)

[29].

Figure 1.3: Schematic diagram of the acid phase fermentation of particulates [29].

Monod’s equation was used to express the bacterial growth rate at constant tem-

perature and pH in the acid phase model.

The parameters of the Monod model for recombinant fermentation have been esti-
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mation in [22] using hybrid differential evolution. The model profiles based on the

initial concentration of glucose were found to give a satisfactory fit to the experimen-

tal observations [22]. The stabilization and robustness of a chemostat model were

analysed in [60] via a Lyapunov approach. The author studied a two species chemo-

stat model with one limiting substrate by designing feedback controllers so that

an equilibrium with arbitrary prescribed species concentrations becomes globally

asymptotically stable. A mathematical model concerning a chemostat with impul-

sive state feedback control was developed in [41] to investigate the periodicity of

bioprocess. The authors estimated the position of the periodic solution of order one

and discussed the existence of periodic solution of order two [41]. A mathematical

model for immune cell interactions via specific, dose-dependent cytokine production

rates of cell populations was developed in [97]. This describes the criteria required

for normal and pathological immune system responses and suggests that various

stable levels which manifest themselves in different disease phenotypes can be found

by alterations in the cytokine production rates.

1.5.1 Applications of the Monod model

The use of the Monod model in applications covers a broad spectrum that includes

the activated sludge model for sewage treatment. In [64] the model was tested in

batch cultures for the simulation of anaerobic digestion with pea bleaching wastew-

aters and a synthetic substrate containing sucrose and organic acid. The model

satisfactorily represented methane production under very different operational con-

ditions [64].

The Monod equation has been used effectively in many aspects. For instance, a

continuous flow bioreactor [71], cascade reactors-in-series [68], simultaneous degra-

dation of chlorophenol mixtures [28] and multi-stage bioreactors [17]. Further, when

there are simultaneous limitations of substrates and nutrients, dual or multiple

Monod models can be used [54]. In addition, modelling microbiological processes
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in petroleum and environmental biotechnologies can use mixed Monod-based and

constraint-based approaches [54, 77]. However, the Monod model and its variations

do have shortcomings in modelling processes. For instance, dynamic physiological

responses to changing environments are not well described by the Monod model

[45, 54].

1.6 Summary

In sections 1.2 and 1.3 we described some of the mathematical models that have

been developed in the field of enzyme kinetics and bioprocess engineering. The

relationships between microbial growth rates and the concentration of a limiting

nutrient or food supply are often defined by the Monod model. We described a

simple model of enzyme and substrate interaction in section 1.2. We described the

commonly used variations of the Monod Model in section 1.4. We described the use

of the Monod model on some mathematical model and applications in 1.5.

1.7 Outline of the thesis

The aim of this thesis is to undertake studies of the activated sludge process using

the Monod type model as the basic design.

Other than the mathematical analysis of these works, there are a variety of reasons

and motivations to undertake studies in bioreactors.

• To better understand the modeling aspects of biological processes.

• To make improvements in gaining knowledge about such processes.

• To obtain an understanding of such processes that can be adapted to other

environmental applications.

The main aims of this thesis are to:
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• Find the steady-state solutions representing the washout and no-washout branches.

The washout branch corresponds to process failure due to removal of all the

biomass. The no-washout branch is when biomass is present in the system.

• Determine the stability of the steady-state solutions.

• Investigate how the chemical oxygen demand and the total volatile suspended

solids depend upon the residence time and the operation of a settling unit.

In this thesis the model used is an extension of the basic model discussed in section

1.2. In chapter 2 we analyse an extension of the standard model which adds an

insoluble substrate and allows for a fraction of dead biomass to be recycled into the

pool of insoluble substrate. This allows a more realistic depiction of the biochemical

processes than the standard model. It is also the simplest model that can be used

to investigate sludge production in the activated sludge process. It has the advan-

tage over the IWA models [43, 56, 78] that it is amenable to mathematical analysis,

rather than relying on numerical simulations. In particular we study how the sludge

response diagram, which shows the steady-state sludge content as a function of the

residence time, changes as the effective recycle parameter, which characterizes the

operation of the recycle unit, is varied.

We find the steady-state solutions and determine their stability as a function of

process parameters. These are used to calculate the steady-state chemical oxy-

gen demand and the steady-state volatile suspended solids inside the reactor as a

function of the residence time. We investigate the circumstances under which it is

possible to operate the reactor at, or below, a target value for the volatile suspended

solids.

The process begins when the biodegradable particulate substrate (Xs) is hydrolyzed

into a soluble substrate (S). The rate at which this happens is given by the hydrol-

ysis rate of insoluble organic compounds (kh). In the next step the biomass (Xb)

feed upon the soluble substrate to produce more biomass. Finally, when the biomass
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die they are converted into a mixture of inert material (Xi) and soluble substrate.

This model is due to Chung and Neethling [23]. Figure 1.4 gives an overview of the

process.

Figure 1.4: Overview of biochemical processes used in chapter 2 (model one).

We extend the process model from chapter 2 in chapter 3 by investigating how a

sludge disintegration unit (SDU) can be used to control the amount of sludge within

the bioreactor. The flow rate entering the bioreactor is F , we assume that the flow

rate going from the bioreactor to the sludge disintegration unit is DF where D is a

sludge disintegration factor.

The biochemical processes in the sludge disintegration unit are shown in figure 1.5.

Figure 1.5: Schematic diagram of biochemical processes occurring in a sludge disin-
tegration unit (chapter 3).

There are three biochemical processes. In the first reaction biomass (Xb,s) is dis-

integrated into non-biodegradable particulate (Xi,s), biodegradable particulate sub-

strate (Xs,s) and soluble substrate (Ss). In the second process the biodegradable par-

ticulate substrate (Xs,s) is disintegrated into soluble substrate (Ss) and biodegrad-

able particulate substrate (Xs,s). The last process is when the non-biodegradable
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particulate (Xi,s) is disintegrated into the soluble substrate (Ss) and further non-

biodegradable particulates (Xi,s).

In principle we have different values for the three disintegration rates in the sludge

disintegration unit. However to simplify we assume that the value of the disintegra-

tion rates are the same (γ) for all processes.

We find the steady-state solutions and determine their stability as a function of the

residence time. We find that as the value of the disintegration rate (γ) increases

the amount of sludge in the bioreactor decreases. Two forms of behaviour are found

as the disintegration rate is increased. The transition between the two types is

governed by the value of the volatile suspended solids when the residence time is

infinity. This value is independent of the disintegration rate (γ).

A very important finding from this chapter is that for a fixed value of the effective

recycle parameter (R∗), which governs the behaviour of the settling unit, there is

a critical value of the sludge disintegration factor (D). If the sludge disintegration

factor is greater than the critical value (D>Dcr) then the volatile suspended solids

is below the target value (VSS∗<VSS∗

t ) if the residence time is larger than some

critical value.

In chapter 4 we change one of the assumptions in the Chung and Neethling model.

Namely instead of a fraction of the dead biomass being recycled into the pool of

soluble substrate we assume that it is instead recycled into the pool of particulate

substrate.

The biochemical process is shown in figure 1.6.

Figure 1.6: Overview of biochemical processes used in chapter 4 (model two).

We find the steady-state solutions and determine their stability as a function of
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process parameters. These are used to calculate the steady-state chemical oxygen

demand and the steady-state volatile suspended solids as a function of the residence

time. We use the steady-state results to investigate the circumstances under which

it is possible to operate the reactor at, or below, a target value for the volatile

suspended solids. Where appropriate we discuss where the results of these models

agree and differ.

If we compare model one in chapter 2 and model two in chapter 4 we find that this

small change in the assumptions results in a large change in the behaviour of the

reactor. In model one when the biomass produces slowly biodegradable substrate,

the volatile suspended solids in practice is below the target value when the effective

recycle parameter is smaller than some critical. however, in practice for model two

the volatile suspended solids is always above the target value.

In chapter 5 we re-investigate models one and two. We consider what happens if we

increase the biomass decay coefficient inside the main reactor. Thus we investigate

how changing the value of the biomass decay coefficient (k∗

d) effects both the chem-

ical oxygen demand and the sludge formation within a bioreactor.

We finish in chapter 6 with a conclusion and propose some problems for future work.



Chapter 2

Simple extension of the standard

model (model one)

2.1 Introduction

The basic models for the activated sludge process were developed in the 1960s [51,

52, 80]. These models assume that there is one limiting substrate, one limiting

microorganism and one rate-limiting biochemical reaction.

In this chapter we analyse a model due to Chung and Neethling [23]. Chung and

Neethling [23] extended the basic model in two ways. Firstly, they introduced a

slowly biodegradable substrate component which is hydrolysed to produce small

soluble organic materials. Secondly, they allowed a fraction of the dead biomass

to be recycled back into the soluble substrate pool. They calibrated their model

against experimental steady-state data and used it to estimate the fraction of the

total volatile suspended solids that was due to biomass. They investigated how this

fraction varied as a function of the sludge age. They only investigated their model

using numerical methods.

In this chapter we analyse their model in detail. In particular by finding the steady-

state solutions of the model we investigate how the ‘sludge response diagram’, which

22
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shows the steady-state sludge content as a function of the residence time, changes

as the effective recycle parameter, which characterizes the operation of the recycle

unit, is varied.

We use our steady-state results to establish conditions under which it is guaranteed

that the steady-state sludge content is always higher than a target value. This is

very undesirable.

Some of the results from this chapter have been published in a refereed conference

proceeding [4].

2.2 Biochemistry

2.2.1 Microbial reactions

In this section the biochemistry of the model is discussed. An overview of the bio-

chemical processes is shown in Figure 2.1. In this figure Xb is the concentration

of biomass, Xi is the concentration of non-biodegradable particulate material, Xs is

the concentration of biodegradable particulate substrate, S is the concentration of

soluble substrate, µ(s) is the specific growth rate, kd is the death coefficient, and kh

is the hydrolysis rate of biodegradable particulate substrate (Xs).

Figure 2.1: Overview of the biochemical processes model one.

Figure 2.1 contains three processes. In the first step biodegradable particulate sub-

strate is made soluble. In the second step biomass feed upon the soluble substrate

to produce more biomass. Finally, when the biomass die they are converted into a

mixture of inert material (Xi) and soluble substrate (S).
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We now describe the three biological processes in the model in more detail.

1. The hydrolysis of biologically degradable particulate organic solids (Xs) to

smaller soluble substrate (S).

cXs
kh−→ (cαh)S, (2.1)

where αh is the yield factor for hydrolysis of insoluble organic compounds.

The dimensions of the parameter αh (|S||X|−1) reflect the change from one

substance (insoluble substrate) to a second substance (soluble substrate).

2. The soluble organic materials (S) are used as substrates for energy and growth

by the biomass (Xb).

aS
µ(s)−−→ aαgXb, (2.2)

where αg is the yield factor for growth of biomass. As above, the dimensions of

αg (|S||X|−1) reflect the changes from one substance to another with different

units.

3. The decay of biomass, or endogenous respiration, adds to the pool of soluble

substrate (S) in addition to producing an inert residue (Xi).

bXb
kd−→ fibXi + fsαsbS, (2.3)

where fi is the fraction of dead biomass converted to inert material, fs is the

fraction of dead biomass converted to soluble substrate and αs is the yield

factor for conversion of dead biomass to soluble substrate, which again reflects

the possibility that the units of Xb and S differ.

It is assumed that after death the biomass is converted either into inert residue

or soluble substrate. Thus the sum of the fraction of inert residue and the
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fraction of soluble substrate must be one,

fi + fs = 1.

The sequence of biological reactions (2.2)−(2.3) converts substrate through biomass

back to substrate. Mass conservation imposes the restriction that

0<fsαgαs ≤ 1.

To show that this is true consider an experiment carried out in a batch reactor in

which (a) units of substrate is consumed to produce (aαg) units of biomass (reaction

2, (2.2)). The biomass dies to give (fsαsaαg) units of substrate and (fiaαg) units of

inert residue (reaction 3, (2.3)). This process is illustrated below.

aS
µ(s)−−→ aαgXb

kd−→ (aαg)fsαsS + (aαg)fiXi.

Thus the amount of substrate produced from the consumption of (a) units of sub-

strate is (afsαgαs) units of substrate. Hence conservation of mass imposes the

restriction that

fsαgαs ≤ 1. (2.4)

Inequality (2.4) is true regardless of the units that soluble substrate (S) and the

other species (Xj) are measured in. If all components are measured in the same

units the following additional inequalities must hold

αg ≤ 1,

fsαs ≤ 1.
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This biochemical model was originally proposed by Chung and Neethling [23].

2.2.2 Chemical oxygen demand

In our model the COD of the wastewater is given by

COD = S + αhXs,

where αh is a conversion factor that is required because the units of soluble substrate

(S) differ from that of biodegradable particulate substrate (Xs).

In this chapter we follow Chung and Neethling [23]. The units of soluble substrate

(S) are mg COD l−1 and the units of biodegradable particulate substrate (Xs) are

mg VSS l−1. It’s a non trivial task to convert these units into the chemical oxygen

demand.

Note, in this chapter we do not use the chemical oxygen demand because the units of

soluble substrate is |S| which is different from the units of biodegradable particulate

substrate |Xs|.

2.2.3 The volatile suspended solids

In the extended model, reactions (2.1)-(2.3), the volatile suspended solids (VSS) are

given by

VSS = Xb +Xi +Xs.

The target value (a maximum desirable value) of the volatile suspended solids for

the safety of membrane filtration is

VSS = 12000 mg l−1[102].
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2.3 Equations

In this section we write down the model equations for the concentration of microor-

ganisms, biodegradable particulates, inert material, and soluble substrate within a

well-stirred, well-aerated, bioreactor. The assumption that the reactor is well stirred

means that the substrate is instantaneously and homogeneously mixed with the re-

actor contents. The assumption that the reactor is well-aerated means that oxygen

is not a rate-limiting substance. We also assume that the flow through the bioreac-

tor is sufficiently fast so that cell growth does not occur on the walls of the reactors,

i.e. there is no biofilm on the reactor walls, and that operating conditions such as

the pH and temperature are automatically controlled so as to remain constant.

For a reactor employing recycle, we further assume that substrate utilisation only

occurs in the reactor, i.e. there is no reaction in either the settling tank or the return

line, and that the recycle rate is constant.

2.3.1 The dimensional model

The conservation of mass equations are

The rate of change of soluble substrate

V
dS

dt
= F (S0 − S) + V αhkhXs + V fsαskdXb −

V Xbµ(S)

αg

. (2.5)

The rate of change of biomass

V
dXb

dt
= F (Xb,0 −Xb) +RF (C − 1)Xb + V Xbµ(S)− V kdXb. (2.6)

Non-biodegradable particulate material

V
dXi

dt
= F (Xi,0 −Xi) +RF (C − 1)Xi + V fikdXb. (2.7)
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The rate of change of biodegradable particulate substrate.

V
dXs

dt
= F (Xs,0 −Xs) +RF (C − 1)Xs − V khXs. (2.8)

The specific growth rate is given by

µ(S) =
µmS

Ks + S
. (2.9)

The residence time is defined by

τ =
V

F
. (2.10)

The chemical demand oxygen

COD = S + αhXs. (2.11)

Total Volatile Suspended Solids (VSS)

Xt = Xb +Xi +Xs. (2.12)

Note that we have assumed that the settling unit is equally effective at concen-

trating the biological component (Xb) and the particulates (Xs and Xi). In the

following we denote the units of soluble substrate concentration by |S| and the units

of biomass, non-biodegradable particulate material and biodegradable particulate

substrate concentration by |X|.

In these equations C is the recycle concentration factor (–), the value of this fac-

tor depends on the settling unit design operation. F is the bioreactor flow rate

(dm3 hr−1), Ks is the Monod constant |S|, R is the recycle ratio based on volumet-

ric flow rates(–), S is the substrate concentration within the bioreactor |S|, S0 is
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the concentration of substrate flowing into the reactor |S|, V is the volume of the

bioreactor (dm3), Xb is the concentration of biomass |X|, Xi is the concentration of

of non-biodegradable particulate material |X|, Xs is the concentration of biodegrad-

able particulate substrate |X|, Xj,0(j = b, i, s) is a feed concentration flowing into

the reactor |X|, Xt is total volatile suspended solids |X|, kh is the hydrolysis rate

of insoluble organic compounds (hr−1), kd is the death coefficient (hr−1), fs is the

fraction of dead biomass converted to soluble substrate (–), fi is the fraction of

dead biomass converted to inert material (–), t is time (hr−1), αh is the yield factor

for hydrolysis of insoluble organic compounds (|S||X|−1), αg is the yield factor for

growth of biomass (|X||S|−1), αs is the yield factor for conversion of dead biomass

to soluble substrate (|S||X|−1), µ(S) is the specific growth rate model (hr−1), µm is

the maximum specific growth rate (hr−1), and τ is the residence time (hr).

Note that we can assume that C ≥ 1, as otherwise recycle leads to a decrease in

performance of the bioreactor. For a specific wastewater, a given biological commu-

nity, and a particular set of environmental conditions, the parameters Ks, kd, αh,

αg, αs and µm are fixed. The parameters that can be varied are S0, Xj,0(j = b, i, s),

and τ .

In the standard model [71] the components Xi and Xs are not included and it is

further assumed that fs = 0.

Typical parameter values for the model are stated in appendix A.3.

2.3.2 The dimensionless model

By introducing dimensionless variables for concentrations of the substrate [S∗ =S/Ks],

microorganism and particulates [X∗

j =Xj/(αgKs)] (j = b, i, s) and time [t∗=µmt ]

the dimensional model, equations (2.5)-(2.8), can be written in the dimensionless
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form

dS∗

dt∗
=

1

τ ∗
(S∗

0 − S∗) + αg,hk
∗

hX
∗

s + fsαg,sk
∗

dX
∗

b −
S∗X∗

b

1 + S∗
, (2.13)

dX∗

b

dt∗
=

1

τ ∗
(X∗

b,0 −X∗

b ) +
R∗

τ ∗
X∗

b +
X∗

bS
∗

1 + S∗
− k∗

dX
∗

b , (2.14)

dX∗

i

dt∗
=

1

τ ∗
(X∗

i,0 −X∗

i ) +
R∗

τ ∗
X∗

i + fik
∗

dX
∗

b , (2.15)

dX∗

s

dt∗
=

1

τ ∗
(X∗

s,0 −X∗

s ) +
R∗

τ ∗
X∗

s − k∗

hX
∗

s . (2.16)

The chemical oxygen demand COD∗

COD∗ = S∗ + αg,hX
∗

s . (2.17)

Total Volatile Suspended Solids VSS∗

VSS∗ = X∗

b +X∗

i +X∗

s . (2.18)

The parameter groups are: the effective recycle parameter [R∗ = (C-1)R], the di-

mensionless substrate concentration in the feed [S∗

0 = S0/Ks], a dimensionless con-

centration in the feed [X∗

0,j = Xj,0/(αgKs )] (j = b, i, s), the dimensionless residence

time [τ ∗ = V µm/F ], the dimensionless decay rate [k∗

d= kd/µm], the dimensionless

hydrolysis rate of insoluble organic compounds [k∗

h= kh/µm], and two combined yield

factors [αg,h = αgαh] and [αg,s = αgαs].

The cases R∗ = 0, 0<R∗<1 and R∗ = 1 represent a flow reactor without recycle,

a flow reactor with non-idealised recycle, and a flow reactor with idealised recycle,

respectively [71].

From now on we assume that the growth medium fed into the bioreactor is sterile,

i.e. there are no microorganisms in the influent (Xb,0 =X∗

b,0 =0). Furthermore, we

assume that the concentration of soluble substrate in the feed nonzero (S∗

0>0), and

that the concentration of biodegradable particulate substrate (X∗

s,0>0). Note that
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if the biodegradable particulate substrate is equal to zero, the model reduces to the

standard substrate-cellmass model, which has been widely studied [51, 52, 71, 80].

Note that inequality (2.4) becomes

0<fsαg,s ≤ 1. (2.19)

Note that the target value (a maximum desirable value) for volatile suspended solid

becomes

VSS∗

t =
VSSt

αgks
=

12000

αgks
= 77.071. (2.20)

Typical dimensionless parameter values are stated in appendix B.2 of this chapter.

2.3.3 Model simplification

The model consists of four differential equations (2.13)-(2.16). In this section we

show that the model reduces to a planar system.

2.3.3.1 The equation for the biodegradable particulate substrate

We write the initial condition for the variable of the biodegradable particulate sub-

strate (X∗

s ) as

X∗

s (0) = X∗

s,i.

Equation (2.16) is a linear first order differential equation. Solving equation (2.16),

we have

X∗

s =
B

A
+

(

X∗

s,i −
B

A

)

e−At∗ ,
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where the coefficients are

A =
1−R∗ + k∗

hτ
∗

τ ∗
,

B =
X∗

s,0

τ ∗
.

In the limit of large time we have

X∗

s,∞ = lim
t∗→∞

X∗

s =
B

A
=

X∗

s,0

1−R∗ + k∗

hτ
∗
. (2.21)

Note in the limit of infinite residence time we have X∗

s,∞ = 0.

We are not interested in the start-up of the reactor, only its long-term operation.

Consequently from now on, we replace the variable X∗

s in equation (2.13) by its

steady state value and drop equation (2.16) from the model. Expression (2.21) is

used latter to calculate the steady state value for the dimensionless volatile sus-

pended solid (VSS∗).

2.3.3.2 The equation for the non-biodegradable particulate material

Note that the variable of the non-biodegradable particulate material (X∗

i ) does not

appear in either equation (2.13) or (2.14) and therefore decouples from the model.

We write the initial condition for the variable X∗

i in the form

X∗

i (0) = X∗

i,i.

Equation (2.15) is a linear non-autonomous first order differential equation.

The formal solution of equation (2.15) is given by

X∗

i =
E

D
+ Fe−Dt∗ +Ge−Dt∗

∫

eDt∗X∗

b (t)dt,
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where the coefficients are

E =
X∗

i,0

τ ∗
, D =

1−R∗

τ ∗
, G = fik

∗

d,

and F is an integration constant determined by the initial condition.

In the limit of large time we have

X∗

i,∞ = lim
t∗→∞

X∗

i =
X∗

i,0

1−R∗
+

fik
∗

dX
∗

b τ
∗

1−R∗
.

The steady state value for the non-biodegradable particulate material (X∗

i,∞) is best

obtained directly from equation (2.15). This value for the steady-state is used later

to calculate the dimensionless volatile suspended solids (VSS∗).

2.3.3.3 The planar system

In the limit of large time the system (2.13)− (2.16) reduces to the planar system

dS∗

dt∗
=

1

τ ∗
(S∗

0 − S∗) + αg,hk
∗

hX
∗

s,∞ + fsαg,sk
∗

dX
∗

b −
S∗X∗

b

1 + S∗
, (2.22)

dX∗

b

dt∗
=

1

τ ∗
(R∗ − 1)X∗

b +
X∗

bS
∗

1 + S∗
− k∗

dX
∗

b , (2.23)

COD∗ = S∗ + αg,hX
∗

s , (2.24)

VSS∗ =

(

1 +
fik

∗

dτ
∗

1−R∗

)

X∗

b +
X∗

i,0

1−R∗
+

X∗

s,0

1−R∗ + k∗

hτ
∗
. (2.25)

Note that when the two middle terms in the right hand side of equation (2.22) are

zero the model simplifies to the standard model considered in [71]. This happens

when either αs = 0 (⇒ αg,s = 0) or fs = 0 and either k∗

h = 0 or αh = 0 (⇒

αg,h = 0).
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2.4 Results

In section 2.4.1 we discus some global properties of the solution of the system (2.22)−

(2.23). In section 2.4.2 the steady-state solution branches are given and the condition

for the no-washout solution branch to be physically meaningful is identified. In

section 2.4.3 the stability of the steady state solutions is determined. In section

2.4.4 asymptotic solutions are stated. In section 2.4.5 steady-state diagrams for the

case when there is no recycle (R∗ = 0) are discussed. In section 2.4.6 and 2.4.7

the steady-state results are used to calculate the chemical oxygen demand and the

volatile suspended solids respectively when a settling unit is used (0<R∗ ≤ 1).

2.4.1 Global behaviour

In section 2.4.1.1 we show that there is a positively invariant region which is expo-

nentially attracting. Then in section 2.4.1.2 we show that if the dimensionless decay

rate is too large (k∗

d ≥ 1), then the biomass must die out (limt∗→∞ X∗

b (t
∗) = 0). This

bound is slightly improved by using properties of the invariant region established

in 2.4.1.1. In section 2.4.1.3 we construct an improved invariant region which leads

to an improved bound on the death coefficient (k∗

d) which is valid under certain

specified conditions.

2.4.1.1 A positively invariant region

In this section we first show that the variable concentrations (S∗ and X∗

b ) can not

become negative. We then construct a (positively) invariant region which is expo-

nentially attracting for all (physically meaningful) initial conditions. In particular,

we show that the region (I∗) bounded by

0 ≤ S∗,

0 ≤ X∗

b ,
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S∗ +X∗

b ≤ Ŝ∗

0

1−R∗
,

is (positively) invariant, where

Ŝ∗

0 = S∗

0 + αg,hk
∗

hX
∗

s,∞τ ∗,

= S∗

0 +
αg,hk

∗

hX
∗

s,0τ
∗

1−R∗ + k∗

hτ
∗
. (2.26)

As concentrations have to be positive, it is reasonable to expect that the first two

statements are true. In the absence of a settling unit the third statement is rea-

sonable. If we put R∗ = 0 in the planar model (2.22)-(2.23) then the differential

equations “tell us” that if we consume one unit of scaled substrate we then produce

one unit of scaled microorganisms. It is now intuitive that the amount of substrate

plus the amount of microorganisms leaving the reactor must be less than the amount

of substrate flowing into the reactor. (These quantities would be equal if the biomass

did not die, i.e. when k∗

d=0).

To show that the substrate concentration is non-negative, consider the value for the

derivative dS∗

dt∗
when S∗ = 0. We have

dS∗

dt∗

∣

∣

∣

S∗=0
=

S∗

0

τ ∗
+ αg,hk

∗

hX
∗

s,∞ + fsαg,sk
∗

dX
∗

b >0,

as by assumption the biomass concentration is non-negative (0 ≤ X∗

b ) and the feed

concentration and residence times are strictly positive. Thus when S∗ = 0 the

derivative is positive. This means that if the soluble substrate concentration is

zero then the soluble substrate concentration is increasing, so it can not become

negative. The above inequality further shows that the substrate concentration is

strictly positive for t∗>0, i.e. it can not be reduced to zero.
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We now consider what happens when the biomass concentration is zero. We have

dX∗

b

dt∗

∣

∣

∣

X∗

b
=0

= 0.

This shows that the line X∗

b = 0 is invariant.

To establish the third inequality we let

Z(t∗) = S∗(t∗) +X∗

b (t
∗).

Then

dZ∗

dt∗
=

dS∗

dt∗
+

dX∗

b

dt∗
,

=
1

τ ∗
(S∗

0 − S∗)− (1−R∗)

τ ∗
X∗

b + αg,hk
∗

hX
∗

s,∞ − (1− fsαg,s)k
∗

dX
∗

b ,

≤ 1

τ ∗
S∗

0 −
1

τ ∗
S∗ − (1−R∗)

τ ∗
X∗

b + αg,hk
∗

hX
∗

s,∞.

The last line is true as we have shown that X∗

b ≥ 0 and by equation (2.19) we have

0 ≤ 1− fsαg,s.

We rewrite the last line as

dZ∗

dt∗
≤

S∗

0 + αg,hk
∗

hX
∗

s,∞τ ∗

τ ∗
− (1−R∗)

τ ∗
(S∗ +X∗

b )−
R∗S∗

τ ∗
,

≤ 1

τ ∗
Ŝ∗

0 −
(1−R∗)

τ ∗
Z, as we have shown that S∗>0,

where

Ŝ∗

0 = S∗

0 + αg,hk
∗

hX
∗

s,∞τ ∗,

= S∗

0 +
αg,hk

∗

hX
∗

s,0τ
∗

1−R∗ + k∗

hτ
∗
,

substituting for the steady state value of X∗

s using equation (2.21).
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The solution of the differential equation

dZ∗

1

dt∗
=

1

τ ∗
Ŝ∗

0 −
(1−R∗)

τ ∗
(Z∗

1), Z∗

1(0) = S∗(0) +X∗

b (0),

is

Z∗

1(t
∗) =

B

A
+

(

Z∗

1,i −
B

A

)

e−At∗ ,

where A = 1−R∗

τ∗
and B =

Ŝ∗

0

τ∗
.

Note that as dZ∗

dt∗
≤ dZ∗

1

dt∗
and Z∗(0) ≤ Z∗

1(0) it follows Z
∗(t∗) ≤ Z∗

1(t
∗). Hence [25]

Z(t∗) = S∗(t∗) +X∗

b (t
∗) ≤ B

A
+

(

Z∗

1,i −
B

A

)

e−At∗ . (2.27)

By taking the limit as t∗ → ∞ we deduce that

Z∗ ≤ Ŝ∗

0

1−R∗
. (2.28)

There are two things to notice from inequality (2.27).

Firstly, suppose that the initial condition is inside the invariant region, i.e.

0 ≤ S∗(0) +X∗

b (0) ≤
Ŝ∗

0

1−R∗
.

Equation (2.27) immediately implies that

Z(t∗) = X∗

b (t
∗) + S∗(t∗) ≤ Ŝ∗

0

1−R∗
,

i.e. the solution remains in the invariant region.
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Secondly, suppose that the initial condition is outside the invariant region, i.e.

S∗(0) +X∗

b (0)>
Ŝ∗

0

1−R∗
.

Then (2.27) implies that in the limit that t∗ → ∞ we have

Z(t∗) = X∗

b (t
∗) + S∗(t∗) ≤ Ŝ∗

0

1−R∗
,

i.e. the solution has entered the invariant region.

For 0 ≤ R∗ ≤ 1 the invariant region is shown in figure 2.2.

Figure 2.2: The invariant region I∗ (1) in the S∗ −X∗

b plane for 0 ≤ R∗ ≤ 1.

2.4.1.2 Global stability for large decay rate

In this section we show that if

k∗

d ≥
S∗

0 + αg,hk
∗

hX
∗

s τ
∗

1−R∗ + S∗

0 + αg,hk∗

hX
∗

s τ
∗
, (2.29)
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then

lim
t∗→∞

X∗

b (t
∗) = 0, (2.30)

i.e. the biomass is guaranteed to die out if the decay rate is too large.

We first show that if k∗

d ≥ 1 that the biomass must die out. Recall equation (2.23)

dX∗

b

dt∗
= X∗

b

[

R∗ − 1

τ ∗
+

S∗

1 + S∗
− k∗

d

]

. (2.31)

If (k∗

d ≥ 1> S∗

1+S∗
), then we obtain

dX∗

b

dt∗
≤ (R∗ − 1)

τ ∗
X∗

b .

For 0 ≤ R∗<1, it follows that

X∗

b ≤ X∗

b (0) exp

[(

R∗ − 1

τ ∗

)

t∗
]

,

where X∗

b (0) is the initial value of X∗

b . This inequality shows that when 0 ≤ R∗<1

and k∗

d ≥ 1

lim
t∗→∞

X∗

b = 0,

i.e. the biomass dies out. When R∗ = 1 we require k∗

d>1.

When the biomass die out (X∗

b → 0) it follows that the substrate concentration

converges to the feed concentration (S∗ → S∗

0).

The steady state solution with [(S∗, X∗

b ) = (S∗

0 , 0)] is known as the washout solution.

From now on in this chapter we assume that

k∗

d<1. (2.32)
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In establishing the bound (2.32) we did not use our knowledge of the invariant region.

We can improve the bound (2.32) slightly, by using the fact that all solutions enter

the invariant region.

Inside the invariant region we have

S∗(t∗) +X∗

b (t
∗) ≤ Ŝ∗

0

1−R∗
,

⇒ S∗(t∗) ≤ Ŝ∗

0

1−R∗
,

⇒ S∗(t∗)

1 + S∗(t∗)
≤

Ŝ∗

0

1−R∗

1 +
Ŝ∗

0

1−R∗

=
Ŝ∗

0

1−R∗ + Ŝ∗

0

.

Using the same method as before we immediately deduce that the washout solution

is globally stable if

k∗

d ≥ k∗

d,cr =
Ŝ∗

0

1−R∗ + Ŝ∗

0

,

=
S∗

0(1−R∗) + (S∗

0 + αg,hX
∗

s,0)k
∗

hτ
∗

(1−R∗)[1−R∗ + S∗

0 ] + (1−R∗ + S∗

0 + αg,hX∗

s,0)k
∗

hτ
∗
. (2.33)

The parameter k∗

d,cr is an increasing function of the residence time.

dk∗

d,cr

dτ ∗
=

αg,hX
∗

s,0k
∗

h(1−R∗)2

[(1−R∗)[1−R∗ + S∗

0 ] + (1−R∗ + S∗

0 + αg,hX∗

s,0)k
∗

hτ
∗]2

>0. (2.34)

Now we take the limit τ ∗ → ∞ to deduce that limt→∞ X∗

b (t
∗) = 0 when

k∗

d ≥ k∗

d,cr1(τ
∗ = ∞) =

(S∗

0 + αg,hX
∗

s,0)k
∗

hτ
∗

(1−R∗ + S∗

0 + αg,hX∗

s,0)k
∗

hτ
∗
=

S∗

0 + αg,hX
∗

s,0

1−R∗ + S∗

0 + αg,hX∗

s,0

.

(2.35)

Note, this bound (2.32) provides no additional information when there is perfect

recycle (R∗ = 1) as then k∗

d,cr1 = 1.
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Note that equation (2.35) can be written as

k∗

d,cr1 =
COD∗

in

1−R∗ + COD∗

in

, (2.36)

where COD∗

in is the chemical oxygen demand in the inflow.

Note that the value k∗

d,cr(τ
∗ = ∞) is an increasing function of the effective recycle

ratio (R∗). This means that a microbial species that dies out in the absence of

recycle (R∗ = 0) might be able to survive in the presence of recycle. The use of such

a species in the activated sludge process is highly undesirable.

If the decay rate is smaller than the critical value k∗

d,cr then there is a critical value

of the residence time (τ ∗+). If the residence time is smaller than the critical value

(τ ∗<τ ∗+) then the washout solution, i.e. (S∗, X∗

b ) = (S∗

0 , 0), is globally stable.

The biomass will die out, from equation (2.31), when

R∗ − 1

τ ∗
+

S∗

1 + S∗
− k∗

d<0. (2.37)

From (2.33) we have

S∗

1 + S∗
≤

S∗

0(1−R∗ + k∗

hτ
∗) + αg,hk

∗

hX
∗

s,0τ
∗

(1−R∗ + S∗

0)(1−R∗ + k∗

hτ
∗) + αg,hk∗

hX
∗

s,0τ
∗
. (2.38)

Substituting inequality (2.37) into inequality (2.38) we obtain

Q(τ ∗) = aτ 2∗ + bτ ∗ + c<0, and the coefficients are (2.39)

a = [(S∗

0 + αg,hX
∗

s,0)− (1 + S∗

0 + αg,hX
∗

s,0)k
∗

d]k
∗

h, (2.40)

b = −(1−R∗)[(1 + S∗

0)(k
∗

h + k∗

d) + k∗

hαg,hX
∗

s,0 − S∗

0 ], (2.41)

c = −(1−R∗)2(1 + S∗

0)<0. (2.42)
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It follows from the analysis in appendix A.1 that the inequality (2.39) is always true

when

a = [(S∗

0 + αgX
∗

s,0)− (1 + S∗

0 + αg,hX
∗

s,0)k
∗

d]k
∗

h ≤ 0,

⇒k∗

d ≥
COD∗

in

1 + COD∗

in

. (2.43)

When a>0, the inequality (2.39) is true when τ ∗+>τ ∗, where

τ ∗+ = (1−R∗)τ ∗cr(R
∗ = 0), (2.44)

where

τ ∗cr(R
∗ = 0) =

b∗ +
√
b∗2 + 4ac∗

2a
,

b∗ = (1 + S∗

0)(k
∗

h + k∗

d) + k∗

hαgX
∗

s,0 − S∗

0 ,

c∗ = (1 + S∗

0).

Here we have a gap because the results in the appendix show that the no-washout

branch is not meaningful when

k∗

d>
COD∗

in

1 + COD∗

in

.

However, we have only shown that the washout branch is globally stable when

k∗

d>
COD∗

in

1−R∗ + COD∗

in

>
COD∗

in

1 + COD∗

in

.

This suggests that the washout solution is globally stable if

k∗

d<
COD∗

in

1 + COD∗

in

.

In the next section we show that this is indeed the case.
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2.4.1.3 Revising the (positively) invariant region

In this section we obtain conditions under which the the (positively) invariant region

(R∗) can be made smaller. This leads to an improved bound on the critical value of

the decay k∗

d,cr.

In equation (2.22) consider the expression

(

fsαg,sk
∗

d −
S∗

1 + S∗

)

X∗

b .

We would like to know when this is negative. This happens when

fsαg,sk
∗

d(1 + S∗)− S∗<0,

⇒ (1− fsαg,sk
∗

d)S
∗>fsαg,sk

∗

d,

⇒ S∗>
fsαg,sk

∗

d

1− fsαg,sk∗

d

= bcr.

Note that we have the bound 0<fsαg,s ≤ 1 from equation (2.19) and k∗

d<1 from

equation (2.32).

The differential equation for the substrate is

dS∗

dt∗
=

1

τ ∗
(Ŝ∗

0 − S∗) +

[

fsαg,sk
∗

d −
S∗

1 + S∗

]

X∗

b .

Now suppose that S∗ ≥ Ŝ∗

0>bcr. Then

S∗

1 + S∗
≥ fsαg,sk

∗

d.

Hence

dS∗

dt∗
≤ 1

τ ∗
(Ŝ∗

0 − S∗),

⇒ S∗(t∗) ≤ Ŝ∗

0 +
(

S∗(0)− Ŝ∗

0

)

exp

[

− 1

τ ∗
· t∗
]

,
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where S∗(0) is the initial value of S∗.

We now take the limit t∗ → ∞ to deduce that

S∗ ≤ Ŝ∗

0 .

This shows that when Ŝ∗

0>bcr that the region S∗ ≤ Ŝ∗

0 is exponentially attracting

and (positively) invariant.

In this case the invariant region I∗ established in section 2.4.1.1 can be improved to

the region (I∗new) given by

0 ≤ S∗ ≤ Ŝ∗

0 ,

0 ≤ X∗

b ≤ Ŝ∗

0

1−R∗
− S∗,

which is shown in figure 2.3. Note that when there is no recycle the invariant regions,

I∗ and I∗new are identical.

Using typical values for the parameters given in appendix B.2, we find that bcr =

0.0023 and S∗

0 = 1.996. Thus for typical parameter values we have Ŝ∗

0 ≥ S∗

0>bcr.

Figure 2.3: The improved invariant region (I∗new ), denoted as region 1 for 0 ≤ I∗<1
when Ŝ∗

0>bcr.



2.4. Results 45

Repeating the argument from section 2.4.1.2 we deduce that if Ŝ∗

0>bcr then limτ∗→∞

X∗

b (t
∗) = 0 if

k∗

d>
Ŝ∗

0

1 + Ŝ∗

0

.

Substituting (2.26) for Ŝ∗

0 we have

k∗

d>k∗

d,cr2 =
S∗

0(1−R∗ + k∗

hτ
∗) + αg,hk

∗

hX
∗

s,0τ
∗

(1−R∗) (S∗

0 + 1) + τ ∗ k∗

h

(

αg,hX∗

s,0 + S∗

0 + 1
) ,

dk∗

d,cr2

dτ ∗
=

αg,hX
∗

s,0k
∗

h(1−R∗)

[(1−R∗)[1 + S∗

0 ] + (1 + S∗

0 + αg,hX∗

s,0)k
∗

hτ
∗]2

>0.

Taking the limit τ ∗ → ∞ we deduce that if Ŝ∗

0>bcr then

lim
t→∞

X∗

b (t
∗) = 0,

when

k∗

d ≥ k∗

d,cr2 =
(S∗

0 + αg,hX
∗

s,0)k
∗

hτ
∗

(1 + S∗

0 + αg,hX∗

s,0)k
∗

hτ
∗
=

S∗

0 + αg,hX
∗

s,0

1 + S∗

0 + αg,hX∗

s,0

,

=
COD∗

in

1 + COD∗

in

.

Note that this bound is independent of the effective recycle parameter, compare

with equation (2.35).

Thus if S∗ ≥ Ŝ∗

0>bcr is true then the critical value of the death coefficient is given

by

k∗

d =
COD∗

in

1 + COD∗

in

,

as suggested at the end of the last section.
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Note that the requirement

Ŝ∗

0>bcr =
fsαg,sk

∗

d

1− fsαg,sk∗

d

,

requires

S∗

0 +
αg,hk

∗

hX
∗

s,0τ
∗

1−R∗ + k∗

hτ
∗
>

fsαg,sk
∗

d

1− fsαg,sk∗

d

,

⇒ k∗

d<
S∗

0 (1−R∗) + (S∗

0 + αg,hX
∗

s,0)k
∗

hτ
∗

[

(1 + S∗

0) (1−R∗) + (S∗

0 + αg,hX∗

s,0) k
∗

hτ
∗

]

fsαg,s

. (2.45)

Let

Y =
S∗

0 (1−R∗) + (S∗

0 + αg,hX
∗

s,0)k
∗

hτ
∗

[

(1 + S∗

0) (1−R∗) + (S∗

0 + αg,hX∗

s,0) k
∗

hτ
∗

]

fsαg,s

.

Then

dY

dτ ∗
=

BY (CY +DY τ
∗)−DY (AY +BY τ

∗)

(CY +DY τ ∗)2
>0,

where

AY = S∗

0 (1−R∗) ,

BY = (S∗

0 + αg,hX
∗

s,0)k
∗

h,

CY = (1 + S∗

0) (1−R∗) fsαg,s,

DY = (1 + S∗

0 + αg,hX
∗

s,0)k
∗

hfsαg,s.

We have

Ymin = Y (τ ∗ = 0) =
S∗

0 (1−R∗)

(1 + S∗

0) (1−R∗) fsαg,s

.
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So (2.45) is always true if

k∗

d<k∗

d,cr3 =
S∗

0

(1 + S∗

0)fsαg,s

. (2.46)

Therefore, limτ∗→∞ X∗

b = 0 if

k∗

d,cr2 =
COD∗

in

1 + COD∗

in

≤ k∗

d<k∗

d,cr3 =
S∗

0

(1 + S∗

0)fsαg,s

. (2.47)

For typical parameter values we have

k∗

d,cr3 = 19.5618.

2.4.2 Steady-state solution branches

The steady-state solutions are found by putting the derivative equal to zero in

equations (2.13) (2.16) and then solving the resulting system of the equations.

The steady-state solutions are given by washout branch.

(S∗, X∗

b , X
∗

i , X
∗

s ) =
(

S∗

W , 0, X∗

i,∞, X∗

s,∞

)

, (2.48)

S∗

w = Ŝ∗

0 = S∗

0 +
αg,hk

∗

hX
∗

s,0τ
∗

1−R∗ + k∗

hτ
∗
, (2.49)

X∗

i,∞ =
X∗

i,0

1−R∗
, (2.50)

X∗

s,∞ =
X∗

s,0

1−R∗ + k∗

hτ
∗
, (2.51)

COD∗

w = S∗

0 +
(1 + k∗

hτ
∗)αg,hX

∗

s,0

1−R∗ + k∗

hτ
∗

, (2.52)

VSS∗

w =
X∗

i,0

1−R∗
+

X∗

s,0

1−R∗ + k∗

hτ
∗
. (2.53)

Washout branch corresponds to process failure due to removal of all the biomass.

The washout value for the soluble substrate (S∗

w) is different from that in the earlier

model [71] because it now depends upon the residence time, whereas in [71] it is
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a constant (S∗

w = S∗

0). The latter case occurs when either k∗

h = 0, or αg,h = 0.

The washout value (S∗

w) is an increasing function of the residence time τ ∗. It has a

minimum value

lim
τ∗→0

S∗

w = S∗

0 ,

and a maximum value

lim
τ∗→∞

S∗

w = S∗

0 + α∗

g,hk
∗

hX
∗

s,0.

Later on, it is useful to know that

S∗

w =
S∗

0(1−R∗ + k∗

hτ
∗) + αg,hk

∗

hX
∗

s,0τ
∗

1−R∗ + k∗

hτ
∗

,

⇒ S∗

w

1 + S∗

w

=
S∗

0(1−R∗) + (S∗

0 + αg,hX
∗

s,0)k
∗

hτ
∗

(1 + S∗

0)(1−R∗) + (1 + S∗

0 + αg,hX∗

s,0)k
∗

hτ
∗
. (2.54)

No-washout branch.

(S∗, X∗

b , X
∗

i , X
∗

s ) =
(

S∗

nw, X
∗

b,nw, X
∗

i,∞, X∗

s,∞

)

, (2.55)

S∗

nw =
1−R∗ + k∗

dτ
∗

(1− k∗

d)τ
∗ − 1 +R∗

, (2.56)

X∗

b,nw =
(1 + S∗

nw)(S
∗

w − S∗

nw)

(S∗

nw − (1 + S∗

nw)fsαg,sk∗

d)τ
∗
, (2.57)

X∗

i,∞ =
X∗

i,0

1−R∗
+

fik
∗

dX
∗

b,nwτ
∗

1−R∗
, (2.58)

X∗

s,∞ =
X∗

s,0

1−R∗ + k∗

hτ
∗
, (2.59)

COD∗

nw =
1−R∗ + k∗

dτ
∗

(1− k∗

d)τ
∗ − 1 +R∗

+
αg,hX

∗

s,0

1−R∗ + k∗

hτ
∗
, (2.60)

VSS∗

nw =

(

1 +
fik

∗

dτ
∗

1−R∗

)

X∗

b,nw +
X∗

i,0

1−R∗
+

X∗

s,0

1−R∗ + k∗

hτ
∗
. (2.61)

The value for the substrate concentration along the no-washout branch (S∗

nw) is

identical to that in the standard model [71]. It is interesting to observe that although
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a fraction of the dead biomass is converted into soluble substrate that this process

does not contribute to the steady state soluble substrate concentration.

The no-washout branch is physically meaningful only when the substrate and cell-

mass concentrations are positive (S∗ ≥ 0, X∗

b ≥ 0). The condition for this to hold

are identified in appendix A.2.

Differentiating equation (2.56) with respect to the recycle parameter we obtain

dS∗

nw

dR∗
=

−τ ∗

[(1− k∗

d)τ
∗ − 1 +R∗]2

<0. (2.62)

Hence the substrate concentration is a decreasing function of the effective recycle

parameter (R∗).

Differentiating equation (2.56) with respect to the residence time we obtain

dS∗

nw

dτ ∗
=

R∗ − 1

[(1− k∗

d)τ
∗ − 1 +R∗]2

. (2.63)

This equation has a vertical asymptote when

τ ∗ =
1−R∗

1− k∗

d

= τ ∗pm,1.

In the limit of infinite residence time, the soluble substrate is independent of the

effective recycle parameter.

S∗

nw lim
τ∗→∞

(τ ∗, R∗) =
k∗

d

1− k∗

d

. (2.64)

These results (equations (2.62), (2.63) and (2.64)) for the soluble substrate are the

same with the basic model and our model in section 4.4.1.

The substrate concentration along the no-washout branch is always physically mean-

ingful when τ ∗>τ ∗+>τ ∗pm,1 (see appendix A.1.1).

When the substrate concentration along the no-washout branch is physically mean-

ingful it is a strictly monotonically decreasing function of the residence time, i.e. the
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lowest effluent concentration is obtained at an infinite residence time.

For a flow reactor with idealized recycle or an idealized membrane reactor (R∗ = 1),

the substrate concentration is independent of the residence time and is given by

S∗

nw(R
∗ = 1) =

k∗

d

1− k∗

d

. (2.65)

Differentiating equation (2.60) with respect to the residence time we obtain

dCOD∗

nw

dτ ∗
= −

(

1−R∗

[(1− k∗

d)τ
∗ − 1 +R∗]2

+
αg,hX

∗

s,0k
∗

h

[1−R∗ + k∗

hτ
∗]2

)

<0. (2.66)

By comparing equations (2.48) − (2.53) with equation (2.56) − (2.61) we see that

the washout branch and the no-washout branch are identical when

S∗

w = S∗

nw,

⇒ S∗

0 +
αg,hk

∗

hX
∗

s,0τ
∗

1−R∗ + k∗

hτ
∗
=

1−R∗ + k∗

dτ
∗

(1− k∗

d)τ
∗ − 1 +R∗

.

This intersection point corresponds to a trans-critical bifurcation.

After some algebra we find that this is true when the residence time satisfies a

quadratic equation Q(τ ∗) = 0, where

Q(τ ∗) = aτ 2∗ + bτ ∗ + c, and the coefficients are (2.67)

a = [(S∗

0 + αg,hX
∗

s,0)− (1 + S∗

0 + αg,hX
∗

s,0)k
∗

d]k
∗

h, (2.68)

b = −(1−R∗)[(1 + S∗

0)(k
∗

h + k∗

d) + k∗

hαg,hX
∗

s,0 − S∗

0 ], (2.69)

c = −(1−R∗)2(1 + S∗

0)<0. (2.70)
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It follows from the analysis in appendix A.2 that that trans-critical bifurcation point

is physically meaningful only when a>0 and is given by

τ ∗+ = (1−R∗)τ ∗cr(R
∗ = 0), (2.71)

where

τ ∗cr(R
∗ = 0) =

b∗ +
√
b∗2 + 4ac∗

2a
, (2.72)

b∗ = (1 + S∗

0)(k
∗

h + k∗

d) + k∗

hαg,hX
∗

s,0 − S∗

0 ,

c∗ = (1 + S∗

0).

The condition a>0 is

k∗

d<
S∗

0 + αg,hX
∗

s,0

1 + S∗

0 + αg,hX∗

s,0

=
COD∗

in

1 + COD∗

in

. (2.73)

The expression for the critical value of the decay rate only depends upon the value

of the chemical oxygen demand flow in the feed. However, the expression for the

critical value of the residence time depends upon how the chemical oxygen demand

is partitioned into its components, as shown in the expressions for the coefficients

of b∗ and c∗.

When the no-washout branch is not physically meaningful then the only stable

steady state is the washout solution. In this circumstance process failure must

occur.

2.4.3 Stability of the steady-state solutions

The Jacobian matrix of system (2.22) and (2.23) is given by
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J(S∗, X∗) =













− 1
τ∗

− X∗

b

(1+S∗)2
fsk

∗

dαg,s − S∗

1+S∗

X∗

b

(1+S∗)2
− 1

τ∗
+ R∗

τ∗
+ S∗

1+S∗
− k∗

d













.

2.4.3.1 Stability of the washout solution

The Jacobian matrix evaluated at the washout steady state solution is given by

J(S∗

w, 0) =













− 1
τ∗

fsk
∗

dαg,s − S∗

w

1+S∗

w

0 − 1
τ∗

+ R∗

τ∗
+ S∗

w

1+S∗

w
− k∗

d













.

The eigenvalues of this matrix are

λ1 = − 1

τ ∗
<0,

λ2 =
R∗ − 1

τ ∗
+

S∗

w

1 + S∗

w

− k∗

d.

Recall that 0 ≤ R∗ ≤ 1. The stability of the washout branch depends upon the sign

of λ2.

Note that, the washout steady-state is always stable when

k∗

d ≥ 1,

⇒ kd
µm

≥ 1,

⇒ kd ≥ µm.

This makes sense because it says that the washout steady state is always stable if

the death rate is greater than, or equal to, the maximum growth rate. Note that

we showed in section 2.4.1.2 that when k∗

d ≥ 1 then the washout solution is globally

stable.

We now show that there is a critical value (k∗

d,cr,∞) such that the washout branch is
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always stable when k∗

d,cr,∞<k∗

d ≤ 1. The eigenvalue λ2 is always negative when

k∗

d>k∗

d,cr =
S∗

w

1 + S∗

w

=
S∗

0(1−R∗) + (S∗

0 + αg,hX
∗

s,0)k
∗

hτ
∗

(1 + S∗

0)(1−R∗) + (1 + S∗

0 + αg,hX∗

s,0)k
∗

hτ
∗
.

Note that

dk∗

d,cr

dτ ∗
=

αg,hX
∗

s,0k
∗

h(1−R∗)

[(1 + S∗

0)(1−R∗) + (1 + S∗

0 + αg,hX∗

s,0)k
∗

hτ
∗]2

>0.

Thus k∗

d,cr has a minimum value S∗

0/(1 + S∗

0) when (τ ∗ = 0) and a maximum value

(k∗

d,cr,∞)

k∗

d,cr,∞ = lim
τ∗→∞

S∗

0(1−R∗) + (S∗

0 + αg,hX
∗

s,0)k
∗

hτ
∗

(1 + S∗

0)(1−R∗) + (1 + S∗

0 + αg,hX∗

s,0)k
∗

hτ
∗
,

k∗

d,cr,∞ =
S∗

0 + αg,hX
∗

s,0

1 + S∗

0 + αg,hX∗

s,0

,

=
COD∗

in

1 + COD∗

in

. (2.74)

Thus if k∗

d>k∗

d,cr,∞ then the washout branch is always stable.

We now consider the case k∗

d<k∗

d,cr,∞ and show that there is a critical value of the

residence time, τ ∗cr, such that if τ ∗<τ ∗cr then the washout solution is locally stable.

We have

λ2 =
R∗ − 1

τ ∗
+

S∗

w

1 + S∗

w

− k∗

d =
−Q(τ ∗)

B
,

and

B = [(R∗ − 1)(1 + S∗

0)− (1 + S∗

0 + αg,hX
∗

s,0)k
∗

hτ
∗]τ ∗<0,
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where Q(τ ∗) is defined by equation (2.67). The denominator B is always negative.

Hence the problem of establishing λ2<0 reduces to determining when −Q(τ ∗) is

positive i.e. when the quadratic A = Q(τ ∗) is negative.

We only need to consider the case

k∗

d<
S∗

0 + αg,hX
∗

s,0

1 + S∗

0 + αg,hX∗

s,0

= k∗

d,cr,∞.

This condition implies that the coefficient a is positive (a>0). Then the graph of

the quadratic function Q(τ ∗) is shown in appendix A.2 in figure A.1. Therefore the

inequality Q(τ ∗)>0 is only true if 0<τ ∗<τ ∗+.

2.4.3.2 Stability of the no-washout solution

The Jacobian matrix for the no-washout branch is given by

J(S∗

nw, X
∗

b,nw) =













− 1
τ∗

− X∗

b,nw

(1+S∗)2
fsk

∗

dαg,s − S∗

nw

1+S∗

nw

X̂∗

b,nw

(1+S∗

nw)
2 0













.

This solution branch is stable if det J>0 and trace J<0.

We have

trace J = − 1

τ ∗
−

X∗

b,nw

(1 + S∗

nw)
2
.

When the no-washout branch is physically meaningful then trace J<0 .

We have

det J = −
[

X∗

b,nw

(1 + S∗

nw)
2

(

fsk
∗

dαg,s −
S∗

nw

1 + S∗

nw

)]

.
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When the no-washout branch is physically meaningful the condition for det J>0 is

fsk
∗

dαg,s<
S∗

nw

1 + S∗

nw

,

After some algebra this implies

τ ∗>
R∗ − 1

(1− fsαg,s)k∗

d

. (2.75)

Equation (2.75) is always true as the left-hand side is positive whilst the right hand

side is strictly non-positive.

It therefore follows that det J>0 and trace J<0 wheneverX∗>0 and S∗>0 . Thus

the no-washout branch is stable whenever it is physically meaningful.

2.4.4 Asymptotic solutions

In this section we obtain asymptotic solutions for large residence time approxima-

tions (τ ∗cr ≫ 1) and asymptotic approximations when residence time is slightly larger

than the critical value (τ ∗ − τ ∗cr ≪ 1).

2.4.4.1 Large residence time approximations

At large residence times, we have

S∗

nw ≈ k∗

d

1− k∗

d

+
(1−R∗)

(1− k∗

d)
2
· 1

τ ∗
+O

(

1

τ ∗2

)

, (2.76)

X∗

b,nw ≈ a0 ·
1

τ ∗
+O

(

1

τ ∗2

)

, (2.77)

X∗

i ≈
X∗

i,0

1−R∗
+

fik
∗

d

1−R∗
a0 +

fik
∗

d

1−R∗
· a1
τ ∗

+O

(

1

τ ∗2

)

, (2.78)

X∗

s ≈
X∗

s,0

k∗

h

· 1

τ ∗
+O

(

1

τ ∗2

)

, (2.79)

COD∗

nw ≈ k∗

d

1− k∗

d

+

[

(1−R∗)

(1− k∗

d)
2
+

αg,hX
∗

s,0

k∗

h

]

· 1

τ ∗
+O

(

1

τ ∗2

)

, (2.80)
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VSS∗

nw ≈
X∗

i,0

1−R∗
+

fik
∗

d

1−R∗
a0 +

(

a0 +
fik

∗

d

1−R∗
· a1 +

X∗

s,0

k∗

h

)

· 1

τ ∗
+O

(

1

τ ∗2

)

,

(2.81)

where

a0 =
S∗

0(1− k∗

d)− k∗

d + αg,hX
∗

s,0(1− k∗

d)

k∗

d(1− k∗

d)(1− fsαg,s)
>0.

(Recall that from (2.19) and (A.5) we have (1− fsαg,s)>0 and S∗

0(1− k∗

d)− k∗

d>0 .)

a1 =
(1−R∗)

k∗

d(1− fsαg,s)
(B − A− C),

A =
αg,hX

∗

s,0

k∗

h

+
1

(1− k∗

d)
2
,

B =
(S∗

0 + αg,hX
∗

s,0)(1− k∗

d)− k∗

d

(1− k∗

d)
2

,

C =

[

(S∗

0 + αg,hX
∗

s,0)(1− k∗

d)− k∗

d

]

(1− fsαg,sk
∗

d)

k∗

d(1− k∗

d)
2(1− fsαg,s)

.

It is useful to note that the coefficient a0 can be written as

a0 =
COD∗

in(1− k∗

d)− k∗

d

k∗

d(1− k∗

d)(1− fsαg,s)
, (2.82)

where

COD∗

in = S∗

0 + αg,hX
∗

s,0.

For the default parameter values we have a0 = 153.86.

At sufficiently large value of residence time the biomass concentration (X∗

b,nw) is

independent of the value of the effective recycle factor (R∗). The case k∗

d = 1 is not

allowed in the asymptotic formula, because when this is true then the no-washout

branch is not physically meaningful.

It is important to note that the effluent concentration can not be reduced below the
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limiting value

lim
t∗→∞

S∗

nw =
k∗

d

1− k∗

d

>0.

2.4.4.2 Asymptotic approximations when (τ ∗ − τ ∗
cr

≪ 1)

The asymptotic solutions for residence time that are slightly larger than criticality

are

S∗

nw ≈ 1−R∗ + τ ∗cr k
∗

d

R∗ − 1 + (1− k∗

d) τ
∗

cr

+
R∗ − 1

(R∗ − 1 + τ ∗cr − k∗

dτ
∗

cr)
2 · ǫ, (2.83)

X∗

b,nw ≈ a2 · ǫ, (2.84)

X∗

i ≈ 1

1−R∗

(

X∗

i,0 + fik
∗

da3 · ǫ
)

, (2.85)

X∗

s ≈ 1

1−R∗ + khτ ∗cr

(

X∗

s,0 +
k∗

hX
∗

s,0

(R∗ − 1− k∗

hτ
∗

cr)
· ǫ
)

, (2.86)

COD∗

nw ≈ 1−R∗ + τ ∗cr k
∗

d

R∗ − 1 + (1− k∗

d) τ
∗

cr

+
X∗

s,0

1−R∗ + khτ ∗cr

+

[

R∗ − 1

(R∗ − 1 + τ ∗cr − k∗

dτ
∗

cr)
2 +

k∗

hX
∗

s,0

(R∗ − 1− k∗

hτ
∗

cr)

]

· ǫ, (2.87)

VSS∗

nw ≈
X∗

i,0

1−R∗
+

X∗

s,0

1−R∗ + k∗

hτ
∗

cr

+

(

k∗

hX
∗

s,0

(−1 +R∗ − k∗

hτ
∗

cr) (1−R∗ + k∗

hτ
∗

cr)
+

(

1 +
fik

∗

d

1−R∗

)

a2

)

ǫ, (2.88)

ǫ = τ ∗ − τ ∗cr, (2.89)

where

a2 = G

(

AǫBǫDǫ − Cǫ

Hǫτ ∗cr
+

CǫEǫ

Iǫ

)

,

and

a3 = (AǫBǫFǫ + CǫEǫτ
∗

cr)

(

fik
∗

dGǫ

(1−R∗)Iǫ

)

.
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The coefficients in these formula are

Aǫ =
τ ∗cr

R∗ − 1 + (1− k∗

d) τ
∗

cr

,

Bǫ = (1−R∗)

(

k∗

hαg,hX
∗

s,0

(1−R∗ + k∗

hτ
∗

cr)
2 +

1

(R∗ − 1 + (1− k∗

d)τ
∗

cr)
2

)

,

Cǫ = k∗

h

[

(k∗

d − 1)(S∗

0 + αg,hX
∗

s,0) + k∗

d

]

τ ∗cr
2 + (1−R∗)[k∗

h(1 + S∗

0 + αg,hX
∗

s,0)

+ S∗

0(1− k∗

d) + k∗

d]τ
∗

cr + (1−R∗)2(1 + S∗

0),

Dǫ = (R∗ − 1− k∗

hτ
∗

cr) (R
∗ − 1 + (1− k∗

d)τ
∗

cr)
2 ,

Eǫ =
(R∗ − 1)(1− fsαg,sk

∗

d)

(R∗ − 1 + (1− k∗

d)τ
∗

cr)
2
,

Fǫ = (R∗ − 1 + ( fsαg,s − 1)k∗

dτ
∗

cr) (R
∗ − 1− k∗

hτ
∗

cr) (R
∗ − 1 + (1− k∗

d)τ
∗

cr) ,

Gǫ =
1

1−R∗ + (1− fsαg,s)k∗

dτ
∗

cr

,

Hǫ = (R∗ − 1− k∗

hτ
∗

cr) (R
∗ − 1 + (1− k∗

d)τ
∗

cr) ,

Iǫ = (R∗ − 1 + ( fsαg,s − 1)k∗

dτ
∗

cr) (R
∗ − 1− k∗

hτ
∗

cr) .

The asymptotic solutions (2.86)-(2.83) are plotted against the exact solutions in

figure 2.4. These figures show that the asymptotic solutions are only valid in a

small region near the washout point.

2.4.5 Steady-state diagram

Figure 2.5 shows steady state diagrams for the four state variables in the model. In

figure 2.5(a) the soluble substrate increases along the washout branch, as it is clear

from equation (2.49) as additional soluble substrate is produced by the hydrolysis of

the insoluble substrate and there is no biomass to consume it. After the transcritical

bifurcation the soluble substrate is a decreasing function of the residence time as

shown in equation (2.63). From equation (2.76) we know that in the limit when the

residence time approaches infinity the soluble substrate concentration approaches

the limiting value S∗ = k∗

d/(1− k∗

d).
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(a) Substrate concentration (S∗) (b) Biomass concentration (X∗

b )

(c) Biodegradable substrate concentration
(X∗

s )
(d) Inert concentration X∗

i

Figure 2.4: Asymptotic solutions near the trans-critical bifurcation (τ ∗cr = 1.2018).
The line shows the exact steady state value and the dash line shows the asymptotic
value.

Figure 2.5(b) shows that the biomass is zero along the washout branch. After the

trans-critical bifurcation it increases sharply to a maximum vale (X∗

b = 7.5128)

when τ ∗max = 2.9459, thereafter there is a gradual decreasing along the no-washout

branch. From equation (2.77) we know that in the limit when the residence time

approaches infinity the biomass concentration approaches the limiting value X∗

b = 0.

Figure 2.5(c) shows that the insoluble substrate concentration decreases exponen-

tially with the residence time towards the limiting value zero.

Figure 2.5(d) shows that along the washout branch the inert fraction is equal to



2.4. Results 60

the influent value.

After the trans-critical bifurcation it increases. Along the no-washout branch the

steady-state biomass concentration is non-zero. Consequently there is a contribu-

tion to the pool of inert material through the decay of biomass. From equation

(2.78) we know that in the limit when the residence time approaches infinity the

inert concentration approaches the limiting value (X∗

i,0+ fik
∗

da0)/(1−R∗). This has

two components the first component due to the inflow and the second component

due to the death of biomass.

2.4.6 The chemical oxygen demand

Figure 2.6 shows the chemical oxygen demand as a function of the residence time

when there is no recycle (R∗ = 0).

When there is no recycle the chemical oxygen demand is constant along the washout

branch (τ ∗<τ ∗cr = 1.2018).

COD∗

w = S∗

0 +
(1 + k∗

hτ
∗)αg,hX

∗

s,0

1−R∗ + k∗

hτ
∗

,

COD∗

w(R
∗ = 0) = S∗

0 + αg,hX
∗

s,0 = COD∗

in = 10.1788.

Along the no-washout branch the chemical oxygen demand is a decreasing function

of the residence time, as shown by equation (2.66). From equation (2.80) it has

limiting value when the residence time approaches infinity (τ ∗ → ∞) given by

lim
τ∗→∞

COD∗

nw =
k∗

d

1− k∗

d

= 0.0732. (2.90)

The efficiency at which the chemical oxygen demand is removed is defined by

ECOD∗ =
COD∗

in − COD∗

out

COD∗

in

.
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(a) Substrate concentration S∗ (b) Biomass concentration X∗

b

(c) Biodegradable substrate concentration X∗

s (d) Inert concentration X∗

i

Figure 2.5: Steady-state diagrams showing the variation of dimensionless substrate
concentration (S∗), biomass concentration (X∗

b ), biodegradable substrate concentra-
tion (X∗

s ) and inert concentration (X∗

i ) as a function of the dimensionless residence
time (τ ∗). The solid line is stable and the dashed is unstable. The box denotes the
location of the trans-critical bifurcation. Parameter value R∗ = 0.

From equation (2.90) the efficiency can not be increased over the limiting value

ECOD∗

nw
(τ ∗ = ∞) = 0.9928.

This means that it is impossible to remove more that 99.28% of the chemical oxygen

demand flowing into the reactor.

When ECOD∗ = 0.90, the chemical oxygen demand in the effluent has been reduced
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to 90% of the value in the influent. The required value of the residence time is

τ ∗=3.4131 (15.5 days). On figure 2.6 the residence time requested to obtain the

target value ECOD∗ = 0.9 is indicated by the horizontal line.

In order to reduce the chemical oxygen demand in the effluent to 1% of the value in

the influent (ECOD∗ = 0.99) the required value of the residence time is τ ∗=97.0394

(441.1 days).

In general, suppose that we fix a target value for the chemical oxygen demand

(COD∗

t ). Then equating this value with the steady state expression (2.60) and

rearranging we find that the required value of the residence time is a root of the

quadratic equation.

Q(τ ∗COD) = aCODτ
∗2 + bCODτ

∗ + cCOD, (2.91)

where

aCOD = (k∗

d (1 + COD∗

t)− COD∗

t) k
∗

h,

bCOD = (1−R∗) [(k∗

d + k∗

h) (1 + COD∗

t)− COD∗

t] + αg,hX
∗

s,0 (1− k∗

d) ,

cCOD = (1−R∗)
[

(1−R∗) (1 + COD∗

t)− αg,hX
∗

s,0

]

.

The coefficient aCOD is negative because we have

COD∗

in>COD∗

t>COD∗

out(τ
∗ = ∞) =

k∗

d

1− k∗

d

,

⇒ COD∗

t>
k∗

d

1− k∗

d

,

⇒ 1 + COD∗

t>
1

1− k∗

d

,

⇒ (1 + COD∗

t )k
∗

d>
k∗

d

1− k∗

d

,

⇒ (1 + COD∗

t )k
∗

d − COD∗

t<0.
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A root of equation (2.91) is only physically meaningful if it is larger than the washout

value (τ ∗cr). For the cases ECOD∗ = 0.90 and ECOD∗ = 0.99 considered previously

the second root was positive but smaller than the critical value and therefore it is

not physically meaningful. These values were τ ∗ = 0.4102 when ECOD∗ = 0.90 and

τ ∗ = 0.5432 when ECOD∗ = 0.99.

We can see graphically that when the target value is between two limiting values

[COD∗(τ ∗ = ∞)<COD∗(τ ∗)<COD∗(τ ∗ = τ ∗cr)] that equation (2.92) has a unique

physically meaningful solution.

The physically meaningful is given by

τ ∗COD∗ =
−bCOD∗ −

√

b2COD∗ − 4aCOD∗cCOD∗

2aCOD∗

>τ ∗cr. (2.92)

(The negative root is required as aCOD<0.)

Figure 2.6: Steady state diagram for the dimensionless chemical oxygen demand.
Parameter value R∗ = 0. The horizontal line correspond to a chemical oxygen
demand removal efficiency of 90%.
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2.4.7 The volatile suspended solids

2.4.7.1 The case R∗ = 0

Figure 2.7 shows a steady state diagram for the volatile suspended solids as a func-

tion of the residence time when there is no recycle (R∗ = 0). Along the washout

branch (0<τ ∗<τ ∗cr) we have

VSS∗

w =
X∗

i,0

1−R∗
+

X∗

s,0

1−R∗ + k∗

hτ
∗
,

VSS∗

w(R
∗ = 0) = X∗

i,0 +
X∗

s,0

1 + k∗

hτ
∗
, (2.93)

which is a decreasing function of the residence time. The volatile suspended solid is

decreasing because insoluble substrate is converted to soluble substrate by hydroly-

sis. Its maximum value is when the residence time is zero. For the case of no recycle

(R∗ = 0) we have.

VSS∗

w,max = X∗

i,0 +X∗

s,0 = 163.1332.

When there is no settling unit (R∗ = 0) the volatile suspended solids at the trans-

critical bifurcation τ ∗cr = 1.2018 has decreased to the value VSS∗

w = 38.7474.

After the trans-critical bifurcation the volatile suspended solids is given by

VSS∗

nw =

(

1 +
fik

∗

dτ
∗

1−R∗

)

X∗

b,nw +
X∗

i,0

1−R∗
+

X∗

s,0

1−R∗ + k∗

hτ
∗
, (2.94)

where the value for X∗

b,nw is given by equation (2.57).

The volatile suspended solids increases to a local maximum VSS∗

nw,max = 40.1413

when τ ∗ = 1.2396. Thereafter it decreases toward its limiting value.

From equation (2.81) the limiting value when the residence time is infinity is given
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by

VSS∗ ≈
X∗

i,0

1−R∗
+

fik
∗

d

1−R∗
a0 = X∗

i,0 + fik
∗

da0 = 56.9313,

where a0=153.8593 from equation (2.82).

From equation (2.20) the target value of the volatile suspended solids is

VSS∗

t =
VSSt

αgks
=

12000

αgks
= 77.0713.

From figure 2.7 we can see that there is one intersection point where the volatile

suspended solids is equal to the target value and this is on the washout branch.

When this happens the value of the residence time at the intersection point is found

from equation (2.93). We have

τ ∗i,w =
(1−R∗)

[

X∗

i,0 +X∗

s,0 − VSS∗

t
(1−R∗)

]

[

VSS∗

t (1−R∗)−X∗

i,0

]

k∗

h

, (2.95)

= 0.2916.

For these particular parameter values we see that along the no-washout branch the

volatile suspended solids is always below the target value. As westwater plants

always operates along the no-washout branch we have the desirable situation that

the sludge content is always below the target value.

2.4.7.2 The case R∗>0

From figure 2.7 we can see that by varying the location of the target line, there

are five generic cases of behavior for how the target value intersects the volatile

suspended solids curve.

Case one is when the target value is larger than the maximum value along the
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Figure 2.7: Steady state diagram for the dimensionless volatile suspended solids
(case two). Parameter value R∗ = 0, τ ∗cr = 1.2018. The horizontal line denotes the
target value of the dimensionless volatile suspended solids (VSS∗

t = 77.0713). The
solid line is stable and the dotted is unstable.

washout branch, from equation (2.93) this is when VSS∗

t>
1

1−R∗
(X∗

i,0 +X∗

s,0). In this

case there are no intersection point as the volatile suspended solids are below the

target value for all residence times. This is not realistic. (Technically, we also re-

quire the target value to be larger that the maximum value along the no-washout

branch).

Case two is when the target value is larger than the maximum value of the volatile

suspended solids along the no-washout branch but smaller than the maximum value

along the washout branch. This is shown in figure 2.7. In this case there is only one

intersection point, which is on the washout branch and the value of the residence

time at this point is given by equation (2.95). This is a good case to have because

the concentration of volatile suspended solids at any point on the no-washout branch

is below the target value.

Case three occurs when the target value is between the volatile suspended solids

concentration at the trans-critical bifurcation and the maximum value of the con-

centration of volatile suspended solids along the no-washout branch. This shown in
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figure 2.8(a). In this case there are three intersection points; one intersection point

along the washout branch and two intersection points along the no-washout branch.

The target value is larger than the steady-state volatile suspended solids value if the

residence time is between the intersection point on the washout branch and the first

intersection point on the no-washout branch or larger than the second intersection

point on the washout branch. In practice a wastewater treatment plant would be

operated with the residence time larger than the second intersection point on the

washout branch.

Case four is when the target value is larger than the asymptotic value along the

no-washout branch (when the residence time approaches infinity) but smaller than

the volatile suspended solids at the trans-critical bifurcation. This case is illustrated

in figure 2.8(b). In this case there is one intersection point which is along the no-

washout branch. In operating an activated sludge plant we require the residence

time to be larger than the critical value.

Case five is when the target value is smaller than the value at both the trans-critical

bifurcation and the limiting value when the residence time approaches infinity. This

is shown in figure 2.8(c). In this case there are no intersection points. This case is

very undesirable because it means that we can never reduce the volatile suspended

solids below the target value.

There are two non-generic cases when we have two intersection points. These hap-

pen when the target value of the volatile suspended solid is either exactly equal to

the maximum value along the washout branch or exactly equal to the value at the

trans-critical bifurcation.

There is one non-generic case when we have one intersection point when the volatile

suspended solids at infinite residence time is equal to the target value.

The location of the different regions as a fraction of the effective recycle parameter

is shown in table 2.1. The calculation of the transition values is explained in the

discussion section.
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R∗ Case

0 <R∗ <R∗

2,3= 0.4631 Case two

R∗

2,3 <R∗ <R∗

3,4= 0.4972 Case three

R∗

3,4 <R∗ <R∗

4,5= 0.7387 Case four

R∗

4,5 <R∗ Case five

Table 2.1: The generic behavior of the reactor as a function of the effective recycle
parameter.

2.5 Discussion (R∗ 6= 0)

In this section we investigate the effect of the effective recycle parameter upon the

performance of the reactor.

2.5.1 The chemical oxygen demand

Figure 2.9(a) shows the value of the residence time required to achieve a chemical

oxygen demand efficiency of 10% (E∗

COD = 0.90) as a function of the value of the ef-

fective recycle parameter. The value of the residence time (τ ∗) decreases by 50.75%

from 3.4131 (15.5 days), when there is no recycle (R∗ = 0), to 1.7320 (7.9 days),

when the effective recycle parameter takes its maximum value (R∗ = 1).

Figure 2.9(b) shows the value of the residence time required to achieve the chemical

oxygen demand efficiency of 1% (E∗

COD = 0.99) as a function of the value of the ef-

fective recycle parameter. The value of the residence time(τ ∗) decreases by 58.50%

from 97.0394 (441.1 days), when there is no recycle (R∗ = 0), to 56.7727 (258.1

days), when the effective recycle parameter takes its maximum value (R∗ = 1).

In both cases the use of a settling unit has the potential to significantly decrease

the required the residence time.

Note that the limiting value R∗ = 1 is not physically meaningful because the concen-

tration of volatile suspended solids approaches infinity, equation (2.61), even though
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the chemical oxygen demand is finite.

2.5.2 The volatile suspended solids

In this section we explore in greater detail the effect of the effective recycle parameter

(R∗) upon the value of the residence time at when the volatile suspended solids

concentration is equal to the target value.

2.5.2.1 Intersection points on the washout branch

We start by noting that the value of the residence time when the target value is

reached on the washout branch is given by equation (2.95). The value of the residence

time given by this equation is physically meaningful if the target value is lower than

the maximum value along the washout branch, which is found by substituting τ ∗ = 0

into equation (2.93), and greater than the value at the washout branch, which is

found by substituting τ ∗ = τ ∗cr in equation (2.93). It is not physically meaningful

when the intersection point is either negative or larger than the washout value.

2.5.2.2 Intersection point on the no-washout branch

We now investigate when there is an intersection point along the no-washout branch.

This happens when

VSS∗

nw =

(

1 +
fik

∗

dτ
∗

1−R∗

)

X∗

b +
X∗

i,0

1−R∗
+

X∗

s,0

1−R∗ + k∗

hτ
∗
= VSS∗

t . (2.96)

Rearranging equation (2.96) and using equations (2.49), (2.56) and (2.57) to substi-

tute for the biomass concentration (X∗

b ) the intersection point is found to solve the

cubic equation

aVSSτ
∗3 + bVSSτ

∗2 + cVSSτ
∗ + dVSS = 0, (2.97)
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where the coefficients are

aVSS∗ = −k∗

hfik
∗

d

[(

αg,hX
∗

s,0 + S∗

0

)

(1− k∗

d)− k∗

d

]

+ k∗

d (1− fsαg,s) (1− k∗

d)
[

−X∗

i,0k
∗

h +VSS∗

t
k∗

h (1−R∗)
]

= 17.4256− 23.5900R∗,

bVSS∗ = −(1−R∗)
{

−
[

(k∗

d + k∗

h) (S
∗

0 + 1) + k∗

hαg,hX
∗

s,0 − S∗

0

]

fik
∗

d

+k∗

h

[(

αg,hX
∗

s,0 + S∗

0

)

(1− k∗

d)− k∗

d

]

− (1− 2 k∗

d + fsαg,sk
∗

d)
[

−X∗

i,0kh +VSS∗

tk
∗

h (1−R∗)
]

+ k∗

d (1− fsαg,s) (1− k∗

d)
[

X∗

i,0 +X∗

s,0 − VSS∗

t (1−R∗)
]}

= 338.5591R∗2 − 542.5998R∗ + 204.0408,

cVSS∗ = (1−R∗)2
[

(S∗

0 + 1) fik
∗

d + (k∗

d + k∗

h) (S
∗

0 + 1) + k∗

hαg,hX
∗

s,0 − S∗

0 +X∗

i,0k
∗

h

−VSS∗

tk
∗

h (1−R∗)− (1− 2 k∗

d + fsαg,sk
∗

d)
(

X∗

i,0 +X∗

s,0 − VSS∗

t (1−R∗)
)]

= 318.5883R∗3 − 952.7099R∗2 + 949.6549R∗ − 315.5333,

dVSS∗ = − (1−R∗)3
[

−S∗

0 − 1−X∗

i,0 −X∗

s,0 +VSS∗

t (1−R∗)
]

= −77.0713R∗4 + 142.1560R∗3 + 35.9598R∗2 − 190.1024R∗ + 89.0579.

For a given value of the effective recycle parameter, R∗, equation (2.97) is readily

solved to find the corresponding values for the intersection points. These values are

only physically meaningful if they are larger than the value of the residence time at

the trans-critical bifurcation point (τ ∗cr).

Information regarding the location of all intersection points is summarized in figure

2.10. In this figure the dotted line is the critical value for the residence time (τ ∗cr),

it is a linearly decreasing function of the effective recycle parameter-as shown by

equation (2.71). The dash line is the intersection point along the washout branch

equation is given by (2.95). This is only physically meaningful when it is lower than

the dotted line. The solid line is the intersection point along the no-washout branch
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equation, found from equation (2.97). These are only physically meaningful when

they are higher than dotted line.

For example when R∗=0 there is one physically meaningful intersection point which

is on the washout branch (τ ∗i,w=0.2916). The corresponding steady-state digram is

shown in figure 2.7. When R∗=0.48 there are three physically meaningful intersec-

tion points, one along the washout branch and two intersection points along the

no-washout branch (τ ∗i,w=0.5809, τ ∗i,nw1=0.6433, τ ∗i,nw2=0.8901). The corresponding

steady-state digram is shown in figure 2.8(a). When R∗=0.6 there is only one physi-

cally meaningful intersection point along the no-washout branch (τ ∗i,nw=2.1478). The

corresponding steady-state digram is shown in figure 2.8(b). When R∗=0.8 there

are no physically meaningful intersection points. The corresponding steady-state di-

gram is shown in figure 2.8(c). Table 2.2 shows all the intersection points, including

the physically non-meaningful points.

R∗ τ ∗cr τ ∗i,w τ ∗i,nw
0 1.2018 0.2916 0.3772, 1.0327, -13.1192
0.48 0.6249 0.5809 0.6433, 0.8901, -5.0725
0.6 0.4807 0.8281 0.4543, 2.1478, -2.7127
0.8 0.2404 -2.2439 0.2211, -0.4169, -9.0415

Table 2.2: Different values of the effective recycle parameter, value of the critical
value of the residence time and the intersection points along the washout and the
no-washout branch.

2.5.2.3 The transition from case two to case three (R∗

2,3=0.4631).

Case two (figure 2.7) happens when there is one intersection point along the washout

branch. Case three (figure 2.8(a)) happens when there are three intersection points,

one along the washout branch and two along the no-washout branch. The transi-

tion from case two to case three occurs when the target value is equal to the max-

imum value of the volatile suspended solids along the no-washout branch (VSSt =
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VSSnw,max). In figure 2.10(a) two limit points are visible along the curve of intersec-

tion points for the no-washout branch. These are found by solving the equations

τ ∗i,nw = 0 and
d

dτ ∗
τ ∗i,nw = 0,

subject to

d2

dτ ∗2
τ ∗i,nw 6= 0 and

d

dR∗
τ ∗i,nw 6= 0.

The location of these limit points are (R∗, τ ∗)=(1,0), (0.2371,0.6582) and (0.4631,0.7424).

If the effective recycle parameter is between 0 and 0.2371 then there are no physically

meaningful intersection points along the no-washout branch because their value is

lower than the trans-critical bifurcation. Over this range only the intersection point

on the no-washout branch is physically meaningful. The volatile suspended solids

steady-state diagram is case two. If the effective recycle parameter is between 0.2371

and 0.4631 there are no positive intersection points on the no-washout branch. There

is one intersection point on the washout branch and the volatile suspended solids

steady-state diagram remains case two.

If the effective recycle parameter is slightly higher than 0.4631 then there are three

physically meaningful intersection points: one intersection point along the washout

branch and two intersection points along the no-washout branch. The volatile sus-

pended solids steady-state diagram is case four.

2.5.2.4 The transition from case three to case four (R∗

3,4=0.4972).

As discussed in the previous section case three (figure 2.8(a)) happens when there

are three intersection points, one along the washout branch and two along the no-

washout branch. Case four (figure 2.8(b)) happens when there is one intersection

point along the no-washout branch. The transition occurs when the value of the

volatile suspended solids at the trans-critical bifurcation is equal to the target value
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(VSS∗(τ ∗cr) = VSS∗

t ).

Note that from equation (2.71) the value of the residence time at the trans-critical bi-

furcation is a linearly decreasing function of the effective recycle parameter (
dτ∗+
dR∗

<0).

It has a minimum value 0 when R∗ = 1.

Figure 2.11 shows the volatile suspended solids concentration at the trans-critical

bifurcation as a function of of the effective recycle parameter. When the effective

recycle ratio is sufficiently small (large) the value of the volatile suspended solids at

the intersection point is below (above) the critical value. The intersection point at

R∗ = R∗

3,4 ≈ 0.4972 denotes the transition from case three to case four. The figure

shows that when the effective recycle parameter is small, the increase in the volatile

suspended solids is small but as the effective recycle parameter approaches one then

the increase is dramatic (exponential).

From (2.71) the value of the residence time at the trans-critical bifurcation is given

by

τ ∗+ = (1−R∗)τ ∗cr(R
∗ = 0), (2.98)

where

τ ∗cr(R
∗ = 0) =

b∗ +
√
b∗2 + 4ac∗

2a
,

a = [(S∗

0 + αgX
∗

s,0)− (1 + S∗

0 + αgX
∗

s,0)k
∗

d]k
∗

h,

b∗ = (1 + S∗

0)(k
∗

h + k∗

d) + k∗

hαgX
∗

s,0 − S∗

0 ,

c∗ = (1 + S∗

0).

To draw figure 2.11, we fixed the value for the effective recycle parameter and then

calculated the value of the trans-critical bifurcation using equation (2.98). This

value is then substituted into equation (2.93) to determine the corresponding value

for the volatile suspended solids. Equating equation (2.93) to the target value and
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using equation (2.98) we find that the transition happens when

(1−R∗

3,4)
{

VSS∗

t (1−R∗

3,4) [1 + k∗

hτ
∗

cr(R
∗ = 0)]− (X∗

i,0 +X∗

s,0) [1 + k∗

hτ
∗

cr(R
∗ = 0)]

}

,

⇒ R∗

3,4 = 1 or

⇒ R∗

3,4 =
(VSS∗

t −X∗

i,0) [1 + k∗

hτ
∗

cr(R
∗ = 0)] +X∗

s,0

VSS∗

t [1 + k∗

hτ
∗

cr(R
∗ = 0)]

= 0.4972.

Note that the solution R∗

3,4 = 1 is invalid because equation (2.93) is not defined for

this value.

If the effective recycle parameter is smaller than the critical value of the effective

recycle parameter (R∗<R∗

3,4) then the volatile suspended solids at the trans-critical

bifurcation is smaller than the target value. Therefore there is an intersection point

on the no-washout branch. The volatile suspended solids steady-state diagram will

be either case two or case three. If the effective recycle parameter is larger than

the critical value (R∗>R∗

3,4) then the volatile suspended solids at the trans-critical

bifurcation is larger than the target value. Therefore if there is an intersection

point it is along the no-washout branch. The intersection points along the no-

washout branch are physically meaningful if they are larger than the value of the

trans-critical bifurcation. The volatile suspended solids steady-state diagram will

be either case four or case five. If the effective recycle parameter is between 0.4972

and 0.7387 there are two intersection points on the no-washout branch but only one

is physically meaningful.

2.5.2.5 The transition from case four to case five (R∗

4,5=0.7387).

Case four (figure 2.8(b)) happens when there is one physically meaningful intersec-

tion point along the no-washout branch. Case five (figure 2.8(c)) happens when

there is no intersection point. The transition from case four to case five occurs when
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the target value is equal to the asymptotic value of the volatile suspended solids in

the limit as the residence time approaches infinity. In table 2.1 we stated that this

transition occurred when R∗

4,5 = 0.7387

Figure 2.10 also shows that when the effective recycle parameter is larger than the

critical value R∗

4,5 = 0.7387 there is no physically meaningful intersection point on

the no-washout branch. The intersection point on the washout branch is not physi-

cally meaningful because it is larger than the trans-critical bifurcation.

Setting the leading term of the asymptotic solution for the volatile suspended solids

at large residence time (2.81) equal to the target value we find that

R∗

1 = 1 and (2.99)

R∗

4,5 =
(1− k∗

d)[(1− fsαg,s)(VSS
∗

t −X∗

i,0)− COD∗

infi] + fik
∗

d

(1− k∗

d)[1− fsαg,s]VSS
∗

t

= 0.7387, (2.100)

where the coefficient a0 is given by equation (2.82).

Differentiating equation (2.100) with respect to the chemical oxygen demand in the

feed we obtain

dR∗

4,5

dCOD∗

in

= − fi
(1− fsαg,s)VSS

∗

t

<0. (2.101)

When the effective recycle parameter is smaller than the critical value (R∗<R∗

4,5)

then the asymptotic value of the volatile suspended solids is below the target value

VSS∗(τ ∗ = ∞)<VSS∗

t . In this case there is at least one intersection point along the

no-washout branch.

When the effective recycle parameter is larger than the critical value (R∗>R∗

4,5) then

the asymptotic value of the volatile suspended solids is larger than the target value

VSS∗(τ ∗ = ∞)>VSS∗

t .

Therefore the volatile suspended solids is always larger than the target value.

Note that there is also a vertical asymptote for the intersection along the no-washout

branch. Of course this asymptote is not of physical interest since the intersection
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points on the washout branch occurs for values of the residence time higher than

that at the trans-critical bifurcation.

From equation (2.95) we have a valid asymptote when

VSS∗

t (1−R∗)−X∗

i,0k
∗

h = 0,

⇒ R∗ = R∗

wcr,∞ =
VSS∗

t −X∗

i,0

VSS∗

t

= 0.7658.

2.5.2.6 Summary of transitions

Figure 2.12 shows the transitions from case two to case three, case three to case

four, and from case four to case five. Figure 2.12(a) shows the transition point from

case two to case three (R∗

2,3=0.4631) and the transition from case three to case four

(R∗

3,4=0.4972). Figure 2.12(b) shows the transition point from case four to case five

(R∗

4,5=0.7387).

2.5.2.7 The effect of partitioning the chemical oxygen demand

In section 2.5.2.5 we fond that if the effective recycle parameter is larger than a crit-

ical value of the effective recycle parameter (R∗>R∗

4,5) then the volatile suspended

solids at infinity is larger than the target value. Therefore there is no physically

meaningful intersection point on the no-washout branch.

Suppose that the chemical oxygen demand in the feed is fixed. Does the critical

value of the effective recycle parameter for the transition from case four to case five

R∗

4,5 depend upon how the chemical oxygen demand is partitioned into the compo-

nents S∗

0 and X∗

s,0? Examining equations (2.82) and (2.100) we see that the critical

value of the effective recycle parameter depends only upon the total chemical oxygen

demand in the influent not the individual components (S∗

0 and X∗

s,0). This result

makes sense because at large residence time almost all of the insoluble substrate is
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converted to the soluble substrate, equation (2.59).

Figure 2.13 shows that the effective recycle parameter R∗

4,5 is a decreasing function

of the chemical oxygen demand COD∗

in, as shown by equation (2.101). Cases one

to four happen when the chemical oxygen demand is smaller than COD∗

in and when

the chemical oxygen demand is bigger than COD∗

in case five happens.

Substituting equation (2.82) into equation (2.100) we have COD∗

in(R
∗

4,5 = 0) =285.1343.

If the chemical oxygen demand in the feed is higher than 285.1343 then the volatile

suspended solids for any value of the residence time is always larger than the tar-

get value. In other words, if the feed is too polluted it is impossible to reduce the

volatile suspended solids below the target value even though it is possible to reduce

the chemical oxygen demand to the limiting value k∗

d/(1− k∗

d).

2.5.2.8 Model simplification

If we assume that there is no inert material flowing in the feed (X∗

i,0 = 0), which

is a common assumption in mathematical modeling, then from equation (2.100) we

have

R∗

4,5 =
VSS∗

t − fik
∗

da0
VSS∗

t

= 0.9728.

Even if no inert material flows into the reactor it is generated inside the reactor by

the decay of biomass.

Note that in the basic model the degradation products from biomass decay are

ignored. This corresponds to setting (fi = 0). In this case (R∗

4,5 = 1).

Removal of inert material from the feed stream prior to entering the activated sludge

process significantly increases the value of the effective recycle parameter in the

transition from case five to case four.
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2.5.2.9 The effect of changing COD∗

in

In the previous two sections we investigate the effect of changing the effective recycle

ratio (R∗) whilst the value for the chemical oxygen demand in the feed (COD∗

in) was

fixed. In this section we change the value of the chemical oxygen demand in the

feed (COD∗

in) to investigate how this effects the behavior. We write

S∗

0 = AS∗

0,old,

X∗

s,0 = AX∗

s,0,old,

COD∗

in = ACOD∗

in,old, (2.102)

where S∗

0,old and X∗

s,0,old are the values for the soluble and insoluble substrate used

in the previous section i.e. S∗

0,old=1.9961 and X∗

s,0,old=145.0857. The value of A is

0<A ≤ 1. We first note that as the chemical oxygen demand in the feed (COD∗

in) is

decreased there is a critical value below which the washout branch is stable for all

values of the residence time.

To find this critical value we substitute equation (2.102) into equation (2.73) and

rearrange to obtain

Acr =
1

COD∗

in,old

(

k∗

d

1− k∗

d

)

= 0.0072.

This means that if COD∗

in ≤ AcrCOD∗

in,old=0.0072(0.9105)=0.0066 then process fail-

ure occurs. We now investigate where the different volatile suspended solids steady-

state solution digrams occur as a function as the effective recycle ratio (R∗) and the

value of the chemical oxygen demand in the feed (though the parameter A).

The dotted vertical line in figure 2.14 represents the value Acr, below which process

failure automatically occurs. Line 1 in figure 2.14 shows where the volatile sus-

pended solids on the washout branch at zero residence time is equal to the target

value of the volatile suspended solids (VSS∗

w(τ
∗ = 0) = VSS∗

t ). The line marks
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the transition from case one, where there are no intersection points and the volatile

suspended solids is smaller than the target value as shown in figure 2.15(a), to case

two, where there is one intersection point along the washout branch as shown in

figure 2.15(b).

Using equation (2.53) when the residence time is zero we obtain the formula for the

transition from case one to case two:

A12 =
VSS∗

t (1−R∗)−X∗

i,0

X∗

s,0,old

.

Line 2 in figure 2.14 shows the transition where the target value of the volatile sus-

pended solids is equal to the maximum value of the volatile suspended solids along

the no-washout branch (VSS∗

nw = VSS∗

t ). The line marks the transition from case

two, where there is one intersection point along the washout branch, as shown in

figure 2.15(b), to case three, where there are three intersection points; one along the

washout branch and two along the no-washout branch as shown in figure 2.15(c).

To find this transition, A23, we write G = VSS∗

nw − VSS∗

t and solve the system of

equation G = 0 and dG
dτ∗

=0.

Line 3 in figure 2.14 shows the transition where the concentration of volatile sus-

pended solids along the no-washout branch at the critical value of the residence

time is equal to the target value VSS∗

nw(τ
∗ = τ ∗cr) = VSS∗

t . This line makes the

transition from case three, where there are three intersection points (one along the

washout and two along the no-washout branch) as shown in figure 2.15(c), to case

four, where there is one intersection point along the no-washout branch, as shown

in figure 2.15(d).

To find this transition we equate equation (2.53) to the target value and set the

residence time equal to the critical value, equation (2.72). We obtain the formula
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for the transition from case three to four:

A34 =
[(1−R∗)VSS∗

t −X∗

i,0]{1 + k∗

hτ
∗

cr(R
∗ = 0)}

X∗

s,0

.

Line 4 in figure 2.14 shows the transition where the volatile suspended solids along

the no-washout branch at infinite residence time is equal to the target value of the

volatile suspended solids (VSS∗

nw(τ
∗ = ∞) = VSS∗

t ). The line marks the transition

from case four, where there is one intersection point along the no-washout branch

as shown in figure 2.15(d), to case five, where there are no intersection points as

shown in figure 2.15(e).

To find this transition we set equation (2.81) equal to the target value. We obtain

the transition from case four to five:

A45 =
(1− k∗

d)[(1−R∗)VSS∗

t −X∗

i,0]{1− αg,sfs}+ fik
∗

d

fi(1− k∗

d)[S
∗

0 + αg,hX∗

s,0]
. (2.103)

In this model regions one and two are the best, because either the volatile suspended

solids is always below the target value (region one) or it is always below the target

value for any residence time below the critical value (region two). If these regions

existed in practice, there would be no problem with sludge formation in the activated

sludge process.

In regions three and four there is a critical value for the residence time, if the

residence time is larger than the critical value then the volatile suspended solids is

always below the target value; this is good as values for the critical value are low.

In regions five there is no value for the residence time where the volatile suspended

solids is below the target value, this undesirable.

Therefore the main question of practical important from this model is how to increase

the transition value from region four to region five (A45).
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We can write equation (2.103) as

COD∗

in = A45(S
∗

0 + αg,hX
∗

s,0).

The best possible case is when this transition occurs when R∗=1. This gives

[COD∗

in]best =
(1− k∗

d)[(1−R∗)VSS∗

t −X∗

i,0]{1− αg,sfs}+ fik
∗

d

fi(1− k∗

d)
,

=
k∗

d

1− k∗

d

−
−(1− αg,sfs)X

∗

i,0]

fi
,

≤ k∗

d

1− k∗

d

= 0.0732.

However, if

[COD∗

in]best ≤
k∗

d

1− k∗

d

.

process failure is guaranteed.

Thus, in practice, for any reasonable value of the chemical oxygen demand in the

flow, we know that 0≤ R∗

4,5<1. Thus excessive sludge formation must happen if

the effective recycle parameter is too high. This motivates our investigation in the

next chapter can we use a sludge disintegration unit to reduce sludge formation so

as to allow the operation of a settling unit with high values of the effective recycle

parameter, ideally with R∗=1.
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(a) R∗ = 0.48, τ∗
cr
= 0.6249 (b) R∗ = 0.6, τ∗

cr
= 0.4807

(c) R∗ = 0.8, τ∗
cr
= 0.2404

Figure 2.8: Steady state diagrams for the dimensionless volatile suspended solids.
Parameter values R∗=0.48, 0.6, 0.8 giving τ ∗cr=0.6249, 0.4807, 0.2404 respectively.
The horizontal line denotes the target value of the dimensionless volatile suspended
solids (VSS∗

t = 77.0713). The figures correspond to cases three to five respectively.
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Figure 2.9: The residence time required to achieve the chemical oxygen demand
efficiency E = 0.9 and E = 0.99 as a function of the effective recycle parameter
(R∗).
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R∗

3,4 = 0.4972, the volatile suspended solids is equal to the the target value
(VSS∗

t = 77.0713).
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(b) 0.6 ≤ R∗ ≤ 0.8

Figure 2.12: The values of the residence time where the the volatile suspended
solids concentration is equal to the target value (VSS∗ = VSS∗

t ) as a function of
the effective recycle parameter (R∗). The dotted line is the critical value for the
residence time, the dash line is the intersection point along the washout branch and
the solid line is the intersection point along the no-washout branch equation.
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(a) 0 <COD< 40. (b) 0 <COD< 300.

Figure 2.13: The effective recycle parameter R∗

4,5 as a function of the chemical
oxygen demand CODin.

Figure 2.14: The location of the volatile suspended solids steady-state digrams in
the effective recycle Parameter chemical oxygen demand parameter plane, where
COD∗

in = ACOD∗

in,old. The dotted line represent the minimum value A=0.0072.
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(a) Case one. Parameter values: R∗=0.1 and
A=0.1.

(b) Case two. Parameter values: R∗=0.2 and
A=0.4.

(c) Case three. Parameter values: R∗=0.6
and A=0.63.

(d) Case four. Parameter values: R∗=0.6 and
A=0.7.

(e) Case 5. Parameter values: R∗=0.8 and
A=0.8.

Figure 2.15: Steady-state diagrams showing the volatile suspended solids as a func-
tion of the dimensionless residence time (τ ∗). The box denotes the location of the
trans-critical bifurcation. The solid and dotted lines represent stable and unstable
solutions respectively.The horizontal dash line denotes the target value of the volatile
suspended solids and the horizontal dotted line denotes the asymptotic value.
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2.6 Conclusion

In this chapter we extended the basic activated sludge model [71] to include ad-

ditional biochemistry. The additional biochemistry has two components. Firstly,

insoluble substrate is included which is hydrolyzed to give soluble substrate. Sec-

ondly, the products of biomass decay are included. This gives an inert fraction

and a soluble substrate fraction. This model has four equations, rather than two

in the basic model, because we now have equations for the inert material and the

biodegradable substrate.

In addition to being produced as a product of biomass decay, inert material may

also flow into the reactor.

Initially we established some general mathematical results. Firstly, we reduced the

model from four equations to two equations. We then constructed a positively invari-

ant region and showed that it is also exponentially attracting. We showed that if the

decay rate is sufficiently high (k∗

d ≥ 1), then the biomass must die out (X∗

b (t
∗) → 0),

which means that the washout solution is globally asymptoticly stable. For practical

applications we can assume that (k∗

d<1).

We found two steady state solutions corresponding to washout and no-washout

branches. The washout branch corresponds to process failure and has to be avoided.

In appendix A.2 we proved that the no-washout branch is only physically meaningful

when

k∗

d<k∗

d,cr =
S∗

0 + αg,hX
∗

s,0

S∗

0 + αg,hX∗

s,0 + 1
=

COD∗

in

1 + COD∗

in

<1, (2.104)

and

τ ∗>τ ∗+ = (1−R∗)

[

b∗ +
√
b∗2 + 4ac∗

2a

]

>0. (2.105)
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When the no-washout branch is not physically meaningful, we showed the washout

solution is locally stable. We showed that when the no-washout branch is physically

meaningful then it is locally stable and the washout branch is not stable.

We showed that for high values of the residence time (τ ∗ ≫ 1), the steady state

effluent concentration can not be reduced below a limiting value (S∗ = k∗

d/(1+k∗

d)).

We investigated the chemical oxygen demand and show that it is a decreasing func-

tion of the residence time and it is also a decreasing function of the effective recycle

parameter.

When we investigate the volatile suspended solids as a function of the residence time

for different values of the effective recycle ratio we find that there are five generic

cases. The cases one to four are all good. In case one we can operate the reactor at

any residence time and we are guaranteed that the steady-state volatile suspended

solids will be lower than the target value. In cases two to four there is a critical value

of the residence time. If we operate the reactor at any value of the residence time

greater than this value we are guaranteed that the steady-state volatile suspended

solids will be lower than the target value, Case five is undesirable because for any

value of the residence time the steady-state volatile suspended solids is greater than

the target value. When this happens it means that we must stop operating the plant

to remove the sludge, this increasing the cost of running the plant.

Some of the results from this chapter have been published in a refereed conference

proceeding [4].



Chapter 3

Addition of Sludge Disintegration

Unit to the extension of the

standard model

3.1 Introduction

In the previous chapter we examined an extension of the basic model containing

four components which are soluble substrate, biomass, non-biodegradable partic-

ulate material and biodegradable particulate substrate. We investigated how the

operation of the settling unit influences the amount of sludge formed in the biore-

actor. We found that when the recycle ratio is sufficiently high that the volatile

suspended solids is always above the target value. In this chapter we extend our

model by investigating how a sludge disintegration unit (SDU) can be used to con-

trol the amount of sludge within the bioreactor.

Some of the results from this chapter have been published [7].

3.2 Biochemistry

The biochemistry inside the bioreactor is identical to the previous chapter.

89
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3.2.1 Biochemical reactions (sludge disintegration)

In this section the biochemistry inside the sludge disintegration unit is discussed.

An overview of the sludge disintegration processes is shown in Figure 3.1 (This

figure is identical to figure 1.5, it is included here for clarity). In this figure Xb,s

is the concentration of biomass within the sludge disintegration unit, Xi,s is the

concentration of non-biodegradable particulate material within the sludge disinte-

gration unit, Xs,s is the concentration of biodegradable particulate substrate within

the sludge disintegration unit, Ss is the concentration of soluble substrate within

the sludge disintegration unit, γb is the disintegration rate of biomass within the

sludge disintegration unit, γi is the disintegration rate of non-biodegradable par-

ticulates within the sludge disintegration unit and γs is the disintegration rate of

slowly biodegradable particulates within the sludge disintegration unit.

Figure 3.1: Overview of biochemical processes inside the sludge disintegration unit.

Inside the sludge disintegration unit three disintegration processes occur.

1. One concentration unit of biomass (Xb,s) is disintegrated into fi concentration

units of non-biodegradable particulate (Xi,s), (1−α−fi) concentration units of

biodegradable particulate substrate (Xs,s) and α concentration units of soluble

substrate (Ss).

Xb,s
γb−→ fp,sXi,s + (1− α− fp,s)Xs,s + ααsSs, (3.1)
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where

0 ≤ α ≤ 1− fp,s. (3.2)

In reaction (3.1) α is the solubilization efficiency of the sludge disintegra-

tion unit, fp,s is the fraction of dead biomass converted to inert material by

disintegration and γb is the disintegration rate of biomass within the sludge

disintegration unit.

We note that in the original model (without the SDU) we have a term which

models the decay of biomass as follows

Xb
kd−→ fiXi + fsαsS,

fi + fs = 1.

The largest amount of soluble substrate that can be produced is when fs=1

i.e. αs. We argue that the largest amount of soluble substrate produced by

the disintegration of biomass in reaction (3.1) must similarly be αs.

2. Sludge disintegration reaction two is analogous to the hydrolysis of biodegrad-

able particulate substrate. It states that one unit of biodegradable particulate

substrate (Xs,s) is converted into α units of soluble substrate (Ss) and (1−α)

units of biodegradable particulate substrate (Xs,s).

Xs,s
γs−→ ααhSs + (1− α)Xs,s. (3.3)

We note that in the original model (without the SDU) we have a term which

models the production of soluble substrate through the hydrolysis of biologi-
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cally degradable particulate organic solids as follows

Xs
kh−→ αhS.

We argue that the largest amount of soluble substrate produced by the disin-

tegration of biodegradable particulate organic solids must similarly be αh.

3. Sludge disintegration reaction three states that inside the sludge disintegration

unit one unit of non-biodegradable particulate substrate (Xi,s) is disintegrated

into βi units of soluble substrate (Ss) and (1− βi) units of non-biodegradable

particulate substrate (Xi,s),

Xi,s
γi−→ βiαSDUSs + (1− βi)Xi,s. (3.4)

In reaction (3.4) βi is the conversion efficiency from non-biodegradable partic-

ulates to readily biodegradable (soluble) substrate.

For numerical simulations we argue that it would be unrealistic for the value

of αSDU to be larger than either αs and αh. We take αSDU=max(αh, αs) = αs.

3.2.2 Chemical demand oxygen in the sludge disintegration

unit

As in the previous chapter the COD in the sludge disintegration unit is defined by

CODs = Ss + αhXs,s.
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3.2.3 The volatile suspended solids in the sludge disintegra-

tion unit

The volatile suspended solids was defined in the previous chapter. The volatile

suspended solids in the sludge disintegration unit (VSSs) is given by

VSSs = Xb,s +Xi,s +Xs,s.

The target value of the volatile suspended solids in the sludge disintegration unit is

[102]

VSSst = 12000mg l−1.

We aim to be below the target value.

3.3 Equations

In this section we write down the model equations for the concentration of mi-

croorganisms, particulates, inert material, and substrate within a well-stirred, well-

aerated, bioreactor and a sludge disintegration unit.

3.3.1 The dimensional model

The model equations are

Equations in the bioreactor

Concentration of soluble substrate

V
dS

dt
= F (S0 − S) +DF (Ss − S) + V αhkhXs + V fsαskdXb −

V Xbµ(S)

αg

. (3.5)
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Concentration of biomass

V
dXb

dt
= F (Xb,0 −Xb) +RF (C − 1)Xb +DF (Xb,s −Xb) + V Xbµ(S)− V kdXb.

(3.6)

Concentration of non-biodegradable particulate material

V
dXi

dt
= F (Xi,0 −Xi) +RF (C − 1)Xi +DF (Xi,s −Xi) + V fikdXb. (3.7)

Concentration of biodegradable particulate substrate

V
dXs

dt
= F (Xs,0 −Xs) +RF (C − 1)Xs +DF (Xs,s −Xs)− V khXs. (3.8)

The specific growth rate is given by

µ(S) =
µmS

Ks + S
. (3.9)

The residence time is defined by

τ =
V

F
. (3.10)

The chemical demand oxygen inside the bioreactor

COD = S + αhXs. (3.11)

Total Volatile Suspended Solids (VSS) inside the bioreactor

Xt = Xb +Xi +Xs. (3.12)

Equations in the sludge disintegration unit

When χ = 0 we assume that the disintegration process is accruing much quicker
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than the biochemical process so that we can ignore the biochemical process.

When χ = 1 we assume that the disintegration process and the biochemical process

are included which is more realistic for sufficiently ‘low’ values of the disintegration

rates (γb, γi, γs).

In our analysis we always take χ = 0.

Concentration of soluble substrate

Vs

dSs

dt
= DF (S − Ss) + VsααsγbXb,s + VsααhγsXs,s + VsβiαSDUγiXi,s

+ χVs

[

αhkhXs,s + fsαskdXb,s −
Xb,sµ(Ss)

αg

]

. (3.13)

Concentration of biomass

Vs

dXb,s

dt
= DF (Xb −Xb,s)− VsγbXb,s + χVs [Xb,sµ(Ss)− kdXb,s] . (3.14)

Concentration of non-biodegradable particulate material

Vs

dXi,s

dt
= DF (Xi −Xi,s) + Vsfp,sγbXb,s − VsβiγiXi,s + χVs [fikdXb,s] . (3.15)

Concentration of biodegradable particulate substrate

Vs

dXs,s

dt
= DF (Xs −Xs,s) + Vs(1− α− fp,s)γbXb,s − VsαγsXs,s − χVs [khXs,s] .

(3.16)

The specific growth rate is given by

µ(Ss) =
µmSs

Ks + Ss

. (3.17)

The residence time is defined by

τs =
Vs

F
. (3.18)
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The chemical demand oxygen inside the sludge disintegration uni

CODs = Ss + αhXs,s. (3.19)

Total Volatile Suspended Solids (VSSs) inside the sludge disintegration unit

Xt,s = Xb,s +Xi,s +Xs,s. (3.20)

Note that we can assume that C ≥ 1, as otherwise recycle leads to a decrease in

performance of the bioreactor.

For a specific wastewater, a given biological community, and a particular set of en-

vironmental conditions, the parameters Ks, kd, αh, αg, αs and µm are fixed. The

parameters that can be varied are S0, Xj,0(j = b, i, s), and τ .

All the parameters in the dimensional model are defined in table 3.1.

Abbreviation Explanation Unit

D Sludge disintegration factor (–)

C The recycle concentration factor (–)

F Flow rate through bioreactor (dm3 hr−1)

Ks Monod constant (g dm−3)

R Recycle ratio based on volumetric flow rates (–)

S Substrate concentration within the bioreac-

tor

(|S|)

Ss Substrate concentration in the sludge inte-

gration unit

(|S|)

S0 Concentration of substrate flowing into the

reactor

(|S|)
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V Volume of the bioreactor (dm3)

Vs Volume of the sludge integration unit (dm3)

Xb Concentration of biomass (|X|)

Xb,s Concentration of biomass in the sludge inte-

gration unit

(|X|)

Xi Concentration of of non-biodegradable par-

ticulate material

(|X|)

Xi,s Concentration of non-biodegradable particu-

late material in the sludge integration unit

(|X|)

Xs Concentration of biodegradable particulate

substrate

(|X|)

Xs,s Concentration of biodegradable particulate

substrate in the sludge integration unit

(|X|)

Xj,0(j = b, i, s) Concentration flowing into the reactor (|X|)

Xt Total biomass (|X|)

Xt,s Total biomass in the sludge integration unit (|X|)

kh Hydrolysis rate of insoluble organic com-

pounds

(hr−1)

kd Death coefficient (hr−1)

fs The fraction of dead biomass converted to

soluble substrate

(–)

fi The fraction of dead biomass converted to

inert material

(–)

fp,s Fraction of dead biomass converted to inert

material in the sludge integration unit

(–)

t Time (hr−1)
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γb Disintegration rate of biomass within the

sludge disintegration unit

(hr−1)

γi Disintegration rate of non-biodegradable

particulates within the sludge disintegration

unit

(hr−1)

γs Disintegration rate of slowly biodegradable

particulates within the sludge disintegration

unit

(hr−1)

βi Conversion efficiency from non-

biodegradable particulates to readily

biodegradable (soluble) substrate,

(–)

αh Yield factor for hydrolysis of insoluble or-

ganic compounds

(|S||X|−1)

αg Yield factor for growth of biomass (|S||X|−1)

αs Yield factor for conversion of dead biomass

to soluble substrate

(|S||X|−1)

α Solubilization efficiency of the sludge integra-

tion unit

(–)

αSDU Yield factor for conversion of inert material

to soluble substrate

(|S||X|−1)

µ(S) Specific growth rate model (hr−1)

µ(Ss) Specific growth rate model in the sludge in-

tegration unit

(hr−1)

µm Maximum specific growth rate (hr−1)

τ Residence time (hr)

τs Residence time in the sludge disintegration

unit

(hr)
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χ Modelling parameter for the sludge integra-

tion unit

(–)

Table 3.1: The definitions of the parameters.

3.3.2 The dimensionless model

By introducing dimensionless variables for concentrations of the substrate [S∗ =S/Ks,

S∗

0 =S0/Ks, S
∗

s =Ss/Ks], microorganism and particulates [X∗

j =Xj/(αgKs), X
∗

j,0

=Xj,0/(αgKs), X
∗

j,s =Xj,s/(αgKs)] (j = b, i, s), time [t∗=µmt ], and parameters

αgSDU = αgαSDU , αg,h = αhαg, αg,s = αsαg, γ
∗

j = γj/µm(j = b, i, s), k∗

h = kh/µm,

k∗

d = kd/µm, τ
∗ = V µm/F and V ∗ = V/Vs, the dimensional model equations can be

written in dimensionless form.

Equations in the bioreactor

dS∗

dt∗
=

1

τ ∗
(S∗

0 − S∗) +
D

τ ∗
(S∗

s − S∗) + αg,hk
∗

hX
∗

s + fsαg,sk
∗

dX
∗

b −
S∗X∗

b

1 + S∗
, (3.21)

dX∗

b

dt∗
=

1

τ ∗
(X∗

b,0 −X∗

b ) +
R∗

τ ∗
X∗

b +
D

τ ∗
(X∗

b,s −X∗

b ) +
X∗

bS
∗

1 + S∗
− k∗

dX
∗

b , (3.22)

dX∗

i

dt∗
=

1

τ ∗
(X∗

i,0 −X∗

i ) +
R∗

τ ∗
X∗

i +
D

τ ∗
(X∗

i,s −X∗

i ) + fik
∗

dX
∗

b , (3.23)

dX∗

s

dt∗
=

1

τ ∗
(X∗

s,0 −X∗

s ) +
R∗

τ ∗
X∗

s +
D

τ ∗
(X∗

s,s −X∗

s )− k∗

hX
∗

s . (3.24)

The chemical oxygen demand COD∗ inside the bioreactor

COD∗ = S∗ + αg,hX
∗

s . (3.25)
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Total Volatile Suspended Solids VSS∗ inside the bioreactor

X∗

t = X∗

b +X∗

i +X∗

s . (3.26)

The effective recycle parameter is given by [R∗ = (C-1)R].

The cases R∗ = 0, 0<R∗<1 and R∗ = 1 represent a flow reactor without recycle,

a flow reactor with non-idealized recycle, and a flow reactor with idealized recycle,

respectively.

From now on we assume that the growth medium fed into the bioreactor is sterile,

i.e. there are no microorganisms in the influent (Xb,0 =X∗

b,0 =0).

Note that the target value for volatile suspended solid becomes

VSS∗

t =
VSSt

αgks
=

12000

αgks
= 77.071. (3.27)

Equations in the sludge disintegration unit

dS∗

s

dt∗
=

DV ∗

τ ∗
(S∗ − S∗

s ) + ααg,sγ
∗

bX
∗

b,s + ααg,hγ
∗

sX
∗

s,s + βiααg,SDUγ
∗

i X
∗

i,s

+ χ

[

αg,hk
∗

hX
∗

s,s + fsαg,sk
∗

dX
∗

b,s −
S∗

sX
∗

b,s

1 + S∗

s

]

, (3.28)

dX∗

b,s

dt∗
=

DV ∗

τ ∗
(X∗

b −X∗

b,s)− γ∗

bX
∗

b,s + χ

[

X∗

b,sS
∗

s

1 + S∗

s

− k∗

dX
∗

b,s

]

, (3.29)

dX∗

i,s

dt∗
=

DV ∗

τ ∗
(X∗

i −X∗

i,s) + fp,sγ
∗

bX
∗

b,s − βiγ
∗

i X
∗

i,s + χ
[

fik
∗

dX
∗

b,s

]

, (3.30)

dX∗

s,s

dt∗
=

DV ∗

τ ∗
(X∗

s −X∗

s,s) + (1− α− fp,s)γ
∗

bX
∗

b,s − αγ∗

sX
∗

s,s

− χ
[

k∗

hX
∗

s,s

]

. (3.31)

The chemical oxygen demand COD∗

s inside the sludge disintegration unit

COD∗

s = S∗

s + αg,hX
∗

s,s. (3.32)
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Total Volatile Suspended Solids VSS∗

s inside the sludge disintegration unit

X∗

t,s = X∗

b,s +X∗

i,s +X∗

s,s. (3.33)

3.3.3 Model simplification when D = 0

When D = 0, i.e. there is no sludge disintegration unit, we have the same model

that we examined in the previous chapter.

3.3.4 Model simplification for a fast sludge disintegration

unit

We assume (χ = 0) which means that the sludge disintegration reactions are faster

than the biochemical process.

The model equations in the sludge disintegration unit become

dS∗

s

dt∗
=

DV ∗

τ ∗
(S∗ − S∗

s ) + ααg,sγ
∗

bX
∗

b,s + ααg,hγ
∗

sX
∗

s,s + βiααg,SDUγ
∗

i X
∗

i,s, (3.34)

dX∗

b,s

dt∗
=

DV ∗

τ ∗
(X∗

b −X∗

b,s)− γ∗

bX
∗

b,s, (3.35)

dX∗

i,s

dt∗
=

DV ∗

τ ∗
(X∗

i −X∗

i,s) + fp,sγ
∗

bX
∗

b,s − βiγ
∗

i X
∗

i,s, (3.36)

dX∗

s,s

dt∗
=

DV ∗

τ ∗
(X∗

s −X∗

s,s) + (1− α− fp,s)γ
∗

bX
∗

b,s − αγ∗

sX
∗

s,s. (3.37)

We assume that the sludge disintegration unit is at steady state. Webelieve that

it is a reasonable approximation to assume that the sludge disintegration unit is

at steady-state because the processes occurring in the sludge disintegration unit

are much quicker than the biochemical reactions. In the limiting case they occur

‘infinitely quickly’. This assumption could be investigated in future work.
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The steady-state solutions in the sludge disintegration unit are given by

S∗

s = S∗ +

[

αg,sγ
∗

bX
∗

b,s + αg,hγ
∗

sX
∗

s,s + βiαg,SDUγ
∗

i X
∗

i,s

DV ∗

]

ατ ∗,

= S∗ +

[

γ∗

b

P

(

αg,s +
αg,hγ

∗

s (1− α− fp,s)τ
∗

H
+

βiαg,SDUγ
∗

i fp,sτ
∗

G

)

X∗

b

+

(

αg,hγ
∗

sX
∗

s

H
+

βiαg,SDUγ
∗

i X
∗

i

G

)]

ατ ∗, (3.38)

X∗

b,s =
DV ∗

P
X∗

b , (3.39)

X∗

i,s =
1

G
(DV ∗X∗

i + fp,sγ
∗

bX
∗

b,sτ
∗),

=
DV ∗

GP
(PX∗

i + fp,sγ
∗

bX
∗

b τ
∗) , (3.40)

X∗

s,s =
1

H

[

DV ∗X∗

s + (1− α− fp,s)γ
∗

bX
∗

b,sτ
∗
]

,

=
DV ∗

PH
[PX∗

s + (1− α− fp,s)γ
∗

bX
∗

b τ
∗] . (3.41)

where

G = DV ∗ + βiγ
∗

i τ
∗>0, (3.42)

H = DV ∗ + αγ∗

sτ
∗>0, (3.43)

P = DV ∗ + γ∗

b τ
∗>0. (3.44)

Note, in the equations (3.40) and (3.41) we have X∗

b , the concentration of biomass

in the bioreactor, whereas in equation (3.39) we have X∗

b,s, the concentration in the

sludge disintegration unit.

Substituting (3.38)-(3.41) into (3.21)-(3.24) we obtain the reduced model for the

bioreactor

dS∗

dt∗
=

S∗

0 − S∗

τ ∗
+

{

Dαγ∗

b

P

[

αg,s +
αg,hγ

∗

s (1− α− fp,s)τ
∗

H
+

βiαg,SDUγ
∗

i fp,sτ
∗

G

]

+fsαg,sk
∗

dτ
∗ − S∗

1 + S∗

}

X∗

b +Dα

[

αg,hγ
∗

sX
∗

s

H
+

βiαg,SDUγ
∗

i X
∗

i

G

]

+ αg,hk
∗

hX
∗

s ,

(3.45)
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dX∗

b

dt∗
=

[

R∗ − 1

τ ∗
− Dγ∗

b

P
+

S∗

1 + S∗
− k∗

d

]

X∗

b , (3.46)

dX∗

i

dt∗
=

X∗

i,0

τ ∗
+

[

R∗ − 1− Dβiγ
∗

i τ
∗

G

]

X∗

i

τ ∗
+

[

D2V ∗fp,sγ
∗

b

PG
+ fik

∗

d

]

X∗

b , (3.47)

dX∗

s

dt∗
=

X∗

s,0

τ ∗
+

[

R∗ − 1− k∗

hτ
∗ − Dαγ∗

sτ
∗

H

]

X∗

s

τ ∗
+

[

D2V ∗(1− α− fp,s)γ
∗

b

PH

]

X∗

b .

(3.48)

3.4 Results (general case)

In this section we investigate the general case in which the value for the three dis-

integration reactions (γ∗

b, γ
∗

i , γ
∗

s ) are independent.

3.4.1 Washout solution (X∗
b = X∗

b,s = 0)

From equations (3.45)− (3.48) the washout steady-state solutions of the bioreactor

are given by

S∗

w = S∗

0 +
(Dααg,hγ

∗

s + A)X∗

s,0τ
∗

C
+

Dααg,SDUγ
∗

i βiX
∗

i,0τ
∗

F
>0, (3.49)

X∗

bw = 0, (3.50)

X∗

iw =
G

F
X∗

i,0>0, (3.51)

X∗

sw =
H

C
X∗

s,0>0, (3.52)

COD∗

w = S∗

0 +
(Dααg,hγ

∗

s + A)X∗

s,0τ
∗

C
+

Dααg,SDUγ
∗

i βiX
∗

i,0τ
∗

F
+ αg,h

H

C
X∗

s,0, (3.53)

VSS∗

w =
G

F
X∗

i,0 +
H

C
X∗

s,0, (3.54)

where

A = Hαg,hk
∗

h>0, (3.55)

C = H(1−R∗ + k∗

hτ
∗) +Dαγ∗

s τ
∗>0, (3.56)



3.4. Results (general case) 104

F = G(1−R∗) +Dγ∗

i βiτ
∗>0. (3.57)

The coefficients G and H are defined in equations (3.42) and (3.43) respectively.

Substituting (3.49)-(3.52) into (3.38)-(3.41) we obtain the steady-state solutions

inside the sludge disintegration unit

S∗

sw = S∗

0 +
(Dααg,hγ

∗

s + A)X∗

s,0τ
∗

C
+

Dααg,SDUγ
∗

i βiX
∗

i,0τ
∗

F

+

(

αg,hγ
∗

sX
∗

s,0

C
+

βiαg,SDUγ
∗

i X
∗

i,0

F

)

ατ ∗, (3.58)

X∗

b,sw = 0, (3.59)

X∗

i,sw =
DV ∗

F
X∗

i,0, (3.60)

X∗

s,sw =
DV ∗

C
X∗

s,0. (3.61)

The coefficients C and F are defined in equations (3.56) and (3.57).

3.4.2 No-washout solution

The no-washout steady-state solutions of the bioreactor are given by

S∗

nw =
(DV ∗ + γ∗

bτ
∗)[1−R∗ + k∗

dτ
∗] +Dγ∗

bτ
∗

(DV ∗ + γ∗

bτ
∗)[R∗ − 1 + (1− k∗

d)τ
∗]−Dγ∗

bτ
∗
, (3.62)

X∗

b,nw =
−U

N
, (3.63)

X∗

i,nw =
G

F
X∗

i,0 +
K

FP
X∗

b,nw, (3.64)

X∗

s,nw =
H

C
X∗

s,0 +
J

CP
X∗

b,nw, (3.65)

COD∗

nw =
(1−R∗ + k∗

dτ
∗)P +Dγ∗

bτ
∗

[R∗ − 1 + (1− k∗

d)τ
∗]P −Dγ∗

bτ
∗
+ αg,h

H

C
X∗

s,0 +
J

CP
X∗

b,nw, (3.66)

VSS∗

nw =

(

1 +
K

FP
+

J

CP

)

X∗

b,nw +
G

F
X∗

i,0 +
H

C
X∗

s,0, (3.67)
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where

B = P (1−R∗ + k∗

dτ
∗) +Dγ∗

bτ
∗>0,

E = P (R∗ − 1− (k∗

d − 1)τ ∗)−Dγ∗

bτ
∗>0 provided τ ∗>

P (1−R∗)

(1− k∗

d)P −Dγ∗

b

,

if (1− k∗

d)P −Dγ∗

b>0 ⇒ τ ∗>0, if (1− k∗

d)P −Dγ∗

b<0 ⇒ τ ∗<0.

J = (1− α− fp,s)D
2V ∗γ∗

bτ
∗>0 from (3.2), (3.68)

K = {DV ∗[fik
∗

d(γ
∗

bτ
∗ +G) +Dfp,sγ

∗

b] + fik
∗

dγ
∗

bγ
∗

i βiτ
∗2}τ ∗>0, (3.69)

L = (1− α− fp,s)αg,hγ
∗

s τ
∗>0,

M = αg,SDUγ
∗

i βifp,sτ
∗>0,

N =
1

CP

{

N1

FGH
+

N2

τ ∗

}

,

N1 = Dα{[Cγ∗

b(H(Gαg,s +M) +GL) +GJαg,hγ
∗

s ]F + CHKαg,SDUγ
∗

i βi},

N2 = τ ∗[Jαg,hk
∗

h + CPfsαg,sk
∗

d]− BC,

U = U1 + U2 + U3,

U1 =
S∗

0E − B

Eτ ∗
,

U2 = Dα

(

αg,hγ
∗

sX
∗

s,0

C
+

αg,SDUγ
∗

i βiX
∗

i,0

F

)

,

U3 =
Hαg,hk

∗

hX
∗

s,0

C
.

The steady state value for the soluble substrate along the no-washout branch (S∗

nw)

depends on the disintegration rate for the biomass (γ∗

b), but not the disintegration

rate for the inert material (γ∗

i ) and the disintegration rate for the soluble substrate

(γ∗

s ), which is interesting. The coefficients A,C, F,G,H, J,K and P are defined in

equations (3.55), (3.56), (3.57), (3.42), (3.43), (3.68), (3.69), and (3.44).

The expressions A,B,C, F,G,H, J,K, L,M,N1, P, U2, U3 are all positive. The ex-

pression E is always negative if (1 − k∗

d)P − Dγ∗

b<0. The coefficients N2 and U1

may change sign.
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Substituting (3.62)-(3.65) into (3.38)-(3.41) we obtain the steady-state solutions

along the no-washout branch inside the sludge disintegration unit

S∗

s,nw =
[1−R∗ + k∗

dτ
∗]P +Dγ∗

bτ
∗

[R∗ − 1 + (1− k∗

d)τ
∗]P −Dγ∗

bτ
∗
+

{

αg,hγ
∗

sX
∗

s,0

C
+

βiαg,SDUγ
∗

i X
∗

i,0

F

− U

PN

[

αg,sγ
∗

b +
αg,hγ

∗

s

H

(

(1− α− fp,s)γ
∗

bτ
∗ +

J

C

)

+
βiαg,SDUγ

∗

i

G
(

γ∗

bfp,sτ
∗ +

K

F

)]}

ατ ∗, (3.70)

X∗

b,snw =
−UDV ∗

PN
, (3.71)

X∗

i,snw = DV ∗

[

X∗

i,0

F
− U

PGN

(

γ∗

bfp,sτ
∗ +

K

F

)]

, (3.72)

X∗

s,snw = DV ∗

[

X∗

s,0

C
− U

HPN

(

(1− α− fp,s)γ
∗

bτ
∗ +

J

C

)]

. (3.73)

3.4.2.1 The special case R∗=1

For a flow reactor with idealized recycle or an idealized membrane reactor (R∗ = 1),

the substrate concentration when γ∗

b = 0 is the same as in the previous model its

value independent of the residence time and is given by

S∗

nw(R
∗ = 1) =

k∗

d

1− k∗

d

.

This shows that when (γ∗

b = 0) the substrate concentration is constant, it does not

depend upon the residence time. This is not true when (γ∗

b>0) as the substrate

concentration is a function of the residence time.

S∗

nw(R
∗ = 1) =

(DV ∗ + γ∗

bτ
∗)k∗

dτ
∗ +Dγ∗

bτ
∗

(DV ∗ + γ∗

bτ
∗)[1− k∗

d]τ
∗ −Dγ∗

bτ
∗
. (3.74)

Differentiating equation (3.74) with respect to the sludge disintegration factor we

have

dS∗

nw

dD
(R∗ = 1) =

γ∗2
b τ ∗

{(1− k∗

d)γ
∗

b + [(1− k∗

d)DV ∗ −Dγ∗

b]}2
>0.
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The substrate concentration is an increasing function of the sludge disintegration

factor.

When the sludge disintegration factor goes toward infinity we have

lim
D→∞

S∗

nw(R
∗ = 1) =

V ∗k∗

dτ
∗ + γ∗

bτ
∗

(1− k∗

d)V
∗τ ∗ − γ∗

bτ
∗
.

Differentiating equation (3.74) with respect to the disintegration rate we have

dS∗

nw

dγ∗

b

(R∗ = 1) =
V ∗D2

{(1− k∗

d)γ
∗

b + [(1− k∗

d)DV ∗ −Dγ∗

b]}2
>0.

The substrate concentration is an increasing function of the disintegration rate.

When the disintegration rate goes toward infinity we have

lim
γ∗

b
→∞

S∗

nw(R
∗ = 1) =

k∗

dτ
∗ +D

(1− k∗

d)τ
∗ −D

.

Differentiating equation (3.74) with respect to the residence time we have

dS∗

nw

dτ ∗
(R∗ = 1) =

−Dγ∗2
b

{(1− k∗

d)γ
∗

b + [(1− k∗

d)DV ∗ −Dγ∗

b]}2
<0.

The substrate concentration is a decreasing function of the residence time.

When the residence time goes toward infinity we have

lim
τ∗→∞

S∗

nw(R
∗ = 1) =

k∗

d

1− k∗

d

. (3.75)

Equation (3.75) is same as equation (2.65).

When the sludge disintegration factor is equal to zero we have same result in chapter

2.
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3.4.2.2 The general case R∗ 6=1

In the previous section we considered the special case when R∗ = 1. Now we consider

the general case when 0 ≤ R∗<1.

Differentiating equation (3.62) with respect to the recycle parameter we obtain

dS∗

nw

dR∗
= − (DV ∗ + γ∗

bτ
∗)2τ ∗

{(1− k∗

d)γ
∗

bτ
∗2 + [(1− k∗

d)DV ∗ − (1−R∗ +D)γ∗

b]τ
∗ − (1−R∗)DV ∗}2<0.

Hence the substrate concentration is a decreasing function of the effective recycle

parameter (R∗). This makes sense because when the effective recycle parameter

increases more biomass stay in the bioreactor which reduces the amount of the

soluble substrate.

Differentiating equation (3.62) with respect to the residence time we obtain.

dS∗

nw

dτ ∗
=

(R∗ − 1−D)γ∗2
b τ ∗2 + 2(R∗ − 1)DV ∗γ∗

bτ
∗ + (R∗ − 1)D2V ∗2

{(1− k∗

d)γ
∗

bτ
∗2 + [(1− k∗

d)DV ∗ − (1−R∗ +D)γ∗

b]τ
∗ − (1−R∗)DV ∗}2<0.

The substrate concentration along the no-washout branch is a strictly monotonically

decreasing function of the residence time, i.e. the lowest effluent concentration is

obtained at an infinite residence time. This makes sense on physical grounds.

When the residence time goes toward infinity in equation (3.62) we have

lim
τ∗→∞

S∗

nw =
k∗

d

1− k∗

d

.

Differentiating equation (3.62) with respect to the sludge disintegration factor we

obtain

dS∗

nw

dD
=

γ∗2
b τ ∗3

{(1− k∗

d)γ
∗

bτ
∗2 + [(1− k∗

d)DV ∗ − (1−R∗ +D)γ∗

b]τ
∗ − (1−R∗)DV ∗}2>0.

Hence the substrate concentration is an increasing function of the sludge disinte-

gration factor (D). This makes sense because inside the sludge disintegration unit
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killing biomass increases the amount of the soluble substrate.

When the sludge disintegration factor goes toward infinity in equation (3.62) we

have

lim
D→∞

S∗

nw =
(1−R∗ + k∗

dτ
∗)V ∗ + γ∗

bτ
∗

[R∗ − 1 + (1− k∗

d)τ
∗]V ∗ − γ∗

bτ
∗
.

Differentiating equation (3.62) with respect to the disintegration rate we obtain.

dS∗

nw

dγ∗

b

=
V ∗D2τ ∗2

{(1− k∗

d)γ
∗

bτ
∗2 + [(1− k∗

d)DV ∗ − (1−R∗ +D)γ∗

b]τ
∗ − (1−R∗)DV ∗}2>0.

Hence the substrate concentration is an increasing function of the disintegration

rate (γ∗

b). This makes sense because when the disintegration unit of the biomass

increases we have more biomass disintegrated.

When the disintegration rate goes toward infinity in equation (3.62) we have

lim
γ∗

b
→∞

S∗

nw =
1−R∗ + k∗

dτ
∗ +D

R∗ − 1 + (1− k∗

d)τ
∗ −D

.

3.4.3 Stability of the steady-state solutions

The Jacobian matrix for reduced model (3.45)-((3.48) is given by

J(S∗, X∗

b, X
∗

i , X
∗

s ) =







































a1 a2 a3 a4

b1 b2 0 0

0 c2 c3 0

0 d2 0 d4







































,
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where

a1 = − X∗

b

(1 + S∗)2
− 1

τ ∗
,

a2 =
Dαγb
P

[

αg,s +
αg,hγs(1− α− fp,s)τ

∗

H
+

αg,SDUβiγifp,sτ
∗

G

]

+ fsαg,sk
∗

d −
S∗

1 + S∗
,

a3 =
Dααg,SDUβiγi

G
,

a4 =
Dααg,hγs

H
+ αg,hk

∗

h,

b1 =
X∗

b

(1 + S∗)2
,

b2 =
R∗ − 1

τ ∗
− Dγb

P
+

S∗

1 + S∗
− k∗

d,

c2 = fik
∗

d +
D2V ∗fp,sγb

GP
,

c3 =
1−R∗

τ ∗
+

Dβiγi
G

,

d2 =
D2V ∗γb(1− α− fp,s)

HP
,

d4 =
1−R∗

τ ∗
+ k∗

h +
Dαγs
H

.

The coefficients G,H and P are defined in equations (3.42), (3.43) and (3.44).

The expressions a3, a4, c2, c3, d2 and d4 are strictly positive.

3.4.3.1 Stability of the washout solution

The Jacobian matrix evaluated at the washout steady state solution is given by

J(S∗

w, 0, X
∗

iw, X
∗

sw) =







































a1w a2w a3 a4

0 b2w 0 0

0 c2 −c3 0

0 d2 0 −d4







































,
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where

a1w = − 1

τ ∗
,

a2w =
Dαγb
P

[

αg,s +
αg,hγs(1− α− fp,s)τ

∗

H
+

αg,SDUβiγifp,sτ
∗

G

]

+ fsαg,sk
∗

d −
S∗

w

1 + S∗

w

,

b2w =
R∗ − 1

τ ∗
− Dγb

P
+

S∗

w

1 + S∗

w

− k∗

d.

The eigenvalues of the matrix J(S∗

w, 0, X
∗

iw, X
∗

sw) are

λ1w = a1w = − 1

τ ∗
<0,

λ2w = b2w =
R∗ − 1

τ ∗
− Dγb

P
+

S∗

w

1 + S∗

w

− k∗

d,

λ3 = −c3 = −1−R∗

τ ∗
− Dβiγi

G
<0,

λ4 = −d4 = −1−R∗

τ ∗
− k∗

h −
Dαγs
H

<0,

where G,H and P are positive (equations (3.42), (3.43) and (3.44)).

Recall that 0 ≤ R∗ ≤ 1. The stability of the washout branch depends upon the sign

of λ2.

Note that, the washout steady-state is always stable when

λ2w = b2w =
R∗ − 1

τ ∗
− Dγb

P
+

S∗

w

1 + S∗

w

− k∗

d<0. (3.76)

This is always true when

k∗

d ≥ 1,

⇒ kd
µm

≥ 1,

⇒ kd ≥ µm.

This makes sense because it says that the washout steady state will always be stable

if the death rate is greater than, or equal to, the maximum growth rate.
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From equation (3.76) the eigenvalue λ2w is negative when

R∗ − 1

τ ∗
− Dγb

P
+

S∗

w

1 + S∗

w

− k∗

d<0.

Substituting for the coefficient P which is defined in equation (3.44) and for S∗

w

(3.49) gives the inequality

aλ2w
τ ∗5 + bλ2w

τ ∗4 + cλ2w
τ ∗3 + dλ2w

τ ∗3 + eλ2w
τ ∗2 + fλ2w

τ ∗ + gλ2w
>0. (3.77)

The coefficients are very large so they are not included. It is straightforward to solve

this equation (numerically) using maple.

When we have γ∗

b = γ∗

i = γ∗

s = γ the highest power of γ that appears in equation

(3.77) is 3. Equation (3.77) can therefore be written in the form

q=3
∑

j=0

p=5
∑

i=0

aijγ
jτ ∗i = 0. (3.78)

We divide by γq to obtain
∑q=3

j=0

∑p=5
i=0 aijγ

j−qτ ∗i = 0.

To find the asymptote for the limit γ → ∞ we take the leading order term to find

the approximation equation
∑p=5

i=0 ai3τ
∗i = 0.

For the default values this is given by

(2.594613418τ ∗2 − 3.235519882τ ∗ − 0.2500527880)τ ∗3 = 0,

The solutions of this equation are

τ ∗ = 1.320023410,−0.07300916946, 0.

This gives the asymptotic value for the residence time stated earlier (τ ∗ = 1.201759685).

The negative value and the zero solution can be discarded as they are not physically

meaningful.
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For the default values we plot the curve λ2w = 0 using equation (3.76) in figure 3.2

which shows how the value of the critical residence time varies as a function of the

disintegration rate. For a fixed value of the disintegration rate, if the residence time

is higher than the critical value τ ∗(γ = ∞) = 1.3200 then the washout solution is

not stable. On the other hand if the residence time is smaller than the critical value

then the washout solution is stable.
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Figure 3.2: The residence time as a function of the disintegration rate γ. Parameter
values: D=0.1, V ∗=1 and R∗=0.

3.4.3.2 Stability of the no-washout solution

The Jacobian matrix for the no-washout branch is given by

J(S∗

nw, X
∗

b,nw, X
∗

i,nw, X
∗

s,nw) =







































a1,nw a2,nw a3 a4

b1,nw b2,nw 0 0

0 c2 −c3 0

0 d2 0 −d4







































,
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where

a1,nw = −
X∗

b,nw

(1 + S∗

nw)
2
− 1

τ ∗
,

a2,nw =
Dαγb
P

[

αg,s +
αg,hγs(1− α− fp,s)τ

∗

H
+

αg,SDUβiγifp,sτ
∗

G

]

+ fsαg,sk
∗

d −
S∗

nw

1 + S∗

nw

,

b1,nw =
X∗

b,nw

(1 + S∗

nw)
2
,

b2,nw =
R∗ − 1

τ ∗
− Dγb

P
+

S∗

nw

1 + S∗

nw

− k∗

d.

The characteristic polynomial of the Jacobian matrix for the no-washout branch is

given by

C(P ) = λ4
nw + a1cλ

3
nw + a2cλ

2
nw + a3cλnw + a4c,

where

a1c = d4 + c3 − b2,nw − a1,nw,

a2c = −b1,nwa2,nw + b2,nwa1,nw − (a1,nw + b2,nw)c3 − (−c3 + b2,nw + a1,nw)d4,

a3c = −d2b1,nwa4 + c3b2,nwa1,nw − [−b2,nwa1,nw + (a1,nw + b2,nw)c3]d4 − c3b1,nwa2,nw

− d4b1,nwa2,nw − c2b1,nwa3,

a4c = −d2b1,nwa4c3 − d4c2b1,nwa3 − d4c3b1,nwa2,nw + d4c3b2,nwa1,nw. (3.79)

The no-washout steady state is stable when a1c, a3c, and a4c are positive and a1ca2ca3c

>a23c + a21ca4c [59]. No progress can be made analytically.

From equation (3.79) we have

a4c1τ
∗8 + b4c1τ

∗7 + c4c1τ
∗6 + d4c1τ

∗5 + e4c1τ
∗4 + f4c1τ

∗3 + g4c1τ
∗3 + h4c1τ

∗2 + i4c1τ
∗

+ j4c1>0, (3.80)
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where

j4c1 = D5V ∗5(R∗ − 1)5(1 + S∗

0).

The other coefficients are very large so they are not included because there are many

terms in the expansions. It is straightforward to solve this equation (numerically)

using maple.

When we have γ∗

b = γ∗

i = γ∗

s = γ the highest power of γ that appears in equation

(3.80) is 5. Equation (3.80) can therefore be written in the form

q=5
∑

j=0

p=8
∑

i=0

aijγ
jτ ∗i = 0. (3.81)

We divide by γq to obtain
∑q=5

j=0

∑p=8
i=0 aijγ

j−qτ ∗i = 0.

To find the asymptote for the limit γ → ∞ we take the leading order term to find

the approximation equation
∑p=8

i=0 ai5τ
∗i = 0.

For the default values this is given by

(−0.5708149520τ ∗3 + 0.5862350846τ ∗2 + 0.2116107757τ ∗ + 0.1210255494)τ ∗5 = 0,

The solutions of this equation are

τ ∗ = 1.320023410,−0.07300916944,−0.2200000001, 0.

This gives the asymptotic value for the residence time stated earlier (τ ∗ = 1.201759685).

The two negative values and the zero solution can be discarded as they are not phys-

ically meaningful. For the default values we plot the curve a4c = 0 using equation

(3.79) in figure 3.3 which shows how the value of the critical residence time varies

as a function of the disintegration rate. For a fixed value of the disintegration rate,

if the residence time is higher than the critical value τ ∗(γ = ∞) = 1.3200 then the
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no-washout solution is stable. On the other hand if the residence time is smaller

than the critical value then the no-washout solution is unstable.
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Figure 3.3: The residence time as a function of the disintegration rate γ. Parameter
values: D=0.1, V ∗=1 and R∗=0.

Figures 3.2 and 3.3 are identical. They should be the same because we expect that

there is a trans-critical bifurcation at which the stability of the washout and the

no-washout branches swap.
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3.4.4 Large residence time approximations

In this section we obtained asymptotic solutions for large the no-washout branch

residence times. We have

S∗

nw ≈ k∗

d

1− k∗

d

+
(1−R∗ +D)

(k∗

d − 1)2
· 1

τ ∗
+O

(

1

τ ∗2

)

, (3.82)

X∗

b,nw ≈ a0 ·
1

τ ∗
+O

(

1

τ ∗2

)

, (3.83)

X∗

i,nw ≈
X∗

i,0

1−R∗ +D
+

fik
∗

d

1−R∗ +D
a0 +

a1
τ ∗

+O

(

1

τ ∗2

)

, (3.84)

X∗

s,nw ≈
X∗

s,0

k∗

h

· 1

τ ∗
+O

(

1

τ ∗2

)

, (3.85)

COD∗

nw ≈ k∗

d

1− k∗

d

+

[

(1−R∗ +D)

(k∗

d − 1)2
+

αg,hX
∗

s,0

k∗

h

]

· 1

τ ∗
+O

(

1

τ ∗2

)

, (3.86)

VSS∗

nw ≈
X∗

i,0

1−R∗ +D
+

fik
∗

d

1−R∗ +D
a0 +

(

a0 + a1 +
X∗

s,0

k∗

h

)

· 1

τ ∗
+O

(

1

τ ∗2

)

,

(3.87)

where

a0 =
(1− k∗

d)[(1−R∗ +D)(αg,hX
∗

s,0 + S∗

0) +Dααg,SDUX
∗

i,0]− k∗

d(1−R∗ +D)

k∗

d(1− k∗

d)[(1−R∗ +D)(1− fsαg,s)−Dααg,SDUfi]
,

(3.88)

a1 =
Aa1 +Ba1

Ca1

, (3.89)
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where

Aa1 = AasBas[Cas(Das + EasFas)−Gas(Has + Ias + Jas)−KasLas],

Ba1 = Mas{Nas +Oas + Pas +Qas + [Ras + Sasγ
∗

b + Tasαγ
∗

bγ
∗

s + (Uas + Vas +Was)

Bas]Fas},

Ca1 = AasBas(Das + EasFas),

Aas = (1− k∗

d)(1−R∗ + d)[Dααg,SDUfi + (fsαg,s − 1)(1−R∗ + d)],

Bas = αβiγiγbγs,

Cas =
D2V ∗X∗

i,0

Fas(1−R∗ +D)
,

Das = Dααg,SDUfi, βiγik
∗

d,

Eas = k∗

d(fsαg,s − 1),

Fas = (1−R∗ +D)βiγi,

Gas = fik
∗

dβiγi,

Has =
−(1−R∗ +D)

(k∗

d − 1)2
,

Ias = Dα

(

αg,hX
∗

s,0

αk∗

h

−
(1−R∗)DV ∗αg,SDUX

∗

i,0

Fas(1−R∗ +D)

)

,

Jas = −
(1−R∗ +D)αg,hX

∗

s,0

k∗

h

,

Kas =
D2V ∗fik

∗

d

1−R∗ +D
,

Las =
S∗

0(1− k∗

d)− k∗

d

1− k∗

d

+
Dααg,SDUX

∗

i,0

1−R∗ +D
+ αg,hX

∗

s,0,

Mas = fi{(−1 +R∗ −D)[(k∗

d − 1)(S∗

0 + αg,hX
∗

s,0) + k∗

d] +Dααg,SDUX
∗

i,0(1− k∗

d)},

Nas = {Dβiγiγb[k
∗

hαFas[αγs(αg,s + αg,SDUfp,s) + αg,hγs(1− α− fp,s)]+

βiγiααg,SDUfik
∗

d[DV ∗k∗

h + αγs(1−R∗ +D)]]}/k∗

h,

Oas = D2V ∗αβiγifik
∗

dαg,SDU[βiγi(γb + γsα) + γbγsα],

Pas = −Dαγbβ
2
i γ

2
i fik

∗

dαg,SDU[DV ∗k∗

h + αγs(1−R∗ +D)]

k∗

h

,

Qas = Tasαβiγiγbγs(1−R∗),
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Ras = Tasαβiγiγs,

Sas = Tasβiγi,

Tas =
D2V ∗ααg,SDUfik

∗

d

1−R∗ +D
,

Uas =
k∗

d{γb(fsαg,s − 1)[k∗

hDV ∗ + (1−R∗ + d)αγs] +DV ∗k∗

hαγsfsαg,s}
k∗

hαγbγs
,

Vas =
−[k∗

dDV ∗ + (1−R∗ + d)γb]k
∗

hαγs − k∗

dγb(fsαg,s − 1)[k∗

hDV ∗ + (1−R∗ + d)αγs]

k∗

hαγbγs
,

Was = −DV ∗k∗

d(fsαg,s − 1)

γb
.

When the rate constants of the three sludge disintegration processes are equal

γb = γi = γs = γ the expressions do not have any significant simplification.

To order 1
τ∗

at large residence time the value of the chemical oxygen demand only

depends upon one parameter associated withe the operation of the sludge disinte-

gration unit, i.e. the sludge disintegration factor (D).

Differentiating equation (3.86) with respect to the disintegration rate we have

dCOD∗

nw

dD
=

1

(1− k∗

d)
2
· 1

τ ∗
>0.

The value of the chemical oxygen demand is an increasing function of the sludge

disintegration factor D.

Differentiating equation (3.87) with respect to the disintegration rate we have

dVSS∗

nw

dD
=

{(k∗

d − 1)[fi(αg,hX
∗

s,0 + S∗

0) +X∗

i,0(1− fsαg,s)] + fik
∗

d}(1− fsαg,s − ααg,SDUfi)

(1− k∗

d)[(1 +D −R∗)(fsαg,s − 1) +Dααg,SDUfi]2
<0.

Numerical experiment shows that the value of the volatile suspended solids is a de-

creasing function of the sludge disintegration factor D.

We could anticipate that the sludge disintegration unit increases the effluent con-

centration for two reasons: firstly it kills the biomass and secondly in so doing it
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converts the biomass into inert material and soluble substrate.

When the residence time goes toward infinity the volatile suspended solids only

depends upon three parameters associated with the operation of the sludge disinte-

gration unit D, and the parameter group ααg,SDU.

3.5 Results (when γ∗
b = γ∗

i = γ∗
s = γ)

In this section we consider the special case when the values of the three disintegration

rates are equal, that to say when γ∗

b = γ∗

i = γ∗

s = γ. In particular we study the limit

when γ → ∞.

3.5.1 Steady-state solution branches

From equations (3.34)-(3.37) we have inside the sludge disintegration unit when

γ∗

b = γ∗

i = γ∗

s = γ that

dS∗

s

dt∗
=

DV ∗

τ ∗
(S∗ − S∗

s ) + γ[ααg,sX
∗

b,s + ααg,hX
∗

s,s + βiααg,SDUX
∗

i,s], (3.90)

dX∗

b,s

dt∗
=

DV ∗

τ ∗
(X∗

b −X∗

b,s)− γX∗

b,s, (3.91)

dX∗

i,s

dt∗
=

DV ∗

τ ∗
(X∗

i −X∗

i,s) + γ[fp,sX
∗

b,s − βiX
∗

i,s], (3.92)

dX∗

s,s

dt∗
=

DV ∗

τ ∗
(X∗

s −X∗

s,s) + γ[(1− α− fp,s)X
∗

b,s − αX∗

s,s]. (3.93)

The steady-state solutions in the sludge disintegration unit are given by

S∗

s = S∗ +

[

αg,sγX
∗

b,s + αg,hγX
∗

s,s + βiαg,SDUγX
∗

i,s

DV ∗

]

ατ ∗,

= S∗ +

[

γ

P

(

αg,s +
αg,hγ(1− α− fp,s)τ

∗

H
+

βiαg,SDUγfp,sτ
∗

G

)

X∗

b

+

(

αg,hγX
∗

s

H
+

βiαg,SDUγX
∗

i

G

)]

ατ ∗, (3.94)
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X∗

b,s =
DV ∗

P
X∗

b , (3.95)

X∗

i,s =
1

G
(DV ∗X∗

i + fp,sγX
∗

b,sτ
∗),

=
DV ∗

GP
(PX∗

i + fp,sγX
∗

b τ
∗) , (3.96)

X∗

s,s =
1

H

[

DV ∗X∗

s + (1− α− fp,s)γX
∗

b,sτ
∗
]

,

=
DV ∗

PH
[PX∗

s + (1− α− fp,s)γX
∗

b τ
∗] , (3.97)

where G, H and B are defined in equations (3.42), (3.43) and (3.44).

Substituting expressions (3.94)-(3.97) into (3.21)-(3.24) we obtain the reduced model

for the bioreactor

dS∗

dt∗
=

S∗

0 − S∗

τ ∗
+

{

Dαγ

Pγ

[

αg,s +
αg,hγ(1− α− fp,s)τ

∗

Hγ

+
βiαg,SDUγfp,sτ

∗

Gγ

]

+fsαg,sk
∗

dτ
∗ − S∗

1 + S∗

}

X∗

b +Dαγ

[

αg,hX
∗

s

Hγ

+
βiαg,SDUX

∗

i

Gγ

]

+ αg,hk
∗

hX
∗

s ,

(3.98)

dX∗

b

dt∗
=

[

R∗ − 1

τ ∗
− Dγ

Pγ

+
S∗

1 + S∗
− k∗

d

]

X∗

b, (3.99)

dX∗

i

dt∗
=

X∗

i,0

τ ∗
+

[

R∗ − 1− Dβiγτ
∗

Gγ

]

X∗

i

τ ∗
+

[

D2V ∗fp,sγ

PγGγ

+ fik
∗

d

]

X∗

b, (3.100)

dX∗

s

dt∗
=

X∗

s,0

τ ∗
+

[

R∗ − 1− k∗

hτ
∗ − Dαγτ ∗

Hγ

]

X∗

s

τ ∗
+

[

D2V ∗(1− α− fp,s)γ

PγHγ

]

X∗

b.

(3.101)

The washout steady-state solutions inside the bioreactor are given by

S∗

w = S∗

0 +
(Dααg,hγ + Aγ)X

∗

s,0τ
∗

Cγ

+
Dααg,SDUγβiX

∗

i,0τ
∗

Fγ

>0, (3.102)

X∗

bw = 0, (3.103)

X∗

iw =
Gγ

Fγ

X∗

i,0>0, (3.104)

X∗

sw =
Hγ

Cγ

X∗

s,0>0. (3.105)
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The washout steady-state solutions in the sludge disintegration unit are given by

S∗

sw = S∗

0 +
(Dααg,hγ + Aγ)X

∗

s,0τ
∗

Cγ

+
Dααg,SDUγβiX

∗

i,0τ
∗

Fγ

+

(

αg,hγX
∗

s,0

Cγ

+
βiαg,SDUγX

∗

i,0

Fγ

)

ατ ∗, (3.106)

X∗

b,sw = 0, (3.107)

X∗

i,sw =
DV ∗

Fγ

X∗

i,0, (3.108)

X∗

s,sw =
DV ∗

Cγ

X∗

s,0. (3.109)

The no-washout steady-state solutions inside the bioreactor are given by

S∗

nw =
(DV ∗ + γτ ∗)[1−R∗ + k∗

dτ
∗] +Dγτ ∗

(DV ∗ + γτ ∗)[R∗ − 1 + (1− k∗

d)τ
∗]−Dγτ ∗

, (3.110)

X∗

b,nw =
−Uγ

Nγ

, (3.111)

X∗

i,nw =
Gγ

Fγ

X∗

i,0 +
Kγ

FγPγ

X∗

b,nw, (3.112)

X∗

s,nw =
Hγ

Cγ

X∗

s,0 +
Jγ

CγPγ

X∗

b,nw. (3.113)

The no-washout steady-state solutions in the sludge disintegration unit are given by

S∗

s,nw =
[1−R∗ + k∗

dτ
∗]Pγ +Dγτ ∗

[R∗ − 1 + (1− k∗

d)τ
∗]Pγ −Dγτ ∗

+

{

αg,hγX
∗

s,0

Cγ

+
βiαg,SDUγX

∗

i,0

Fγ

− Uγ

PγNγ
[

αg,sγ +
αg,hγ

Hγ

(

(1− α− fp,s)γτ
∗ +

Jγ
Cγ

)

+
βiαg,SDUγ

Gγ

(

γfp,sτ
∗ +

Kγ

Fγ

)]}

ατ ∗, (3.114)

X∗

b,snw =
−UγDV ∗

PγNγ

, (3.115)

X∗

i,snw = DV ∗

[

X∗

i,0

Fγ

− U

PγGγNγ

(

γfp,sτ
∗ +

Kγ

Fγ

)]

, (3.116)

X∗

s,snw = DV ∗

[

X∗

s,0

Cγ

− Uγ

HγPγNγ

(

(1− α− fp,s)γτ
∗ +

Jγ
Cγ

)]

, (3.117)
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where

Aγ = Hγαg,hk
∗

h>0,

Bγ = Pγ(1−R∗ + k∗

dτ
∗) +Dγτ ∗>0,

Cγ = Hγ(1−R∗ + k∗

hτ
∗) +Dαγτ ∗>0,

Eγ = Pγ(R
∗ − 1− (k∗

d − 1)τ ∗)−Dγτ ∗>0 provided τ ∗>
Pγ(1−R∗)

(1− k∗

d)Pγ −Dγ
,

if (1− k∗

d)Pγ −Dγ>0 ⇒ τ ∗>0, if (1− k∗

d)Pγ −Dγ<0 ⇒ τ ∗<0.

Fγ = Gγ(1−R∗) +Dγβiτ
∗>0,

Gγ = DV ∗ + βiγτ
∗>0,

Hγ = DV ∗ + αγτ ∗>0,

Jγ = (1− α− fp,s)D
2V ∗γτ ∗>0 from (3.2),

Kγ = {DV ∗[fik
∗

d(γτ
∗ +Gγ) +Dfp,sγ] + fik

∗

dγ
2βiτ

∗2}τ ∗>0,

Lγ = (1− α− fp,s)αg,hγτ
∗>0,

Mγ = αg,SDUγβifp,sτ
∗>0,

Nγ =
1

CγPγ

(

N1γ
FγGγHγ

+
N2γ
τ ∗

)

,

N1γ = Dα{[Cγγ(Hγ(Gγαg,s +Mγ) +GγLγ) +GγJγαg,hγ]Fγ

+ CγHγKγαg,SDUγβi},

N2γ = τ ∗[Jαg,hk
∗

h + CPfsαg,sk
∗

d]− BγCγ,

Pγ = DV ∗ + γτ ∗>0,

Uγ = U1γ + U2γ + U3γ,

U1γ =
S∗

0Eγ − Bγ

Eγτ ∗
,

U2γ = Dα

(

αg,hγX
∗

s,0

Cγ

+
αg,SDUγβiX

∗

i,0

Fγ

)

,

U3γ =
Hγαg,hk

∗

hX
∗

s,0

Cγ

.
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In the limit that γ → ∞ from (3.102)-(3.105) we have

Washout solution in the bioreactor

S∗

w = S∗

0 +
(D + k∗

h)Kγ→∞

Aγ→∞ + k∗

hτ
∗

+
Dαg,SDUX

∗

i,0

Aγ→∞

+
A∗

γ
+O

(

1

γ2

)

, (3.118)

X∗

bw = 0, (3.119)

X∗

iw =
X∗

i,0

Aγ→∞

+
D2V ∗X∗

i,0

A2
γ→∞

βiτ ∗
· 1
γ
+O

(

1

γ2

)

, (3.120)

X∗

sw =
X∗

s,0

Aγ→∞ + k∗

hτ
∗
+

(

1 +
D2V ∗

(Aγ→∞ + k∗

hτ
∗)ατ ∗

· 1
γ

)

+O

(

1

γ2

)

. (3.121)

From (3.106)-(3.109) we have

Washout solution inside the sludge disintegration unit

S∗

sw = S∗

0 +
(1 +D + k∗

hτ
∗)Kγ→∞

Aγ→∞ + k∗

hτ
∗

+
ααg,SDUX

∗

i,0(1 +D)

Aγ→∞

+
B∗

γ

+O

(

1

γ2

)

, (3.122)

X∗

b,sw = 0, (3.123)

X∗

i,sw =
DV ∗X∗

i,0

Aγ→∞βiτ ∗
· 1
γ
+O

(

1

γ2

)

, (3.124)

X∗

s,sw =
DV ∗X∗

s,0

(Aγ→∞ + k∗

h)ατ
∗
· 1
γ
+O

(

1

γ2

)

. (3.125)

From (3.110)-(3.113) we have

No-washout solution in the bioreactor

S∗

nw = −Oγ→∞

Rγ→∞

+
Oγ→∞

Rγ→∞

· 1
γ
+O

(

1

γ2

)

, (3.126)

X∗

b,nw =
Cγ→∞ −Dγ→∞

Eγ→∞

+
C∗

γ
+O

(

1

γ2

)

, (3.127)

X∗

i,nw =
X∗

i,0

Aγ→∞

− Xγ→∞

Yγ→∞

+
D∗

γ
+O

(

1

γ2

)

, (3.128)

X∗

s,nw =
X∗

s,0τ
∗

Uγ→∞

+
E∗

γ
+O

(

1

γ2

)

. (3.129)
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From (3.114)-(3.117) we have

No-washout solution inside the sludge disintegration unit

S∗

s,nw =
Aγ→∞ + k∗

dτ
∗

−Aγ→∞ + (1− k∗

d)τ
∗
− (Gγ→∞ + Iγ→∞ + Lγ→∞)(ααg,s +Bγ→∞)

Mγ→∞ + Fγ→∞τ ∗

+
αg,hX

∗

s,0

Aγ→∞ + k∗

hτ
∗
+

Jγ→∞X∗

i,0

Aγ→∞βi

− (Gγ→∞ + Iγ→∞ + Lγ→∞)Jγ→∞fik
∗

dτ
∗

(Mγ→∞ + Fγ→∞τ ∗)Aγ→∞βi

+
F∗

γ
+O

(

1

γ2

)

, (3.130)

X∗

b,snw =
G∗

γ
+O

(

1

γ2

)

, (3.131)

X∗

i,snw =
H∗

γ
+O

(

1

γ2

)

, (3.132)

X∗

s,snw =
I∗
γ

+O

(

1

γ2

)

, (3.133)

where

Aγ→∞ = 1−R∗ +D,

Bγ→∞ = ααg,SDUfp,s + αg,h(1− α− fp,s),

Cγ→∞ = Vγ→∞[Uγ→∞(Oγ→∞ −Rγ→∞S∗

0)− (D + k∗

hτ
∗)Rγ→∞Kγ→∞τ ∗],

Dγ→∞ = DRγ→∞Uγ→∞Wγ→∞ατ ∗,

Eγ→∞ = Uγ→∞Rγ→∞{Vγ→∞[Sγ→∞ −Oγ→∞ +D(Hγ→∞Bγ→∞)]},

Fγ→∞ =
[DJγ→∞fi + Aγ→∞βi(fsαg,s − 1)]k∗

d

Aγ→∞βi

,

Gγ→∞ =
Nγ→∞

Aγ→∞βi

,

Hγ→∞ = ααg,s,

Iγ→∞ =
Kγ→∞(D + k∗

hτ
∗)

Aγ→∞ + k∗

hτ
∗

,

Jγ→∞ = αβiαg,SDU,

Kγ→∞ = αg,hX
∗

s,0,

Lγ→∞ =
Aγ→∞ + k∗

dτ
∗

Aγ→∞ + (k∗

d − 1)τ ∗
,
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Mγ→∞ = (ααg,s +Bγ→∞)D − Aγ→∞,

Nγ→∞ = Aγ→∞βiS
∗

0 +DJγ→∞X∗

i,0,

Oγ→∞ = 1−R∗ +D + k∗

dτ
∗,

Pγ→∞ = ααg,SDUfik
∗

dτ
∗,

Qγ→∞ = fsαg,sk
∗

dτ
∗,

Rγ→∞ = R∗ − 1−D − (k∗

d − 1)τ ∗,

Tγ→∞ = fik
∗

dτ
∗2,

Uγ→∞ = (1−R∗ +D + k∗

hτ
∗)τ ∗,

Vγ→∞ = (1−R∗ +D)βiτ
∗,

Wγ→∞ = βiαg,SDUX
∗

s,0,

Xγ→∞ = {Rγ→∞[Aγ→∞βi(Uγ→∞S∗

0 + (D + k∗

h)Kγ→∞τ ∗) + αDUγ→∞Wγ→∞

− βiAγ→∞Oγ→∞Uγ→∞]}Tγ→∞,

Yγ→∞ = {D[Aγ→∞(Hγ→∞ +Bγ→∞) + Pγ→∞] + Aγ→∞(Qγ→∞ −Oγ→∞)}

βiAγ→∞Rγ→∞Uγ→∞τ ∗.

The coefficients A∗, B∗, C∗, D∗, E∗, F∗, G∗, H∗ and I∗ are too long to include here.

Although we analytic solution for the steady state solution when the disintegration

rate goes toward infinity, the calculation to determine the stability is too difficult to

do analytically.

3.6 Discussion

When there is no sludge disintegration unit, the model reduces to that investigated

in chapter 2. In section 3.6.1 and 3.6.2 we briefly recap the discussion from chapter

2. In section 3.6.3 we use the result from the previous section to investigate the

change in the behavior when a sludge disintegration unit is attached.
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3.6.1 The chemical oxygen demand with no sludge disinte-

gration unit (D = 0)

Figure 3.4 shows the chemical oxygen demand as a function of the residence time.

When (D = 0) the chemical oxygen demand is constant along the washout branch

(τ ∗<τ ∗cr = 1.2018).

COD∗

w =S∗

0 + αg,hX
∗

s,0 = 10.1788.

Along the no-washout branch the chemical oxygen demand is a decreasing func-

tion. From equation (3.86) it has limiting value when the residence time approaches

infinity (τ ∗ → ∞) given by

lim
τ∗→∞

COD∗

nw =
k∗

d

1− k∗

d

= 0.0730. (3.134)

(This value applies whether or not a sludge disintegration unit is used (2.90).)

The efficiency at which the chemical oxygen demand is removed can be defined by

ECOD∗ =
COD∗

in − COD∗

out

COD∗

in

.

From equation (3.134) the efficiency can not be increased over the limiting value

ECOD∗

nw
(τ ∗ = ∞) = 0.9928. This means that it is impossible to remove more that

99.28 % of the chemical oxygen demand flowing into the reactor.

When ECOD∗ = 0.90, the chemical oxygen demand in the effluent has been reduced

to 90 % of the value in the influent. The required value of the residence time is

τ ∗ = 3.4131. On figure 3.4 the target value ECOD∗ = 0.9 is indicated by the hori-

zontal line.

In order to reduce the chemical oxygen demand in the effluent to 1 % of the value in

the influent (ECOD∗ = 0.99) the required value of the residence time is τ ∗ = 97.0394.
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Figure 3.4: Steady state diagram for the chemical oxygen demand. Parameter values
R∗ = 0 and D = 0. The horizontal line correspond to a chemical oxygen demand
removal efficiency of 90%.

3.6.2 The volatile suspended solids (D = 0)

When there is no sludge disintegration unit, the model reduces to that investigated

in chapter 2. We briefly recap the discussion from chapter 2.

3.6.3 Discussion (γ∗
b = γ∗

i = γ∗
s = γ)

In this section we investigate how the chemical oxygen demand in the effluent

streams depends upon the operation of the sludge disintegration unit. We take

γ∗

b = γ∗

i = γ∗

s = γ.

3.6.3.1 The chemical oxygen demand

Figure 3.5(a) shows the value of the residence time required to achieve a chemical

oxygen demand efficiency of 10% (E∗

COD = 0.90) as a function of the sludge disin-

tegration rate. The value of the residence time (τ ∗) has rapid increasing by 6.08%
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from 3.4131 (γ = 0) to 3.6205 (γ = 10). It approaches its asymptotic limit very

quickly (τ ∗(γ = ∞) ∼= 3.6156).

Figure 3.5(b) shows the value of the residence time required to achieve the chemical

oxygen demand efficiency of 1% (E∗

COD = 0.99) as a function of the sludge disin-

tegration rate. The value of the residence time (τ ∗) has rapid increasing by 4.18%

from 97.0394 (γ = 0) to 101.0986 (γ = 10). It approaches its asymptotic limit very

quickly (τ ∗(γ = ∞) ∼= 100.4911).

We expected that the residence time required to achieve a specific chemical oxygen

demand efficiency increases because the sludge disintegration unit increases the ef-

fluent concentration for two reasons: firstly it kills the biomass and secondly, in so

doing, it converts biomass into inert material and soluble substrate.

To calculate the residence time we solve the equation

COD∗

nw = 0.1 · COD∗

w. (3.135)

Using maple we find that this equation can be written in the form

q=8
∑

j=0

p=12
∑

i=0

aijγ
jτ ∗i = 0. (3.136)

We divide by γq to obtain
∑q=8

j=0

∑p=12
i=0 aijγ

j−qτ ∗i = 0, and take the leading term.

To find the asymptote for the limit γ → ∞ we find the approximation equation
∑p=12

i=0 ai8τ
∗i = 0.

For the default values this gives

(0.001194702079 + 0.002265670014 τ ∗ − 0.01377577233 τ ∗2 + 0.002819357180 τ ∗3

+ 0.0002190849770 τ ∗4) τ ∗8 = 0.
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The solutions of this equations are

τ ∗ = 3.6156, 0.4111,−0.2200,−16.6755, 0.

This gives the asymptotic value for the residence time stated earlier (τ ∗ = 3.6156).

The value τ ∗ = 0.4111 is also not physically meaningful because it is below the

limiting value of the washout value indicated in figure 3.2. The two negative values

and the zero solution can be discarded as they are not physically meaningful.

From the equation COD∗

nw = 0.01 ·COD∗

w we have the leading order approximation

in the limit that the disintegration rate goes toward infinity.

(0.001397004519 + 0.003945509461 τ ∗ − 0.01105419085 τ ∗2 − 0.0005648645907 τ ∗3

+ 0.00000671177936 τ ∗4) τ ∗8 = 0,

The solutions of this equations are

τ ∗ = 100.4911, 0.565,−0.2200,−16.6755, 0.

This gives the asymptotic value for the residence time stated earlier (τ ∗ = 100.4911),

The value τ ∗ = 0.565 is also not physically meaningful because it is below the

limiting value of the washout value indicated in figure 3.2.

The two negative values and the zero solution can be discarded as they are not

physically meaningful.

3.6.3.2 Sludge content

3.6.3.3 What happens as the disintegration rate increases?

Figure 3.6 shows the steady state sludge content as a function of the residence time

when there is no recycle (R∗=0) and when the values of the disintegration rate (γ)

are 0, 0.1 and 10. This figure corresponds to case two in the absence of the sludge
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Figure 3.5: The residence time required to achieve the chemical oxygen demand
efficiency E = 0.9 and E = 0.99 as a function of the sludge disintegration rate (γ),
D=0.1, V ∗=1.

disintegration unit. It shows how the volatile suspended solids content changes as

the value of the disintegration rate is increased: when the disintegration rate in-

creases the sludge content decreases. Although it is not very clear, due to the scale

of the figure, the intersection point along the no-washout branch decreases as the

disintegration rate increases.

Figure 3.7 shows the residence time where the volatile suspended solids content along

the washout branch is equal to the target value as a function of the disintegration

rate γ when R∗=0. The residence time decreases as the disintegration rate increases.

Figure 3.8 shows the steady state sludge content as a function of the residence time

when the effective recycle parameter is R∗=0.48 and when the values of the disin-

tegration rate (γ) is 0, 0.1,1 and 10. This figure corresponds to case three in the

absence of the sludge disintegration unit. This figure show how the volatile sus-

pended solids content changes as we change the value of the disintegration rate:

when the disintegration increases the sludge content decreases. An important fea-

ture of this figure is that in the parameter range (0<γ<0.1) the behavior changes

from case three to case two.

Figure 3.9 shows the residence time where the volatile suspended solids along either
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the washout or the no-washout branch is equal to the target value. The limit point

bifurcation at τ ∗=0.7521 and γ = 0.0537 demarcates the transition point between

case three and case two.

Figure 3.10 shows the steady state sludge content as a function of the residence time

when the effective recycle parameter is R∗=0.55 and when the values of the disin-

tegration rate (γ) is 0, 0.1,1 and 10. This figure show how the volatile suspended

solids content changes as we change the value of the disintegration rate: when the

disintegration rate increases the sludge content decreases. This figure corresponds

to case two (γ = 0), three (γ = 0.1) and four (γ = 1, 10). As the value of the

disintegration rate is increased over the range 0.1<γ<1 the behavior changes from

case four to case three to case two.

Figure 3.11 shows the residence time where the volatile suspended solids content

along the washout and the no-washout branches is equal to the target value. The

figure has two limit points at (τ ∗=0.7509, γ = 3.4665) and (τ ∗=0.6282, γ = 0.4486).

The former is the transition from case four to case three and the latter is the transi-

tion from case three to case two. In this figure we have three branches, the residence

time in the top branch and the bottom branch decreases as the disintegration rate

increases but in the middle branch it increased as the disintegration rate increases.

Figure 3.12 shows the steady state sludge content as a function of the residence time

when the effective recycle parameter is R∗=0.65 and when the values of the disinte-

gration rate (γ) is 0, 0.1,1 and 10. This figure corresponds to case four in the absence

of the sludge disintegration unit. This figure show how the volatile suspended solids

content changes as we change the value of the disintegration rate: when the disinte-

gration rate increases the sludge content decreases. When the disintegration rate in

the range (0<γ<10) the behavior is always case four. No matter how high the value

for the disintegration rate, the steady-state diagram is always case four. The tatal

volatile suspended solids in the limit when the disintegration rate is equal to infinity

is given by equations (3.127), (3.128) and (3.129). This curve is visually identical



3.6. Discussion 133

to the curve when the disintegration rate is equal to ten. Therefore although the

sludge content decreases the response diagram always remains case four.

Figure 3.13 shows the residence time where the volatile suspended solids content

along the no-washout branch is equal to the target value as a function of the disin-

tegration rate when the effective recycle parameter is R∗=0.65. The residence time

decreases as the disintegration rate increases.

Up to now we have investigated what happens when the steady-state diagram in

the absence of the sludge disintegration unit ranges from cases two to case four. We

have shown that the operation of a sludge disintegration unit reduces the sludge

content. We showed that some times the use of a sludge disintegration unit results

in changes in the type of response curve. From a practical perspective the most

important transition is that which we investigate now, namely the transition from

case five to case four.

Figure 3.14 shows the steady state sludge content as a function of the residence

time when the effective recycle parameter is R∗=0.7386 and when the values of the

disintegration rate (γ) is 0, 0.1,1 and 10. This figure corresponds to case four in

the absence of the sludge disintegration unit. This figure show how the volatile

suspended solids content changes as we change the value of the disintegration rate:

when the disintegration rate increases the sludge content decreases. When the dis-

integration rate is in the range 0<γ<0.1 the behavior changes from case five to case

four. The transition happens when the asymptotic value of the volatile suspended

solids along the no-washout branch equals the target value.

Figure 3.15 shows the steady state sludge content as a function of the residence

time for R∗=0.9 and when the values of the disintegration rate (γ) are 0, 0.1,1 and

10. This figure corresponds to case five in the absence of the sludge disintegration

unit. In this case although as the disintegration rate increases the sludge content

decreases the behavior is always case five, similar to figure 3.12 where it is always

case four.
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Figure 3.16 shows the steady state sludge content as a function of the residence

time for a higher value of the effective recycle parameter, R∗=0.9, and when the

values of the disintegration rate (γ) is 0, 0.1,1 and 10. The dotted line is the volatile

suspended solids concentration at infinite residence time in the limit when the dis-

integration rate goes towards infinity. It is indistinguishable from the case when the

disintegration rate is equal to ten. This shown that when R∗=0.9 we always have

case five.

In chapter 2 we found the effective recycle parameter values (R∗) for the transitions

from case two to case three, case three to case four and case four to case five. All

these transitions are well defined mathematically when there is no sludge disinte-

gration (D=0). The definitions of the transitions are same when there is a sludge

disintegration unit (D 6= 0). This means that if we fix the disintegration rate then

we can apply the method from chapter 2 to find the critical value of the effective

recycle parameter or if we fix the value of the effective recycle parameter we can

find the critical value of the disintegration rate.

Figure 3.17 shows the value of the disintegration rate (γ) as a function of the ef-

fective recycle ratio (R∗) at which a transition occurs in the steady state digram.

There are two transition curves from case four to three and from case three to two

and one transition point from case five. It can be seen that the transition values

for case two to case three and case three to four are rapidly approaching vertical

asymptote.

The transition from case two to three occurs when the maximum value of the

volatile suspended solids along the no-washout branch is equal to the target value

(VSS∗(τ ∗, R∗, γ) = VSS∗

t ). The transition from case three to four occurs when the

concentration of volatile suspended solids at the washout point (τ ∗cr) is equal to the

target value. The transition from case four to five occurs when the concentration

of volatile suspended solids along the no-washout branch at infinite residence time

is equal to the target value. In figure 3.17 the transition from case five to case four
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is a vertical line, i.e. it is independent of the value of the disintegration rate. This

is explained in section 3.6.3.2. It is essentially due to the fact that the transition

occurs at an infinite residence time. Therefore the infinite amount of time spend in

the reactor is more important than the finite value of the disintegration rate.

Note that the critical value of the effective recycle parameter when the disintegra-

tion rate is equal to zero is not equal to the critical value of the effective recycle

parameter when the disintegration rate approaches zero.

The transition from case four to case five is investigated analytically in the next

section.

Figure 3.6: The volatile suspended solids concentration as a function of the residence
time is case two. Parameter values: R∗=0, D=0.1, V ∗=1 and γ=0 (top line) and
10 (bottom line).
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Figure 3.7: The residence time when VSS∗

w = VSS∗

t as a function of the disintegration
rate γ. When γ = 0 the volatile suspended solids steady-state diagram is case two.
Parameter values: D=0.1, V ∗=1 and R∗=0.

Figure 3.8: The volatile suspended solids concentration as a function of the residence
time is case three to two. Parameter values: R∗=0.48, D=0.1, V ∗=1 and γ=0 (top
line), 0.1,1 and 10 (bottom line).
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Figure 3.9: The residence time as a function of the disintegration rate γ. When γ = 0
the volatile suspended solids steady-state diagram is case three to two. Parameter
values: D=0.1, V ∗=1 and R∗=0.48.

Figure 3.10: The volatile suspended solids concentration as a function of the resi-
dence time is case four to three to two. Parameter values: R∗=0.55, D=0.1, V ∗=1
and γ=0 (top line), 0.1,1 and 10 (bottom line).
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Figure 3.11: The residence time as a function of the disintegration rate γ. When γ =
0 the volatile suspended solids steady-state diagram is case three to two. Parameter
values: D=0.1, V ∗=1 and R∗=0.55.

Figure 3.12: The volatile suspended solids concentration as a function of the resi-
dence time is case four. Parameter values: R∗=0.65, D=0.1, V ∗=1 and γ=0 (top
line), 0.1,1 and 10 (bottom line).
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Figure 3.13: The residence time as a function of the disintegration rate γ. When
γ = 0 the volatile suspended solids steady-state diagram is case four. Parameter
values: D=0.1, V ∗=1 and R∗=0.65.

Figure 3.14: The residence time as a function of the disintegration rate γ. When
γ = 0 the volatile suspended solids steady-state diagram is case four. Parameter
values: D=0.1, V ∗=1 and R∗=0.7386.
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Figure 3.15: The volatile suspended solids as a function of the residence time is
always case five. Parameter values: R∗=0.9, D=0.1, V ∗=1 and γ=0 (top line), 0.1,1
and 10 (bottom line).

Figure 3.16: The volatile suspended solids as a function of the residence time is
always case five. Parameter values: R∗=0.9, D=0.1, V ∗=1 and γ=0 (top line), 0.1,1
and 10 (bottom line). The dotted horizontal line is the limiting value VSS∗(τ ∗ =
∞, γ = ∞).
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Figure 3.17: Classification figure showing how the volatile suspended solids steady-
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3.6.3.4 The transition from case four to case five

In the limit of infinite residence time equation (3.87) becomes

VSS∗

nw ≈
X∗

i,0

1−R∗ +D
+

fik
∗

d

1−R∗ +D
a0,

where a0 is defined by equation (3.88).

This shows that the performance of the sludge disintegration unit does not depend

upon the values γb, γi, γs and βi, but that it does depend upon the values of the sludge

disintegration factor,D, the solubilization efficiency of the sludge disintegration unit,

α, and the coefficient αg,SDU. That is to say, the controlling factor is the rate at

which sludge is moved into the sludge disintegration unit not the particular sludge

disintegration rates within the sludge disintegration unit (γb, γi, γs).

Using the asymptotic limit for the volatile suspended solids (τ ∗ → ∞) and setting

this equal to the target value we find, after some algebra, that the asymptotic limit
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is equal to the target value when

Q(D) = aDD
2 + bDD + cD = 0, (3.137)

where the coefficients are

aD = −VSS∗

t (1− k∗

d)[1− ααg,SDUfi − fsαg,s]<0,

bD = (1− k∗

d){(1− fsαg,s)X
∗

i,0 + (αg,hX
∗

s,0 + S∗

0)fi − VSS∗

t (1−R∗)[2(1− fsαg,s)

− ααg,SDUfi]} − fik
∗

d,

cD = (1−R∗){(1− k∗

d)[(1− fsαg,s)(X
∗

i,0 − VSS∗

t (1−R∗)) + (αg,hX
∗

s,0 + S∗

0)fi]

− fik
∗

d}.

It is interesting to note that the quadratic equation (3.137) does not depend on

the volume of the bioreactor (V ∗). The sludge disintegration factor D>0 must be

positive. As aD>0 we have

Dcr =
−bD −

√

b2D − 4aDcD
2aD

. (3.138)

We first consider the limiting cases D = 0, i.e. the asymptotic limit without a sludge

disintegration unit, and R∗ = 1 corresponding to perfect recycle. The former case

gives

Q(D = 0) = cD,

which give two solutions

R∗

1 = 1 and (3.139)

R∗

2 =
(1− k∗

d)[(1− fsαg,s)(VSS
∗

t −X∗

i,0)− (αg,hX
∗

s,0 + S∗

0)fi] + fik
∗

d

(1− k∗

d)[1− fsαg,s]VSS
∗

t

, (3.140)
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In chapter 2 we have same expressions for equations (3.139) (3.140) c.f. (2.99) and

(2.100). (This is expected !)

Using the default parameter values we find that R∗

2 = 0.7387.

Thus when D=0 the transition from case four to case five happens when R∗

2=0.7387.

When R∗ = 1 i.e. when we have perfect recycle, then from equation (3.137) we have

Q(D) = D(aDD + bD) = 0,

which has two solutions

D1 = 0 and

D2 = − bD
aD

,

=
bDA − fik

∗

d

VSS∗

t (1− k∗

d)[1− ααg,SDUfi − fsαg,s]
,

where

bDA = (1− k∗

d){(1− fsαg,s)X
∗

i,0 + (αg,hX
∗

s,0 + S∗

0)fi}.

Using the default parameter values we find that

D2 = 0.2619.

Thus when R∗=1 the transition from case four to case five happens whenD2=0.2619.

Figure 3.18 plots the function defined by equation (3.137). To the left hand side

of this curve the volatile suspended solids at an infinite residence time is smaller

than the target value (VSS∗(t∗ = ∞)<VSS∗

t ). In this region the steady state di-

gram can be case two, three or four. To the right hand side of the curve the

volatile suspended solids at an infinite residence time is larger than the target value

(VSS∗(t∗ = ∞)>VSS∗

t ). In this region the steady state digram must be case five.



3.6. Discussion 144

The importance of figure 3.18 is that the left hand side is ‘good’ but the right hand

side is ‘bad’. Note if the recycle ratio R∗ is less than 0.7387 then we do not need

the sludge integration unit, if the value of the sludge disintegration factor is larger

than the minimum value then there is always a critical value of the residence time

above which the sludge content is below the target value. If the recycle ratio R∗ is

greater than 0.7387 then there is a minimum value of D that is required, we want

D to be greater than the minimum value.

It is surprising that the curve defined by equation (3.137), a quadratic equation,

appears to be a straight line. Examination of the discriminant of the quadratic

equation (3.137) reveals that it is essentially independent of the value of the effec-

tive recycle parameter over the range 0 ≤ R∗ ≤ 1. From this it then follows that

there is a linear relationship between the sludge disintegration factor (D) and the

effective recycle parameter (R∗).

We now show that the discriminant of (3.138) is near enough independent of the

effective recycle parameter over the range 0 ≤ R∗ ≤ 1. Using the default parameter

values we have

aD = −69.2295,

bD = −120.4812 + 138.6119R,

cD = (1−R)(−51.2517 + 69.3825R).

The discriminant function of (3.138) is given by

∆(R∗) =
√

b2D − 4aDcD,

∆(R∗) =
√

0.0234(R∗ + 120.7325)(R∗ + 114.4405). (3.141)

The discriminant function (3.141) has a global minimum when R∗ = −117.5968.

Consequently, over the parameter region (0 ≤ R∗ ≤ 1) the discriminant function is

an increasing function of R∗ which is minimized when R∗ = 0 and maximized when
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(R∗ = 1).

The minimum value of expression (3.141) is 17.9778 (R∗ = 0) and the maximum

value is 18.1308 (R∗ = 1). Thus there is little change in its value over the range

0 ≤ R∗ ≤ 1. Replacing the discriminant function by the average value (18.0543) we

find

D ≈ −bD − 18.0543

2aD
= −0.7398 + 1.0011R∗. (3.142)

This shows that the value for the sludge disintegration factor (D) when the volatile

suspended solids at infinity is equal to the target value is effectively a linear function

of the effected recycle ratio R∗, as shown in figure 3.18.

If we plot function (3.142) in figure 3.18 we found that it is indistinguishable from

the exact curve fond from the discriminant function (3.138).
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Figure 3.18: The transition between the behavior shown in figure 3.12and figure 3.15
as a function of the effective recycle parameter (R∗) and the sludge disintegration
factor D. Parameter value: V ∗=1.

3.7 Conclusion

We have extended our model for sludge formation in the activated sludge process,

that was analyzed in chapter 2, to include a sludge disintegration unit. There

are three disintegration processes occurring inside the sludge disintegration unit.
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Biomass is disintegrated into non-biodegradable particulate, biodegradable par-

ticulate substrate and soluble substrate. Biodegradable particulate substrate is

disintegrated to biodegradable particulate substrate and soluble substrate. Non-

biodegradable particulate is disintegrated to non-biodegradable particulate sub-

strate and soluble substrate.

We assumed that the disintegration processes are much quicker than the standard

biochemical processes, so that the latter can be ignored. We found analytic ex-

pressions for the washout and the no-washout steady-state solutions in both the

bioreactor and the sludge disintegration unit. However, stability has to be deter-

mined numerically. We simplified the steady-state expressions by assuming that the

three disintegration rates are equal (γ∗

b = γ∗

i = γ∗

s = γ).

We investigated how the chemical oxygen demand and the volatile suspended solids

vary as the disintegration rate increases toward infinity. The chemical oxygen de-

mand increases when the disintegration rate (γ) increases, this what we expect to

happen because the sludge disintegration unit kills the biomass and in so doing it

converts the biomass into inert material and soluble substrate.

We are particularly interested in how the response digram of the volatile suspended

solids changes as the disintegration rate is increased. We showed that as the value

of the disintegration rate increases the amount of sludge in the bioreactor decreases,

which is expected. We also showed that sometimes we can get transitions from case

four to three or from case three to case two.

The most important feature of interest is whether it is possible to have a transi-

tion from case five to case four. When we investigated this transition we found two

forms of behavior as the disintegration rate is increased. One is when we have the

transition from case five to four, which is desirable, and the other is when we always

remain in case five, although the sludge content is reduced. The transition between

the two types is governed by the volatile suspended solids value when the residence

time is infinity.



3.7. Conclusion 147

We used our steady state solutions when the residence time goes toward infinity

to find a formula for the critical value of the sludge disintegration factor from the

transition from case four to case five. If the value of the sludge disintegration factor

(D) is sufficiently high then the sludge content is is guaranteed to be below the

target value if the residence time is larger than some critical value. If the value of

the disintegration factor is below the critical value, then the sludge content is always

above the target value for any value of the residence time and we always have case

five. The critical value does not depend on the the volume of the bioreactor (V ∗) or

the disintegration rate (γ).

Some of the results from this chapter have been published [7].



Chapter 4

Simple extension of the standard

model (model two)

4.1 Introduction

In chapter 2 we analysed a model due to Chung and Neethling [23]. This extends

the basic model in two ways. Firstly, it includes a slowly biodegradable substrate

component which is hydrolysed to produce small soluble organic materials. (These

are the limiting substrate of the basic model). Secondly, a fraction of the dead

biomass is recycled back into the soluble substrate pool.

In particular we studied how the ‘sludge response diagram’, which shows the steady-

state sludge content as a function of the residence time, changes as the effective

recycle parameter, which characterizes the operation of the recycle unit, is varied.

Here we change one of the assumptions in the Chung and Neethling model. Namely,

instead of a fraction of the dead biomass being recycled into the pool of soluble sub-

strate it is assumed that it is instead recycled into the pool of insoluble substrate.

Where appropriate we discuss where the results of these models agree and differ.

We find the steady-state solutions and determine their stability as a function of

process parameters. These are used to calculate the steady-state chemical oxygen

148
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demand and the steady-state volatile suspended solids as a function of the residence

time. We use the steady-state results to investigate the circumstances under which

it is possible to operate the reactor at, or below, a target value for the volatile

suspended solids. We formulate all components of the model in terms of chemical

oxygen demand.

We have made a seemingly minor change to the second assumption of the biochem-

istry in the Chung and Neethling model. How is this modification reflected in the

model production? Does our minor change lead to minor differences?

Some of the results from this chapter have been published in a refereed conference

proceeding [6].

There were five hundred papers presented at this conference. We were one of a

handful of presenters invited to submit a paper to a special issue of a journal [5].

4.2 Biochemistry

4.2.1 Microbial reactions

In this section we discuss the biochemistry of the model. The three biological pro-

cesses occurring in the model are shown schematically in figure 4.1. In figure 4.1

(Xb) is the concentration of biomass, (Xp) is the concentration of non-biodegradable

particulate material, (Xs) is the concentration of slowly biodegradable particulate

substrate, (S) is the concentration of soluble substrate, µ(s) is the specific growth

rate, (kd) is the death coefficient, and (kh) is the hydrolysis rate of insoluble organic

compound (Xs). These processes are described below.

1. Biodegradable particulate substrate (Xs) is hydrolysed to give soluble sub-

strate (S).

Xs
kh−→ S. (4.1)
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2. Soluble organic materials (S) are used as substrates for energy and growth by

the biomass (Xb).

S
µ(s)−−→ αgXb, (4.2)

where αg (0<αg ≤ 1) is the yield factor for growth of biomass.

3. The death of biomass adds to the pool of soluble substrate (S) in addition to

producing non-biodegradable particulates (Xp).

Xb
kd−→ fpXp + (1− fp)Xs, (4.3)

where fp is the fraction of dead biomass converted to to non-biodegradable

particulate (0 ≤ fp ≤ 1).

The sequence of biological reactions (4.1)− (4.3) converts slowly biodegradable sub-

strate through biomass back to slowly biodegradable particulate substrate. In ad-

dition to the variables identified above (S,Xb, Xp and XS) we also allow for the

possibility that the feed contains particulate inert material (Xi).

Figure 4.1: Overview of biochemical processes in model two.

4.3 Equations

In this section we write down the model equations for the concentration of microor-

ganisms, non-biodegradable particulates, slowly biodegradable particulates, partic-

ulate inert material, and soluble substrate within a well-stirred, well-aerated, biore-

actor.
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4.3.1 The dimensional model

In chapter 2 the system of four equations reduces to a planer system. However in the

new model the system does not reduce to a planer system. In the old model when

the biomass dies it gives soluble substrate whereas in the new model the biomass

becomes insoluble substrate, we can not eliminate the insoluble substrate equation

from the model.

The model equations in the bioreactor are given by

The rate of change of soluble substrate

V
dS

dt
= F (S0 − S) + V khXs −

V Xbµ(S)

αg

. (4.4)

The rate of change of biomass

V
dXb

dt
= F (Xb,0 −Xb) +RF (C − 1)Xb + V Xbµ(S)− V kdXb. (4.5)

The rate of change of slowly biodegradable particulates.

V
dXs

dt
= F (Xs,0 −Xs) +RF (C − 1)Xs + V (1− fp)kdXb − V khXs. (4.6)

The rate of change of non-biodegradable particulates

V
dXp

dt
= F (Xp,0 −Xp) +RF (C − 1)Xp + V fpkdXb. (4.7)

The rate of change of particulate inert material

V
dXi

dt
= F (Xi,0 −Xi) +RF (C − 1)Xi. (4.8)
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The specific growth rate is given by

µ(S) =
µmS

Ks + S
. (4.9)

The residence time is defined by

τ =
V

F
. (4.10)

The chemical demand oxygen is defined by

COD = S +Xs. (4.11)

The total Volatile Suspended Solids (VSS) are defined by

Xt = Xb +Xs +Xp +Xi. (4.12)

Note that we can assume that C ≥ 1, as otherwise recycle leads to a decrease in

performance of the bioreactor.

For a specific wastewater, a given biological community, and a particular set of

environmental conditions, the parameters Ks, kd,kh, αg and µm are fixed. The

parameters that can be varied are the feed concentrations S0, Xj,0(j = b, p, i, s),

and the residence tine τ . All parameters in the model are defined in table 4.1. In

particular note that we take |S| = g COD dm−3.

4.3.2 The dimensionless model

By introducing dimensionless variables for the concentration of the substrate [S∗

=S/Ks], the dimensionless substrate concentration in the feed [S∗

0 = S0/Ks], the con-

centration of the microorganism and particulates [X∗

j =Xj/(αgKs), (j = b, s, p, i)],

the dimensionless decay rate [k∗

d= kd/µm], the dimensionless hydrolysis rate of in-
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soluble organic compounds [k∗

h= kh/µm] and time [t∗=µmt ] the dimensional model,

equations (4.4)-(4.8), can be written in the dimensionless form.

Equations in the bioreactor

dS∗

dt∗
=

1

τ ∗
(S∗

0 − S∗) + αgk
∗

hX
∗

s −
S∗X∗

b

1 + S∗
, (4.13)

dX∗

b

dt∗
=

1

τ ∗
(X∗

b,0 −X∗

b ) +
R∗

τ ∗
X∗

b +
X∗

bS
∗

1 + S∗
− k∗

dX
∗

b , (4.14)

dX∗

s

dt∗
=

1

τ ∗
(X∗

s,0 −X∗

s ) +
R∗

τ ∗
X∗

s + (1− fp)k
∗

dX
∗

b − k∗

hX
∗

s , (4.15)

dX∗

p

dt∗
=

1

τ ∗
(X∗

p,0 −X∗

p ) +
R∗

τ ∗
X∗

p + fpk
∗

dX
∗

b , (4.16)

dX∗

i

dt∗
=

1

τ ∗
(X∗

i,0 −X∗

i ) +
R∗

τ ∗
X∗

i . (4.17)

The dimensionless chemical oxygen demand COD∗ inside the bioreactor

COD∗ = S∗ + αgX
∗

s . (4.18)

Dimensionless total Volatile Suspended Solids VSS∗ inside the bioreactor

X∗

t = X∗

b +X∗

s +X∗

p +X∗

i .

Dimensionless total Volatile Suspended Solids VSS∗ in the feed

VSS∗

in = X∗

b,0 +X∗

s,0 +X∗

p,0 +X∗

i,0,

= X∗

s,0 +X∗

i,0. (4.19)

The effective recycle parameter is defined by [R∗ = (C-1)R].

The cases R∗ = 0, 0<R∗<1 and R∗ = 1 represent a flow reactor without recycle,

a flow reactor with non-idealized recycle, and a flow reactor with idealized recycle,

respectively [70].

From now on we assume that the growth medium fed into the bioreactor is sterile,
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i.e. there are no microorganisms in the influent (Xb,0 =X∗

b,0 =0). We also assume

that there are no non-biodegradable particulates in the feed (Xp,0 =X∗

p,0 =0). It is

important to note for what follow that the effective recycle parameter is bounded:

0 ≤ R∗ ≤ 1.

Note that the target value for volatile suspended solid becomes

VSS∗

t =
VSSt

αgKs

=
12000

αgKs

= 3.4510. (4.20)

4.3.3 Model simplification

4.3.3.1 The equation for the particulate inert material

Note that the differential equation for the particulate inert material equation (4.17)

decouples from the model equations.

We write the initial condition for the variable X∗

i in the form

X∗

i (0) = X∗

i,i.

Solving equation (4.17), we have

X∗

i =
B

A
+

(

X∗

i,i −
B

A

)

e−At∗ ,

where the coefficients are

A =
1−R∗

τ ∗
,

B =
X∗

i,0

τ ∗
.
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In the limit of large time we have

X∗

i,∞ = lim
t∗→∞

X∗

i =
B

A
=

X∗

i,0

1−R∗
.

4.3.3.2 The equation for the non-biodegradable particulate

Note that the differential equation for the non-biodegradable particulate material

equation (4.16) decouples from the model equations.

We write the initial condition for the variable X∗

p in the form

X∗

p (0) = X∗

p,i.

The formal solution of equation (4.16) is given by

X∗

p =
E

D
+ Fe−Dt∗ +Ge−Dt∗

∫

eDt∗X∗

b (t)dt,

where the coefficients are

E =
X∗

p,0

τ ∗
, D =

1−R∗

τ ∗
, G = fpk

∗

d, and F is an integration constant.

From equation (4.16). The steady state value for X∗

p is

X∗

p,∞ =
X∗

p,0

1−R∗
+

fpk
∗

dX
∗

b τ
∗

1−R∗
.
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4.3.3.3 The reduced system when

In the limit of large time the system (4.13)− (4.17) reduces to

dS∗

dt∗
=

1

τ ∗
(S∗

0 − S∗) + αgk
∗

hX
∗

s −
S∗X∗

b

1 + S∗
, (4.21)

dX∗

b

dt∗
=

1

τ ∗
(X∗

b,0 −X∗

b ) +
R∗

τ ∗
X∗

b +
X∗

bS
∗

1 + S∗
− k∗

dX
∗

b , (4.22)

dX∗

s

dt∗
=

1

τ ∗
(X∗

s,0 −X∗

s ) +
R∗

τ ∗
X∗

s + (1− fp)k
∗

dX
∗

b − k∗

hX
∗

s , (4.23)

X∗

p,∞ =
X∗

p,0

1−R∗
+

fpk
∗

dX
∗

b τ
∗

1−R∗
, (4.24)

X∗

i,∞ =
X∗

i,0

1−R∗
. (4.25)

4.4 Results

4.4.1 Steady-state solution branches

The steady-state solutions are found by putting the derivative equal to zero in

equations (4.13)(4.17) and then solving the resulting system of equations.

The steady-state solutions are given by

Washout branch.

S∗ = S∗

w = S∗

0 +
αgk

∗

hX
∗

s,0τ
∗

1−R∗ + k∗

hτ
∗
, (4.26)

X∗

b = 0, (4.27)

X∗

s = X∗

sw =
X∗

s,0

1−R∗ + k∗

hτ
∗
, (4.28)

X∗

p = X∗

pw =
X∗

p,0

1−R∗
, (4.29)

X∗

i =
X∗

i,0

1−R∗
, (4.30)

COD∗

w = S∗

0 +
(1 + k∗

hτ
∗)αgX

∗

s,0

1−R∗ + k∗

hτ
∗

, (4.31)

VSS∗

w =
X∗

s,0

1−R∗ + k∗

hτ
∗
+

X∗

p,0

1−R∗
+

X∗

i,0

1−R∗
. (4.32)
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The washout branch corresponds to process failure due to removal of all the biomass

(X∗

b = 0). The steady-state expressions for the washout branch are identical to the

equivalent expressions in our first model-see chapter 2. This is unsurprising as the

biochemistry of the two models are identical when there is no biomass present in

the reactor (X∗

b = 0).

Differentiating equation (4.26) with respect to the residence time we obtain an in-

creasing function.

dS∗

w

dτ ∗
=

αgk
∗

hX
∗

s,0(1−R∗)

(1−R∗ + k∗

hτ
∗)2

>0.

The soluble substrate is an increasing function of the residence time along the

washout branch, because the slowly biodegradable substrates are hydrolysed to give

soluble substrate and there are no microorganism present to remove the soluble sub-

strate.

No-washout branch.

S∗ = S∗

nw =
1−R∗ + k∗

dτ
∗

R∗ − 1 + (1− k∗

d) τ
∗
, (4.33)

X∗

b,nw =
(aS∗2

nw + bS∗

nw + c)(R∗ − 1 + (1− k∗

d)τ
∗)

(a1τ ∗2 + b1τ ∗ + c1)τ ∗
, (4.34)

X∗

s = X∗

s,nw =
X∗

s,0 + (1− fp)k
∗

dXb,nwτ
∗

1−R∗ + k∗

hτ
∗

, (4.35)

X∗

p = X∗

p,nw =
X∗

p,0 + fpkdXb,nwτ
∗

1−R∗
, (4.36)

X∗

i =
X∗

i,0

1−R∗
, (4.37)

COD∗

nw =
1−R∗ + k∗

dτ
∗

(1− k∗

d)τ
∗ − 1 +R∗

+
αgX

∗

s,0 + (1− fp)αgk
∗

dXb,nwτ
∗

1−R∗ + k∗

hτ
∗

, (4.38)

VSS∗

nw =

(

1 +
fpk

∗

dτ
∗

1−R∗
+

(1− fp)k
∗

dτ
∗

1−R∗ + k∗

hτ
∗

)

X∗

b,nw +
X∗

s,0

1−R∗ + k∗

hτ
∗

+
X∗

p,0

1−R∗
+

X∗

i,0

1−R∗
. (4.39)
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The coefficients are

a = 1−R∗ + k∗

hτ
∗>0,

b = (1−R∗)(1− S∗

0) + (1− S∗

0 − αgX
∗

s,0)k
∗

hτ
∗,

c = (R∗ − 1)S∗

0 − (S∗

0 + αgX
∗

s,0)k
∗

hτ
∗]<0,

a1 = ((1− fp)αg − 1) k∗

hk
∗

d<0,

b1 = (R∗ − 1)(k∗

h + k∗

d)<0,

c1 = −(R∗ − 1)2<0.

It is interesting to observe that, although the biochemical pathways differ, the ex-

pression for the substrate concentration is identical to that in our earlier model

equations (2.49) and (2.56) in section 2.4.2. Indeed they are both identical to the

expression in the basic model [71]. However, the expressions for all other equivalent

state variables are not identical.

In appendix C.3.4 conditions are established for the no-washout branch to be phys-

ically meaningful these are giving by

k∗

d<
S∗

0 + αgX
∗

s,0

S∗

0 + αgX∗

s,0 + 1
=

COD∗

in

1 + COD∗

in

,

and

τ ∗>τ ∗+ = (1−R∗)

[

b∗2 +
√

b∗22 + 4a2c∗2
2a2

]

>0,

where

a2 = [(1− k∗

d)(S
∗

0 + αgX
∗

s,0)− k∗

d]k
∗

h,

b∗2 = (1 + S∗

0)(k
∗

h + k∗

d) + k∗

hαgX
∗

s,0 − S∗

0 ,

c∗2 = (1 + S∗

0).
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Differentiating equation (4.33) with respect to the recycle parameter we obtain

dS∗

nw

dR∗
=

−τ ∗

[(1− k∗

d)τ
∗ − 1 +R∗]2

<0. (4.40)

Hence the soluble substrate concentration is a decreasing function of the effective

recycle parameter (R∗). Thus the minimal substrate concentration is obtained for

the case of perfect recycle (R∗ = 1) which is

S∗

nw(R
∗ = 1, τ ∗) =

k∗

d

1− k∗

d

. (4.41)

Note, for the case of perfect recycle the soluble substrate is independent of the

residence time.

Differentiating equation (4.33) with respect to the residence time we obtain.

dS∗

nw

dτ ∗
=

R∗ − 1

[(1− k∗

d)τ
∗ − 1 +R∗]2

≤ 0. (4.42)

This equation has a vertical asymptote when

τ ∗ =
1−R∗

1− k∗

d

= τ ∗pm,1.

In appendix C.3 we show that τ ∗+>τ ∗pm,1.

Thus when the substrate concentration along the no-washout branch is physically

meaningful it is a strictly monotonically decreasing function of the residence time,

i.e. the lowest effluent concentration is obtained at an infinite residence time.

In the limit of infinite residence time, the soluble substrate is independent of the

effective recycle parameter.

S∗

nw lim
τ∗→∞

(τ ∗, R∗) =
k∗

d

1− k∗

d

. (4.43)
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These results (equations (4.40) (4.41) and (4.43)) for the soluble substrate are the

same with the basic model and our model in section 2.4.2.

Notice that operating the activated sludge process with perfect recycle is equivalent

to operating it with an infinite residence time.

4.4.2 Transcritical bifurcation

By comparing the identities (4.26)− (4.32) with the identities (4.33)− (4.39) we see

that the washout branch and the no-washout branch are identical when

S∗

w = S∗

nw,

⇒ S∗

0 +
αgk

∗

hX
∗

s,0τ
∗

1−R∗ + k∗

hτ
∗
=

1−R∗ + k∗

dτ
∗

(1− k∗

d)τ
∗ − 1 +R∗

.

This intersection point corresponds to a trans-critical bifurcation.

After some algebra we find that this is true when the residence time satisfies the

quadratic equation Q(τ ∗) = 0, where

Q(τ ∗) = a2τ
2∗ + b2τ

∗ + c2, and the coefficients are (4.44)

a2 = [(1− k∗

d)(S
∗

0 + αgX
∗

s,0)− k∗

d]k
∗

h,

b2 = −(1−R∗)[(1 + S∗

0)(k
∗

h + k∗

d) + k∗

hαgX
∗

s,0 − S∗

0 ], (4.45)

c2 = −(1−R∗)2(1 + S∗

0)<0. (4.46)

Equations (4.44)-(4.46) are identical to the equations in chapter 2.4.1.2.

It follows from the analysis in appendix C.3.4 that trans-critical bifurcation point is

physically meaningful only when a2>0 and is given by

τ ∗+ = (1−R∗)τ ∗cr(R
∗ = 0), (4.47)
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where

τ ∗cr(R
∗ = 0) =

b∗2 +
√

b∗22 + 4a2c∗2
2a2

, (4.48)

b∗2 = (1 + S∗

0)(k
∗

h + k∗

d) + k∗

hαgX
∗

s,0 − S∗

0 , (4.49)

c∗2 = (1 + S∗

0). (4.50)

The condition a2>0 is

k∗

d<
S∗

0 + αgX
∗

s,0

1 + S∗

0 + αgX∗

s,0

=
COD∗

in

1 + COD∗

in

. (4.51)

The expression for the critical value of the decay rate, equation (4.51) only depends

upon the value of the chemical oxygen demand flow in the feed. However, the

expression for the critical value of the residence time depends upon how the chemical

oxygen demand is partitioned into its components, as shown in the expressions for

the coefficients of b∗2 and c∗2. These expressions are identical to those in our earlier

model in chapter 2.

When the no-washout branch is not physically meaningful then the only stable

steady state is the washout solution. In this circumstances process failure must

occur. This case can therefore be ignored.

4.4.3 Stability of the steady-state solutions

The Jacobian matrix is given by

J(S∗, X∗

b , X
∗

s ) =

























− 1
τ∗

− X∗

b

(1+S∗)2
− S∗

1+S∗
αgk

∗

h

X∗

b

(1+S∗)2
R∗

−1
τ∗

+ S∗

1+S∗
− k∗

d 0

0 (1− fp)k
∗

d
R∗

−1
τ∗

− k∗

h

























. (4.52)
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4.4.3.1 Stability of the washout branch

The Jacobian matrix 4.52 evaluated at the washout steady-state solution is given

by

J(S∗

w, 0, X
∗

sw) =

























− 1
τ∗

− S∗

w

1+S∗

w
αgk

∗

h

0 R∗
−1

τ∗
+ S∗

w

1+S∗

w
− k∗

d 0

0 (1− fp)k
∗

d
R∗

−1
τ∗

− k∗

h

























.

The eigenvalues of this matrix are

λ1 = − 1

τ ∗
<0,

λ2 =
R∗ − 1

τ ∗
− k∗

h<0.

Recall that 0 ≤ R∗ ≤ 1) and

λ3 =
R∗ − 1

τ ∗
+

S∗

w

1 + S∗

w

− k∗

d.

The stability of the washout branch depends upon the sign of λ3.

Note that, the washout steady-state is always stable when

k∗

d ≥ 1,

⇒ kd
µm

≥ 1,

⇒ kd ≥ µm.

This makes sense because it says that the washout steady state will always be stable

if the death rate is greater than, or equal to, the maximum growth rate.

We now show that there is a critical value (k∗

d,cr,∞) such that the washout branch is
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always stable when k∗

d,cr,∞<k∗

d ≤ 1. The eigenvalue λ3 will be negative when

k∗

d>k∗

d,cr =
S∗

w

1 + S∗

w

=
S∗

0(1−R∗) + (S∗

0 + αgX
∗

s,0)k
∗

hτ
∗

(1 + S∗

0)(1−R∗) + (1 + S∗

0 + αgX∗

s,0)k
∗

hτ
∗
.

Note that

dk∗

d,cr

dτ ∗
=

αgX
∗

s,0k
∗

h(1−R∗)

[(1 + S∗

0)(1−R∗) + (1 + S∗

0 + αgX∗

s,0)k
∗

hτ
∗]2

>0.

Thus k∗

d,cr has a minimum value S∗

0/(1 + S∗

0) when (τ ∗ = 0) and a maximum value

(k∗

d,cr,∞) when

k∗

d,cr,∞ = lim
τ∗→∞

k∗

d,cr =
S∗

0(1−R∗) + (S∗

0 + αgX
∗

s,0)k
∗

hτ
∗

(1 + S∗

0)(1−R∗) + (1 + S∗

0 + αgX∗

s,0)k
∗

hτ
∗
,

=
S∗

0 + αgX
∗

s,0

1 + S∗

0 + αgX∗

s,0

.

=
COD∗

in

1 + COD∗

in

. (4.53)

Thus if k∗

d>k∗

d,cr,∞ then the washout branch is always stable.

We now consider the case k∗

d<k∗

d,cr,∞ and show that there is a critical value of the

residence time, τ ∗cr, such that if τ ∗<τ ∗cr then the washout solution is locally stable.

After some algebra we find that

λ3 =
R∗ − 1

τ ∗
+

S∗

w

1 + S∗

w

− k∗

d,

=
−Q(τ ∗)

B
,

where Q(τ ∗) is defined by equation (4.44) and the coefficient B is given by

B = (R∗ − 1)(1 + S∗

0)τ
∗ − (1 + S∗

0 + αgX
∗

s,0)k
∗

hτ
∗2<0.

(Recall that 0 ≤ R∗ ≤ 1).

The denominator B is always negative. Hence the problem of establishing λ2<0
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reduces to determining when −Q(τ ∗) is positive, i.e. when the quadratic Q(τ ∗) is

negative.

We only need to consider the case

k∗

d<
S∗

0 + αgX
∗

s,0

1 + S∗

0 + αgX∗

s,0

= k∗

d,cr,∞.

This condition implies that the coefficient a is positive (a>0). Then the graph of the

quadratic function Q(τ ∗) is shown in appendix C.3.4 in figure C.1. Therefore the

inequality Q(τ ∗)>0 is only true if 0<τ ∗<τ ∗+. Thus, the washout solution is stable

when the no-washout solution is not physically meaningful.

4.4.3.2 Stability of the no-washout branch

The Jacobian matrix for the no-washout branch is given by

J(S∗

nw, X
∗

b,nw, X
∗

s,nw) =

























f1 f2 f3

g1 0 0

0 h2 h3

























. (4.54)

Note that J(2,2)=0 because along the no-washout branch we have X∗

b,nw 6= 0.

The coefficients in the Jacobian matrix are

f1 = − 1

τ ∗
−

X∗

b,nw

(1 + S∗

nw)
2
<0,

f2 = − S∗

nw

1 + S∗

nw

<0,

f3 = αgk
∗

h>0,

g1 =
X∗

b,nw

(1 + S∗

nw)
2
>0,

h2 = (1− fp)k
∗

d>0,
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h3 =
R∗ − 1

τ ∗
− k∗

h<0,

where we have assumed that the no-washout solution branch is physically meaning-

ful. The characteristic polynomial of the Jacobian matrix (4.54) is given by

λ3 + d1λ
2 + d2λ+ d3 = 0, (4.55)

where the coefficients are given by

d1 = −(h3 + f1)>0,

d2 = −(g1f2 − h3f1)>0,

d3 = g1(f2h3 − h2f3).

By the Routh-Hurwitz criteria [58] the polynomial (4.55) has negative real roots

when d1>0, d3>0 and d1d2 − d3>0. Consider the first condition d1>0. We

have

d1 = −(h3 + f1),

= −
(

R∗ − 1

τ ∗
− k∗

h −
1

τ ∗
−

X∗

b,nw

(1 + S∗

nw)
2

)

>0.

This is always true when the no-washout solution branch is physically meaningful.

Consider the second condition d3>0.

d3 = g1(f2h3 − h2f3).

Note that

g1 =
X∗

b,nw

(1 + S∗

nw)
2
>0,
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when the no-washout solution branch is physically meaningful. So the condition

d3>0 becomes

f2h3 − h2f3>0 ⇒ − S∗

nw

1 + S∗

nw

(

R∗ − 1

τ ∗
− k∗

h

)

− (1− fp)k
∗

dαgk
∗

h>0.

After some work we have

f2h3 − h2f3>0 ⇒ −B(τ ∗)

τ ∗2
>0,

where

B(τ ∗) = a1τ
∗2 + b1τ

∗ + c1,

a1 = ((1− fp)αg − 1) k∗

hk
∗

d<0,

b1 = (R∗ − 1)(k∗

h + k∗

d)<0,

c1 = −(1−R∗)2<0.

Note that the coefficient a1 is negative because (1− fp)αg ≤ 1. The condition d3>0

reduces to showing when

B(τ ∗) = a1τ
∗2 + b1τ

∗ + c1<0.

As τ ∗>0 and the coefficients a1, b1 and c1 are negative then B(τ ∗) must be negative.

Now we consider the final condition d1d2 − d3>0. We have

d1d2 − d3 = (h3 + f1)(g1f2 − h3f1) + g1(h2f3 − f2h3),

= g1(f1f2 + h2f3)− f1h3(f1 + h3),

=
(1− fp)k

∗

dαgk
∗

hX
∗

b,nw

(1 + S∗

nw)
2

+

(

1

τ ∗
+

X∗

b,nw

(1 + S∗

nw)
2

)

×
[(

R∗ − 2

τ ∗
−

X∗

b,nw

(1 + S∗

nw)
2
− k∗

h

)(

R∗ − 1

τ ∗
− k∗

h

)

+
S∗

nwX
∗

b,nw

(1 + S∗

nw)
3

]

>0,
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for a physically meaningful solution (X∗

b,nw>0, S∗

nw>0) (Recall that 0 ≤ R∗ ≤ 1).

Hence, the no-washout solution branch is always stable when it is physically mean-

ingful.

4.4.4 Asymptotic solutions

In this section we obtained asymptotic solutions for large residence times.

4.4.4.1 Large residence time approximations

At large residence times, we have

S∗

nw ≈ k∗

d

1− k∗

d

+
(1−R∗)

(1− k∗

d)
2
· 1

τ ∗
+O

(

1

τ ∗2

)

, (4.56)

X∗

b,nw ≈ a0 ·
1

τ ∗
+O

(

1

τ ∗2

)

, (4.57)

X∗

s,nw ≈
X∗

s,0 + (1− fp)k
∗

da0

k∗

h

· 1

τ ∗
+O

(

1

τ ∗2

)

, (4.58)

X∗

p,nw ≈
X∗

p,0 + fpk
∗

da0

1−R∗
+ (b0 + a0c0) ·

1

τ ∗
+O

(

1

τ ∗2

)

, (4.59)

X∗

i ≈
X∗

i,0

1−R∗
, (4.60)

COD∗

nw ≈ k∗

d

1− k∗

d

+

[

(1−R∗)

(1− k∗

d)
2
+

[X∗

s,0 + (1− fp)k
∗

da0]αg

k∗

h

]

· 1

τ ∗
+O

(

1

τ ∗2

)

,

(4.61)

VSS∗

nw ≈
X∗

i,0

1−R∗
+

X∗

p,0 + fpk
∗

d

1−R∗
a0 +

{

b0 + a0

[

1 + c0 +
X∗

s,0 + (1− fp)k
∗

d

k∗

h

]}

· 1

τ ∗
+O

(

1

τ ∗2

)

, (4.62)

where

a0 =
S∗

0(1− k∗

d)− k∗

d + αgX
∗

s,0(1− k∗

d)

k∗

d(1− k∗

d)[1− (1− fp)αg]
, (4.63)
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b0 =
fp[S

∗

0(1− k∗

d)
2 + k∗

d(k
∗

d − 1)− k∗

h]

(1− k∗

d)
2[1− (1− fp)αg]k∗

h

, (4.64)

c0 =
fp(k

∗

d + k∗

h)

[(1− fp)αg − 1]k∗

h

. (4.65)

It is useful to note that coefficient a0 can be written as

a0 =
COD∗

in(1− k∗

d)− k∗

d

k∗

d(1− k∗

d)(1− (1− fp)αg)
, (4.66)

where

COD∗

in = S∗

0 + αgX
∗

s,0.

For the default parameter values in appendix C.4 we have a0 = 386.2856. We have

1 − (1 − fp)αg>0 from (4.3) and S∗

0(1 − k∗

d) − k∗

d>0 from the condition for the

no-washout branch to be physical meaningful. At large value of residence time the

biomass concentration is independent of the value of the effective recycle factor (R∗).

The case k∗

d = 1 is not allowed in the asymptotic formula, because when this is true

then the no-washout branch is not physically meaningful.

The leading order term for the chemical oxygen demand is identical to both that in

our earlier model in equation (2.80) and in the basic model [71]. The leading order

term for the volatile suspended solids is also identical provided that there are no

non-biodegradable particulates in the feed, i.e. X∗

p,0=0.

It is important to note that the effluent concentration can not be reduced below the

limiting value

lim
t∗→∞

S∗

nw =
k∗

d

1− k∗

d

>0.

This is identical to our model in chapter 2.
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4.4.5 Steady-state diagram

Figures 4.2 shows the steady state diagrams for the five state variables in the model.

In figure 4.2(a), as explained in section 4.4.1 the soluble substrate increases along

the washout branch as additional soluble substrate is produced by the hydrolysis of

the insoluble substrate and there is no biomass to consume it. After the transcritical

bifurcation the soluble substrate is a decreasing function of the residence time, as

shown by equation (4.42). From equation (4.56) we know that in the limit when the

residence time approaches infinity the soluble substrate concentration approaches

the limiting value S∗ = k∗

d/(1 − k∗

d). Figure 4.2(b) shows that the biomass concen-

tration is zero along the washout branch (as shown by equation (4.27)). After the

trans-critical bifurcation it increases sharply to a maximum value, X∗

b,max = 8.3789

when τ ∗max = 4.0546; thereafter it gradual decreases along the no-washout branch.

From equation (4.57) we know that in the limit when the residence time approaches

infinity the biomass concentration approaches the limiting value X∗

b = 0. Figure

4.2(c) shows that the insoluble substrate concentration decreases with the residence

time towards the limiting value, zero, given by equation (4.58).

Figure 4.2(d) shows that along the washout branch the non-biodegradable partic-

ulates is equal to the influent value, in this case zero, and after the trans-critical

bifurcation it increases. Along the no-washout branch the steady-state biomass con-

centration is non-zero as there is a contribution to the pool of non-biodegradable

particulates through the decay of biomass. From equation (4.59) we know that in

the limit when the residence time approaches infinity the non-biodegradable partic-

ulates concentration approaches the limiting value (X∗

p,0+fpk
∗

da0)/(1−R∗). For the

default parameter values the limit value is 2.1076. This has two components, the

first component is due the the concentration of non-biodegradable particulates in

the inflow and the second component is due to the death of biomass. Figure 4.2(e)

shows the particulate inert material concentration (X∗

i ) as a function of the residence

time. Not very interesting!
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4.4.6 The chemical oxygen demand

Figure 4.3 shows the chemical oxygen demand as a function of the residence time

when there is no recycle.

When there is no recycle (R∗ = 0) the chemical oxygen demand is constant along

the washout branch (τ ∗<τ ∗cr = 1.2020).

COD∗

w = S∗

0 +
(1 + k∗

hτ
∗)αgX

∗

s,0

1−R∗ + k∗

hτ
∗

,

COD∗

w(R
∗ = 0) = S∗

0 + αgX
∗

s,0 = COD∗

in = 10.1790.

Along the no-washout branch the chemical oxygen demand is a decreasing function

of the residence time. From equation (4.61) it has limiting value when the residence

time approaches infinity (τ ∗ → ∞) given by

lim
τ∗→∞

COD∗

nw =
k∗

d

1− k∗

d

= 0.0732. (4.67)

This is identical to our model in chapter 2.

The efficiency at which the chemical oxygen demand is removed can be defined by

ECOD∗ =
COD∗

in − COD∗

out

COD∗

in

.

From equation (2.90) the efficiency can not be increased over the limiting value

ECOD∗

nw
(τ ∗ = ∞) = 0.9928.

This means that it is impossible to remove more that 99.28% of the chemical oxygen

demand flowing into the reactor.

When ECOD∗ = 0.90, the chemical oxygen demand in the effluent has been reduced

to 90% of the value in the influent. The required value of the residence time is

τ ∗=3.6291 (16.5 days). On figure 4.3 the residence time requested to obtain the



4.4. Results 171

target value ECOD∗ = 0.9 is indicated by the horizontal line.

In order to reduce the chemical oxygen demand in the effluent to 1% of the value in

the influent (ECOD∗ = 0.99) the required value of the residence time is τ ∗=192.0100

(872.8 days).

Thus in practice an efficiency (ECOD∗=0.99) can not be achieved.

When the effective recycle parameter takes its theoretical maximum (R∗=1) then

the residence time to achieve an efficiency ECOD∗=0.99 is reduced to τ ∗=170.2187

(773.7 days). This is still too large for practical purposes.

4.4.7 The volatile suspended solids

In section 4.4.7.1 we consider the case when there is no recycle (R∗ = 0). In section

4.4.7.2 we investigate what happens when we increase the value of the effective

recycle parameter to the maximum value (R∗ = 1).

4.4.7.1 The case R∗ = 0

Figure 4.4 shows a steady state diagram for the volatile suspended solids as a func-

tion of the residence time when there is no recycle. Along the washout branch

(0<τ ∗<τ ∗cr) we have

VSS∗

w =
X∗

p,0 +X∗

i,0

1−R∗
+

X∗

s,0

1−R∗ + k∗

hτ
∗
,

VSS∗

w(R
∗ = 0) = X∗

p,0 +X∗

i,0 +
X∗

s,0

1 + k∗

hτ
∗
. (4.68)

which is a decreasing function of the residence time. The volatile suspended solid is

decreasing because insoluble substrate is converted to soluble substrate. It’s maxi-

mum value is when the residence time is zero. For the case of no recycle (R∗ = 0)

we have.

VSS∗

w,max = X∗

p,0 +X∗

i,0 +X∗

s,0 = 12.2142.
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When there is no settling unit (R∗ = 0) the volatile suspended solids at the trans-

critical bifurcation (4.47), τ ∗cr = 1.2020, has decreased to the value VSS∗

w(τ
∗ =

τ ∗cr)=1.7432.

After the trans-critical bifurcation the volatile suspended solids is given by

VSS∗

nw =

(

1 +
fpk

∗

dτ
∗

1−R∗
+

(1− fp)k
∗

dτ
∗

1−R∗ + k∗

hτ
∗

)

X∗

b,nw +
X∗

s,0

1−R∗ + k∗

hτ
∗

+
X∗

p,0

1−R∗
+

X∗

i,0

1−R∗
,

VSS∗

nw(R
∗ = 0) =

(

1 + fpk
∗

dτ
∗ +

(1− fp)k
∗

dτ
∗

1 + k∗

hτ
∗

)

X∗

b,nw +
X∗

s,0

1 + k∗

hτ
∗
+X∗

p,0

+X∗

i,0. (4.69)

where the value for X∗

b,nw is given by equation (4.34).

The volatile suspended solids increases to a local maximum VSS∗

nw,max = 9.2834

when τ ∗ = 3.2167. Thereafter it decreases toward its limiting value. From equation

(4.62) the limiting value when the residence time is infinity is given by

VSS∗ ≈
X∗

i,0

1−R∗
+

X∗

p,0 + fik
∗

d

1−R∗
a0 = 2.1085.

From equation (4.20) the target value of the volatile suspended solids is

VSS∗

t =
VSSt

αgKs

=
12000

αgKs

= 3.4510.

From figure 4.4 we can see that the intersection points where the volatile suspended

solids is equal to the target value are on the washout and the no-washout branch.

The value of the residence time at the intersection point along the washout branch
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is found from equation (4.68). We have

τ ∗i,w =
(1−R∗)

[

X∗

p,0 +X∗

i,0 +X∗

s,0 − VSS∗

t
(1−R∗)

]

[

VSS∗

t (1−R∗)− (X∗

p,0 +X∗

i,0)
]

k∗

h

,

τ ∗i,w(R
∗ = 0) =

X∗

p,0 +X∗

i,0 +X∗

s,0 − VSS∗

t
[

VSS∗

t − (X∗

p,0 +X∗

i,0)
]

k∗

h

= 0.5080. (4.70)

The values of the residence time at the intersection points along the no-washout

branch are found from equation (4.69). We have τ ∗i,nw1=1.2336 and τ ∗i,nw2=193.6117.

Consequently the asymptotic value is below the target value.

Figure 4.4 shows the steady state diagram for the volatile suspended solids as a

function of the residence time. Note that there is no recycle. The target value is

between the maximum value of the volatile suspended solids along the no-washout

branch and the asymptotic value along the no-washout branch (when the residence

time approaches infinity). The volatile suspended solids intersects the target value

at three points: once along the washout branch, τ ∗ = 0.5080 (2.3 days), and twice

along the no-washout branch, τ ∗=1.2336 (5.6 days) and τ ∗ =193.6117 (880 days).

The latter is clearly too large to be practical. The volatile suspended solids is lower

than the target value if the residence time is between the intersection point on the

washout branch and the first intersection point on the no-washout branch or larger

than the second intersection point on the washout branch. The latter is clearly too

large to be practical. The values of the chemical oxygen demand at the first two

intersection points are 10.1790 and 8.4075 corresponding to COD efficiencies of 0 and

0.1740. Therefore in practice the residence time would need to be larger than the

second intersection point on the no-washout branch in order to achieve significant

chemical oxygen demand removal. However, such values for the residence time lead

to excessive sludge production. Using the nomenclature of our earlier chapter this

response diagram is ‘case three’. In practice, the response diagram shown in figure

4.4 is undesirable.
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4.4.7.2 The case R∗>0

When investigating our earlier model we found that as the value of the effective

recycle parameter was varied over the range 0 ≤ R∗<1 that there were five generic

response diagrams showing how the volatile suspended solids varied as a function

of the residence time-see chapter 2.5. The model considered in this chapter only

exhibits three cases of response diagram for the default parameter values. We discuss

these diagrams within the context of these found in our earlier model. We first

describes two cases, which are not exhibited in the current model.

Case one corresponds to a response diagram in which the target value is larger than

the maximum value along the washout branch. Thus the volatile suspended solids

concentration in the effluent is always below the target value. From equation (4.68)

this is when

VSS∗

t>
1

1−R∗
(X∗

i,0 +X∗

p,0 +X∗

s,0).

In this case there are no intersection points as the volatile suspended solids are be-

low the target value for all residence times. This is not realistic. In case two the

target value is lower than the maximum value along the washout branch but above

the maximum value along the no-washout branch. Thus there is only one intersec-

tion point, which is on the washout branch. This is a good case to have because

the volatile suspended solids at any point on the no-washout branch is below the

target value. Although cases one and two are very desirable they are not observed

in practice.

In the nomenclature of our previous chapter, the response diagram shown in figure

4.4 is ‘case three’. This occurs when the target value is between the maximum

value of the volatile suspended solids along the no-washout branch and the mini-

mum value along the no-washout branch. As noted in the discussion of these figures

there is one intersection point on the washout branch and two intersection points
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on the no-washout branch. The target value is larger than the steady-state volatile

suspended solids value if the residence time is between the intersection point on the

washout branch and the first intersection point on the no-washout branch or larger

than the second intersection point on the washout branch. In practice a wastewater

treatment plant would have to be operated with the residence time larger than the

second intersection point on the washout branch.

In our original model as the recycle parameter is further increased ‘case three’ be-

comes ‘case four’, in which there is only one intersection point on the no-washout

branch. In the new model this transition does not occur. Instead, what happens is

that the asymptotic value for the volatile suspended solids at infinite residence time

increases through the target value. However, the value for the volatile suspended

solids at the transcritical bifurcation remains below the target value. This leads to

a new case of response diagram, case six, in which there are two intersection points:

one on each of the washout and no-washout branches. This response diagram is

illustrated in figure 4.5. The intersection points are when (τ ∗ = 0.5981) and when

(τ ∗ = 0.6624). Figure 4.5(a) shows that that volatile suspended solids at the tran-

scritical bifurcation is below the target value. Figures 4.5(b) and 4.5(c) show that

the asymptotic value is higher than the target value.

In case six diagrams the volatile suspended solids can only be maintained below the

target value if the reactor is operated at residence times between the two intersection

points. This is likely to be very undesirable in practice, due to the corresponding

values of the chemical oxygen demand in the effluent. The values of the chemical

oxygen demand at the intersection points are 11.2190 and 10.9734 corresponding to

the chemical oxygen demand efficiencies of -0.1022 and -0.0780. Thus case six is

highly undesirable for the default parameter values. The chemical oxygen demand

in the effluent is higher than that in the influent!

In the original model the final transition, from case four to case five, corresponded to

the asymptotic value of the volatile suspended solids at infinity increasing through
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the target value. In the new model the final transition corresponds to the value

of the volatile suspended solids at the trans-critical bifurcation increasing through

the target value. This leads to the ‘case five’ response diagram shown in figure 4.6.

There are now no intersection points. This is undesirable because the volatile sus-

pended solids can never be reduced below the target value.

There are two non-generic cases. One of these happens when the target value of the

volatile suspended solid is exactly equal to the maximum value along the washout

branch: we then have two finite intersection points and one at infinity. (This is the

transition from case three to case six). The second happens when the target value of

the volatile suspended solid is exactly equal to equal to the value at the trans-critical

bifurcation: we then have one intersection point. (This is the transition from case

six to case five)

The location of the different regions as a function of the effective recycle parameter

is shown in table 4.2. The calculation of the transition values is explained in section

4.5.2. Only case three leads to the possibility of desirable behavior, i.e. the value of

the effective recycle parameter is limited to: 0 ≤ R∗< 0.3890. However, in practice

even the case three response digram is undesirable for our default parameter values.

Thus excessive sludge formation is inevitable without a mechanism to reduce the

sludge content. (even when R∗ = 0.)



4.4. Results 177

Abbreviation Explanation Unit

C The recycle concentration factor (–)

F Flow rate through bioreactor (dm3 hr−1)
Ks Monod constant (|S|)
R Recycle ratio based on volumetric flow rates (–)
S Substrate concentration within the bioreactor (|S|)
S0 Concentration of substrate flowing into the reactor (|S|)
V Volume of the bioreactor (dm3)
Xb Concentration of biomass (|S|)
Xi Concentration of of particulate inert material (|S|)
Xs Concentration of slowly biodegradable particulate (|S|)
Xp Concentration of non-biodegradable particulate (|S|)
Xj,0(j =
b, s, p, i)

Concentration flowing into the reactor (|S|)

Xt Total biomass (|S|)
kh Hydrolysis rate of insoluble organic compounds (hr−1)

kd Death coefficient (hr−1)
fp The fraction of dead biomass converted to non-

biodegradable particulate
(–)

t Time (hr−1)
βi Conversion efficiency from non-biodegradable par-

ticulates to readily biodegradable (soluble) sub-
strate,

(–)

αg Yield factor for growth of biomass (|S||S|−1)

µ(S) Specific growth rate model (hr−1)

µ(Ss) Specific growth rate model in the sludge integra-
tion unit

(hr−1)

µm Maximum specific growth rate (hr−1)
τ Residence time (hr)
χ Modelling parameter for the sludge integration

unit
(–)

Table 4.1: The definitions of the parameters (model two). Note, all concentration
are measured in units of |S|(COD).

R∗ Case Figure

0 <R∗ <R∗

3,6=0.3890 Case three Figure 4.4

R∗

3,6 <R∗ <R∗

6,5=0.4949 Case six Figure 4.5

R∗

6,5 <R∗ Case five Figure 4.6

Table 4.2: The generic behavior of the reactor as a function of the effective recycle
parameter.



4.4. Results 178

(a) S∗ (b) X∗

b

(c) X∗

s (d) X∗

p

(e) X∗

i

Figure 4.2: Steady-state diagrams showing the variation of dimensionless substrate
concentration (S∗), biomass concentration (X∗

b ), slowly biodegradable particulates
concentration (X∗

s ), non-biodegradable particulates concentration (X∗

p ) and partic-
ulate inert material concentration (X∗

i ) as a function of the dimensionless residence
time (τ ∗). The box denotes the location of the trans-critical bifurcation. The solid
and dotted lines represent stable and unstable solutions respectively. Parameter
value R∗ = 0.
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Figure 4.3: Steady state diagram for the chemical oxygen demand. Parameter value
R∗ = 0. The horizontal line correspond to a chemical oxygen demand removal
efficiency of 90%. The solid and dotted lines represent stable and unstable solutions
respectively. The square denotes the critical value for the residence time when the
washout solution becomes unstable.

(a) 0 ≤ τ∗ ≤ 5 (b) 0 ≤ τ∗ ≤ 250

Figure 4.4: Steady state diagram for the volatile suspended solids (case three).
Parameter values R∗ = 0, τ ∗cr = 1.2020. The horizontal line denotes the target
value of the volatile suspended solids. The square denotes the critical value for
the residence time when the washout solution becomes unstable. The solid and
dotted lines represent stable and unstable solutions respectively. Case three response
digram.
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(a) 0 ≤ τ∗ ≤ 1 (b) 0 ≤ τ∗ ≤ 1000

(c) 0 ≤ τ∗ ≤ 1000

Figure 4.5: Steady state diagram for the volatile suspended solids (case six). Pa-
rameter value R∗ = 0.45, τ ∗cr = 0.6611. The horizontal line denotes the target value
of the volatile suspended solids. The square denotes the critical value for the resi-
dence time when the washout solution becomes unstable. The solid and dotted lines
represent stable and unstable solutions respectively. Case six response digram.
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(a) 0 ≤ τ∗ ≤ 100 (b) 0 ≤ τ∗ ≤ 5

Figure 4.6: Steady state diagram for the volatile suspended solids (case five). Pa-
rameter value R∗ = 0.6, τ ∗cr = 0.4808. The horizontal line denotes the target value
of the volatile suspended solids. The square denotes the critical value for the resi-
dence time when the washout solution becomes unstable. The solid and dotted lines
represent stable and unstable solutions respectively. Case five response digram.

4.5 Discussion (R∗ 6= 0)

In this section we investigate the effect of the effective recycle parameter upon the

performance of the reactor.

4.5.1 The chemical oxygen demand

Figure 4.7(a) shows how the value of the residence time required to achieve a chemi-

cal oxygen demand efficiency of 10% (E∗

COD = 0.90) as a function of the value of the

effective recycle parameter. The value of the residence time (τ ∗) increases by 42.47

% from 3.6291, when there is no recycle (R∗ = 0), to 5.1702, when the effective

recycle parameter takes its maximum value (R∗ = 1).

The figure shows that there is a critical value of the effective recycle ratio (R∗

cr). If

the effective recycle ratio is smaller than the critical value (R∗<R∗

cr) then the value

of the residence time is a decreasing function of the effective recycle ratio
(

dτ∗

dR∗
<0
)

.
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If the effective recycle ratio is larger than the critical value (R∗>R∗

cr) then the value

of the residence time is an increasing function of the effective recycle ratio
(

dτ∗

dR∗
>0
)

which is unexpected behavior. Therefore increasing the effective recycle ratio is not

always reduce the chemical oxygen demand.

Figure 4.7(b) shows how the value of the residence time required to achieve the

chemical oxygen demand efficiency of 1% (E∗

COD = 0.99) as a function of the value

of the effective recycle parameter. The value of the residence time(τ ∗) decreases by

11.05 % from 192.0100, when there is no recycle (R∗ = 0), to 170.7909, when the

effective recycle parameter takes its maximum value (R∗ = 1). Note the value of the

residence time is always a decreasing function of the effective recycle ratio
(

dτ∗

dR∗
<0
)

.

In both cases the use of a settling unit has the potential to decrease the residence

time.

Note that the limiting value R∗ = 1 is not physically meaningful because the volatile

suspended solids approaches infinity, equation (4.39), even though the chemical oxy-

gen demand is finite.
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Figure 4.7: The residence time required to achieve the chemical oxygen demand
efficiency E = 0.9 and E = 0.99 as a function of the effective recycle parameter
(R∗).
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4.5.2 The volatile suspended solids

In this section we explore in greater detail the effect of the effective recycle parameter

(R∗) upon the value of the residence time at when the volatile suspended solids

concentration is equal to the target value.

4.5.2.1 Intersection points on the washout branch

We start by noting that the value of the residence time when the target value is

reached on the washout branch is given by equation (4.70). The value of the residence

time given by this equation is physically meaningful if the target value is lower than

the maximum value along the washout branch, which is found by substituting τ ∗ = 0

into equation (4.68), and greater than the value at the washout branch, which is

found by substituting τ ∗ = τ ∗cr in equation (4.68). It is not physically meaningful

when the intersection point is either negative or larger than the washout value.

4.5.2.2 Intersection point on the no-washout branch

We now investigate when there is an intersection point along the no-washout branch.

This happens when

VSS∗

nw =

(

1 +
fpk

∗

dτ
∗

1−R∗
+

(1− fp)k
∗

dτ
∗

1−R∗ + k∗

hτ
∗

)

X∗

b,nw +
X∗

s,0

1−R∗ + k∗

hτ
∗
+

X∗

p,0

1−R∗

+
X∗

i,0

1−R∗
= VSS∗

t , (4.71)

Rearranging equation (4.71) and using equations (4.26) and (4.33) to substitute

for the biomass concentration (X∗

b ) the intersection point is found to solve a cubic

equation of the residence time

aVSSτ
∗3 + bVSSτ

∗2 + cVSSτ
∗ + dVSS = 0, (4.72)
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where the coefficients are

aVSS = k∗

hk
∗

d

{

k∗

dfp + (1− k∗

d)
([

X∗

i,0 +X∗

p,0 +VSS∗

t (−1 +R∗)
]

[(1− fp)αg − 1]

−fp,
[

S∗

0 + αgX
∗

s,0

])}

,

bVSS = (1−R∗)
{[

VSS∗

t (1−R∗)−X∗

i,0 −X∗

p,0

]

{[{(1− fp)αg − 2} k∗

d + 1] k∗

h

+(1− k∗

d) k
∗

d}+
{[

1 + S∗

0 + αgX
∗

s,0

]

(1 + fp) k
∗

d − S∗

0 − αgX
∗

s,0

}

k∗

h

+
{[

S∗

0 +X∗

s,0

]

(−1 + k∗

d) + k∗

d

}

k∗

d

}

,

cVSS = (1−R∗)2
{[

S∗

0 +X∗

i,0 +X∗

p,0 − VSS∗

t (1−R∗)
]

(−1 + k∗

h + 2k∗

d)

+X∗

s,0 (2k
∗

d + k∗

hαg − 1) + k∗

h + 2k∗

d

}

,

dVSS = (1−R∗)3
{

1 + S∗

0 +X∗

i,0 +X∗

p,0 +X∗

s,0 − VSS∗

t (1−R∗)
}

.

For a given value of the effective recycle parameter, R∗, equation (4.72) is readily

solved to find the corresponding values for the intersection points. These values are

only physically meaningful if they are larger than the value of the residence time at

the trans-critical bifurcation point (τ ∗cr).

Information regarding the location of all intersection points is summarized in figure

4.8. In this figure the dotted line is the critical value for the residence time (τ ∗cr),

it is a linearly decreasing function of the effective recycle parameter-as shown by

equation (4.47). The dash line is the intersection point along the washout branch

equation is given by (4.70). This is only physically meaningful when it is lower than

the dotted line. The solid lines are the intersection points along the no-washout

branch equation, found from equation (4.72). These are only physically meaningful

when they are higher than dotted line.

For example, when R∗=0 there are three physically meaningful intersection points:

one on the washout branch (τ ∗i,w=0.5080) and two on the no-washout branch (τ ∗i,nw1=

1.2336) and (τ ∗i,nw2=193.6117). The corresponding steady-state digram is shown in



4.5. Discussion (R∗ 6= 0) 185

figure 4.4. When R∗=0.45 there are two physically meaningful intersection points,

one along the washout branch and two intersection points: one along the washout

branch (τ ∗i,w=0.5981 and one along the no-washout branch τ ∗i,nw1=0.6624). The cor-

responding steady-state digram is shown in figure 4.5. When R∗=0.6 there are no

physically meaningful intersection points. The corresponding steady-state digram

is shown in figure 4.6. Table 4.3 shows all the intersection points, including the

physically non-meaningful points. Observe that in figure 4.8(b) a solution asymp-

totes to the value τ ∗i,nw = ∞ as the effective recycle parameter approaches the value

R∗

3,6=0.3890 from below. This corresponds to the transition from case three to case

six. In figure 4.8(a) the value for the intersection point along the washout branch

is equal to the value of the residence time at the washout point when the effective

recycle parameter is 0.4949. This corresponds to the transition from case six to case

five.
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Figure 4.8: The values of the residence time where the the volatile suspended solids
concentration is equal to the target value as a function of the effective recycle pa-
rameter. The dotted line is the critical value for the residence time, the dash line is
the intersection point along the washout branch and the solid line is the intersection
point along the no-washout branch equation.

4.5.2.3 The transition from case three to case six (R∗

3,6=0.3890).

As discussed in the previous section case three (figure 4.4) happens when there

are three intersection points, one along the washout branch and two along the no-
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R∗ τ ∗cr τ ∗i,w τ ∗i,nw
0 1.2020 0.5080 1.2336, 193.6117, -0.300
0.45 0.6611 0.5981 0.6624, -0.1559, -836.0853
0.60 0.4808 0.6283 0.4788, -0.1116, -186.7135

Table 4.3: Different values of the effective recycle parameter, value of the critical
value of the residence time and the intersection points along the washout and the
no-washout branch.

washout branch. Case six (figure 4.5) happens when there are two intersection

points: one along the washout branch and one along the no-washout branch.

The transition from case three to case six occurs when the target value is equal to

the asymptotic value of the volatile suspended solids in the limit as the residence

time approaches infinity. In table 4.2 we stated that this transition occurred when

R∗

3,6 = 0.3890. This transition is shown graphically in figure 4.8(b) as the vertical

asymptote.

Figure 4.8(a) also shows that when the effective recycle parameter is larger than

the critical value R∗

3,6 = 0.3890 and lower than the value R∗

6,5=04949, there are two

physically meaningful intersection points: one on the washout branch and one on

the no-washout branch.

Setting the leading term of the asymptotic solution for the volatile suspended solids

at large residence time (4.62) equal to the target value we find that

R∗

3,6 =
VSS∗

t −X∗

i,0 − fpk
∗

da0

VSS∗

t

= 0.3890, (4.73)

where the coefficient a0 is given by equation (4.66).

When the effective recycle parameter is smaller than this value (R∗<R∗

3,6) then the

asymptotic value of the volatile suspended solids is below the target value VSS∗(τ ∗ =

∞)<VSS∗

t . In this case there are three intersection points: one along the washout

branch and two along the no-washout branch.

When the effective recycle parameter is larger than the critical value (R∗>R∗

3,6)

then the asymptotic value of the volatile suspended solids is larger than the target
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value VSS∗(τ ∗ = ∞)>VSS∗

t . In this case there are two intersection points (provided

that R∗

3,6<R∗<R∗

6,5): one along the washout branch and one along the no-washout

branch.

For case six the volatile suspended solids is always larger than the target value when

the value of the residence time is larger than the single intersection point on the

no-washout branch.

4.5.2.4 The transition from case six to case five (R∗

6,5=0.4949).

Case six (figure 4.5) happens when there are two intersection points, one along the

washout branch and one along the no-washout branch. Case five (figure 4.6) hap-

pens when there are no intersection points. The transition occurs when the value of

the volatile suspended solids at the trans-critical bifurcation is equal to the target

value (VSS∗(τ ∗cr) = VSS∗

t ).

Note that from equation (4.47) the value of the residence time at the trans-critical bi-

furcation is a linearly decreasing function of the effective recycle parameter (
dτ∗+
dR∗

<0).

It has a minimum value 0 when R∗ = 1.

Figure 4.8(a) shows the volatile suspended solids concentration at the trans-critical

bifurcation as a function of of the effective recycle parameter. When the effective

recycle ratio is sufficiently small (large) the value of the volatile suspended solids at

the intersection point is below (above) the critical value. The intersection point at

R∗ = R∗

6,5 ≈ 0.4949 denotes the transition from case six to case five. This intersec-

tion point is shown in figure 4.9.

From (4.47) the value of the residence time at the trans-critical bifurcation is given

by

τ ∗+ = (1−R∗)τ ∗cr(R
∗ = 0), (4.74)
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where

τ ∗cr(R
∗ = 0) =

b∗ +
√
b∗2 + 4ac∗

2a
,

a = [(S∗

0 + αgX
∗

s,0)− (1 + S∗

0 + αgX
∗

s,0)k
∗

d]k
∗

h,

b∗ = (1 + S∗

0)(k
∗

h + k∗

d) + k∗

hαgX
∗

s,0 − S∗

0 ,

c∗ = (1 + S∗

0).

To draw figure 4.9, we fixed the value for the effective recycle parameter and then

calculated the value of the trans-critical bifurcation using equation (4.74). This

value is then substituted into equation (4.68) to determine the corresponding value

for the volatile suspended solids.

Equating equation (4.68) to the target value and using equation (4.74) we find that

 0

 2

 4

 6

 8

 10

 12

 14

 16

 0  0.2  0.4  0.6  0.8  1

T
he

 v
ol

at
ile

 s
us

pe
nd

ed
 s

ol
id

s 
(τ

*=
τ*

cr
)

Effective recycle parameter

Cases 3 and 6 Case  5

Figure 4.9: The volatile suspended solids concentration at the trans-critical bi-
furcation as a function of of the effective recycle parameter (R∗). When R∗ =
R∗

6,5 = 0..4949, the volatile suspended solids is equal to the the target value
(VSS∗

t = 3.4510).
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the transition happens when

(1−R∗

6,5)
{

VSS∗

t (1−R∗

6,5) [1 + k∗

hτ
∗

cr(R
∗ = 0)]− (X∗

i,0 +X∗

p,0)
2 [1 + k∗

hτ
∗

cr(R
∗ = 0)]

+X∗

s,0

}

= 0,

⇒ R∗

6,5 = 1 or

⇒ R∗

6,5 =
(VSS∗

t − (X∗

i,0 +X∗

p,0)
2) [1 + k∗

hτ
∗

cr(R
∗ = 0)] +X∗

s,0

VSS∗

t [1 + k∗

hτ
∗

cr(R
∗ = 0)]

= 0.4949.

Note that the solution R∗

6,5 = 1 is invalid because equation (4.68) is not defined for

this value.

If the effective recycle parameter is smaller than the critical value of the effective

recycle parameter (R∗<R∗

6,5) then the volatile suspended solids at the trans-critical

bifurcation is smaller than the target value. If R∗

3,6<R∗<R∗

6,5 there are two inter-

section points one on the washout branch and one on the no-washout branch. The

volatile suspended solids steady-state diagram will be either case six or case three if

R∗<R∗

3,6. If the effective recycle parameter is larger than the critical value (R∗>R∗

6,5)

then the volatile suspended solids at the trans-critical bifurcation is larger than the

target value. There are no intersection points.

4.5.2.5 Summary of transitions

Figure 4.8 shows graphically where the transitions from case three to case six and

from case six to case five occur. Figure 4.8(b) shows the transition points from case

three six when (R∗

3,6=0.3890). Figure 4.8(a) shows the transition from case six to

case five when (R∗

6,5=0.4949).

4.5.2.6 The effect of partitioning the chemical oxygen demand

In section 4.5.2.4 we fond that if (R∗

3,6<R∗<R∗

6,5) then the volatile suspended solids

at infinity is larger than the target value. Therefore there is one physically mean-

ingful intersection point on the no-washout branch.
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If (R∗

6,5<R∗) then the volatile suspended solids at infinity is larger than the target

value. Therefore there is no physically meaningful intersection point on the no-

washout branch. Case six is undesirable because for realistic value of the residence

time the volatile suspended solids is larger than the target value.

Suppose that the chemical oxygen demand in the feed stream is fixed. Does the

critical value of the effective recycle parameter for the transition from case three to

case six R∗

3,6 depend upon how the chemical oxygen demand is partitioned into the

components S∗

0 and X∗

s,0? Examining equation (4.66) and (4.73) we see that the

critical value of the effective recycle parameter only depends upon the total chemi-

cal oxygen demand in the influent, not on the individual components (S∗

0 and X∗

s,0).

This result make sense because at large residence time almost all of the insoluble

substrate is converted to the soluble substrate, equation (4.35).

Substituting equation (4.66) for the coefficient a0 into equation (4.73). We have

R∗

3,6 =
VSS∗

t −X∗

i,0

VSS∗

t

− fpk
∗

dCOD∗

in(1− k∗

d)− k∗

d

VSS∗

tk
∗

d(1− k∗

d)(1− (1− fp)αg)
= 0.3890. (4.75)

Clearly the transition value R∗

3,6 is a decreasing function of the chemical oxygen

demand. We have COD∗

in(R
∗

3,6 = 0) =16.6164. Thus if the chemical oxygen demand

in the feed is larger than 16.6164 then case three can never occur. We only get case

six and case five which are undesirable. Figure 4.10 shows that the effective recycle

parameter R∗

3,6 is a decreasing function of the chemical oxygen demand in the feed.

Case three occurs when the chemical oxygen demand in the feed is lower than the

line. Case five happens when the chemical oxygen demand in the feed is higher than

the line.

If the wastewater is sufficiently polluted then it is impossible in practice to reduce

the volatile suspended solids below the target value.
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Figure 4.10: The effective recycle parameter R∗

3,6 as a function of the chemical
oxygen demand CODin .

4.5.2.7 Model simplification

If we assume that there is no inert material flowing in (X∗

i,0 = 0), which is a common

assumption in mathematical modeling, then from equation (4.73) we have

R∗

3,6 =
VSS∗

t − fpk
∗

da0
VSS∗

t

= 0.3893. (4.76)

Even if no inert material flows into the reactor it is generated inside the reactor by

the decay of biomass.

For the default parameter values the assumption that there is no inert material

flowing in has negligible effect on the value of the effective recycle parameter in

the transition from case six to three equation, if we compare equation(4.75) with

equation (4.76) we can see that the difference is only in the fourth decimal place.

If there is no inert material in the feed then the value of the chemical oxygen demand

in the feed at which the effective recycle parameter in the transition from case three

to case six is zero is COD∗

in(R
∗

3,6 = 0, X∗

i,0 = 0) =16.6207.

The value for the default values was COD∗

in(R
∗

3,6 = 0, X∗

i,0 = 0.0009) =16.6164. The

effect of the inert material in the feed is again negligible.

Note that in the basic model the degradation products from biomass decay are

ignored. This corresponds to setting (fp = 0). In this case (R∗

3,6 = 1).



4.5. Discussion (R∗ 6= 0) 192

4.5.2.8 The effect of changing the chemical oxygen demand in the feed

In the previous two sections we investigate the effect of changing the effective recycle

ratio (R∗) whilst the value for the chemical oxygen demand in the feed (COD∗

in) was

fixed. In this section we change the value of the chemical oxygen demand in the

feed (COD∗

in) to investigate how this effects the behavior. We write

S∗

0 = AS∗

0,old,

X∗

s,0 = AX∗

s,0,old,

COD∗

in = ACOD∗

in,old, (4.77)

where S∗

0,old and X∗

s,0,old are the values for the soluble and insoluble substrate used

in the previous section i.e. S∗

0,old=1.9961 and X∗

s,0,old=12.2133. The value of A is

0<A ≤ 1. We first note that as the chemical oxygen demand in the feed (COD∗

in) is

decreased there is a critical value below which the washout branch is stable for all

values of the residence time.

To find this critical value we substitute equation equation (4.77) into equation (4.51)

and rearrange to obtain

Acr =
1

COD∗

in,old

(

k∗

d

1− k∗

d

)

= 0.0072.

This means that if COD∗

in ≤ AcrCOD∗

in,old=0.0072(0.9105)=0.0066 then process fail-

ure occurs. We now investigate where the different volatile suspended solids steady-

state solution digrams occur as a function as the effective recycle ratio (R∗) and the

value of the chemical oxygen demand in the feed (though the parameter A).

The dotted vertical line in figure 4.11 represents the value Acr, below which process

failure automatically occurs. Line 1 in figure 4.11 shows where the volatile sus-

pended solids on the washout branch at zero residence time is equal to the target



4.5. Discussion (R∗ 6= 0) 193

value of the volatile suspended solids (VSS∗

w(τ
∗ = 0) = VSS∗

t ). The line marks

the transition from case one, where there are no intersection points and the volatile

suspended solids is smaller than the target value as shown in figure 4.12(a), to case

two, where there is one intersection point along the washout branch as shown in

figure 4.12(b).

Using equation (4.32) when the residence time is zero we obtain the formula for the

transition from case one to case two:

A12 =
VSS∗

t (1−R∗)−X∗

i,0

X∗

s,0,old

.

Line 2 in figure 4.11 shows the transition where the target value of the volatile

suspended solids is equal to the maximum value of the volatile suspended solids

along the no-washout branch (VSS∗

nw = VSS∗

t ). The line marks the transition from

case two, where there is one intersection point along the washout branch, as shown

in figure 4.12(b), to case three, where there are three intersection points; one along

the washout branch and two along the no-washout branch as shown in figure 4.12(c).

To find this transition, A23, we write G = VSS∗

nw − VSS∗

t and solve the system of

equation G = 0 and dG
dτ∗

=0.

Line 3 in figure 4.11 shows the transition where the volatile suspended solids along

the no-washout branch at infinite residence time is equal to the target value of the

volatile suspended solids (VSS∗

nw(τ
∗ = ∞) = VSS∗

t ). This line marks the transition

from case three, where there are three intersection points (one along the washout

and two along the no-washout branch) as shown in figure 4.12(c), to case six, where

there are two intersection points one along the washout and one along the no-

washout branch as shown in figure 4.12(d).

For the transition from case three to six we have
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A36 =
(1− k∗

d)[(1−R∗)VSS∗

t −X∗

i,0]{1− αg(1− fp)}+ fpk
∗

d

fp(1− k∗

d)[S
∗

0 + αgX∗

s,0]
.

Line 4 in figure 4.11 shows the transition where the volatile suspended solids along

the no-washout branch at the critical value of the residence time is equal to the

target value of the volatile suspended solids (VSS∗

nw(τ
∗ = τ ∗cr) = VSS∗

t ). The line

marks the transition from case six, where there are two intersection points one along

the washout and one along the no-washout branch as shown in figure 4.12(d), to

case five, where there is no intersection point as shown in figure 4.12(e).

For the transition from case six to five we have

A65 =
[VSS∗

t −X∗

i,0]{1 + k∗

hτ
∗

cr(R
∗ = 0)}

X∗

s,0

,

where τ ∗cr(R
∗ = 0) is defined in (4.48). For R∗ = 0 we have A65=1.8946.

In practice only regions one and two are acceptable.

In region three the volatile suspended solids along the no-washout branch is below

the target value if the residence time is larger than the highest intersection point.

In theory this looks desirable, but the value of the residence time at the intersection

point is too high for it be practical.

In region the volatile suspended solids along the no-washout branch is below the

target value when the residence time is larger than the trans-critical bifurcation

and smaller than the highest intersection point. The value of the chemical oxygen

demand in this region is very high, so this region is not of practical interest.

In region five the volatile suspended solids along the no-washout branch is above the

target value. Therefore, the volatile suspended solids along the no-washout branch

is always above the target value.
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Figure 4.11: The location of the volatile suspended solids steady-state digrams in
the effective recycle Parameter chemical oxygen demand parameter plane, where
COD∗

in = ACOD∗

in,old. The dotted line represent the minimum value A=0.0072.
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(a) Case one. Parameter values: R∗=0.1 and
A=0.1.

(b) Case two. Parameter values: R∗=0.2 and
A=0.3.

(c) Case three. Parameter values: R∗=0.4
and A=0.6.

(d) Case four. Parameter values: R∗=0.5 and
A=0.9.

(e) Case five. Parameter values: R∗=0.9 and
A=0.9.

Figure 4.12: Steady-state diagrams showing the volatile suspended solids as a func-
tion of the dimensionless residence time (τ ∗). The box denotes the location of the
trans-critical bifurcation. The solid and dotted lines represent stable and unstable
solutions respectively.The horizontal dash line denotes the target value of the volatile
suspended solids and the horizontal dotted line denotes the asymptotic value.
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4.6 Conclusion

In this chapter we made a seemingly minor modification to the model investigated

in chapter 2.

In this chapter when the biomass dies it gives non-biodegradable particulates and

slowly biodegradable substrate, whereas in chapter 2 when the biomass dies it gives

inert material and soluble substrate.

Initially we established some general mathematical results. Firstly, we reduced

the model from four equations to three equations. Secondly, we showed that the

solutions are always positive.

The washout branch corresponds to process failure and has to be avoided. We

showed that if the decay rate is sufficiently high (k∗

d ≥ 1), then the biomass must die

out (X∗

b (t
∗) → 0), which means that the washout solution is globally asymptoticly

stable.

We found two steady state solutions corresponding to washout and no-washout

branches. We established conditions under which the solutions are positive.

For practical applications we can assume that (k∗

d<1). In appendix C.3.4 we proved

that the no-washout branch is only physically meaningful when the decay coefficient

is sufficiently small

k∗

d<k∗

d,cr =
S∗

0 + αg,hX
∗

s,0

S∗

0 + αg,hX∗

s,0 + 1
=

COD∗

in

1 + COD∗

in

<1,

and the residence time is sufficiently large

τ ∗>τ ∗+ = (1−R∗)

[

b∗2 +
√

b∗22 + 4a2c∗2
2a2

]

>0.

When the no-washout branch is not physically meaningful, we showed the washout

solution is locally stable. We showed that when the no-washout branch is physically

meaningful then it is locally stable and the washout branch is not stable.
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We found asymptotic solutions for large residence times. We showed that for high

values of the residence time (τ ∗ ≫ 1), the steady state effluent concentration can

not be reduced below a limiting value (S∗ = k∗

d/(1 + k∗

d)). This is identical to the

basic model and our model in chapter 2.

When we investigated the volatile suspended solids as a function of the residence

time, for different values of the effective recycle ratio, we found that there are three

generic cases. In case three it is possible to ensure that the suspended solids are

below the target value by operating at sufficiently high residence times. However,

the required minimum value of the residence time is too large; the activated sludge

process in practice is operated at residence time for below these.

In case six it is only possible to ensure that the suspended solids are below the target

value by operating the reactor in a very restrictive range of residence times. Over

this range there is effectively no removal of chemical oxygen demand. Thus this

scenario is not of practical interest.

In case five for any value of the residence time the volatile suspended solids are

always above the target value.

In the biochemistry there is a minor change between this chapter and chapter 2.

However, this simple change has significant practical consequences. In chapter 2

if the effective recycle parameter is smaller than the effective recycle parameter in

the transition from case four to three then the response digram is desirable. In this

chapter it does not matter what the value for the effective recycle parameter is: in

practice the volatile suspended solids is always higher than the target value. This

means that a sludge reduction mechanism, such as a disintegration unit, is essential

to ensure desirable behavior.

Some of the results from this chapter have been published in a refereed conference

proceeding [6]. There were five hundred papers presented at this conference. We

were one of a handful of presenters invited to submit a paper to a special issue of a

journal [5].



Chapter 5

Reducing sludge formation by

increasing biomass

biodegradability

5.1 The effect of changing the decay coefficient

In chapter 3 we investigated the model from chapter 2 with the addition of a sludge

disintegration unit which kills the biomass. In this chapter we see what happens if

we increase the biomass decay coefficient inside the main reactor, does this improve

performance? Thus we investigate how changing the value of the biomass decay

coefficient (k∗

d) effects both the chemical oxygen demand and the sludge formation

within a bioreactor. We write

S∗

0 = AS∗

0,old,

X∗

s,0 = AX∗

s,0,old,

where S∗

0,old and X∗

s,0,old are the default values for the soluble and insoluble substrate.

The value of A is 0<A ≤ 1.

199
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5.2 Model one

For the model in chapter 2 we have S∗

0,old=1.9961 and X∗

s,0,old=145.0857.

5.2.1 The chemical oxygen demand

From chapter equation (2.60) the chemical oxygen demand is given by

COD∗

nw =
1−R∗ + k∗

dτ
∗

(1− k∗

d)τ
∗ − 1 +R∗

+
αg,hAX

∗

s,0,old

1−R∗ + k∗

hτ
∗
. (5.1)

We have

dCOD∗

nw

dk∗

d

=
τ ∗2

[(1− k∗

d)τ
∗ − 1 +R∗]2

>0.

Thus increasing the decay coefficient increases the chemical oxygen demand within

the bioreactor.

Figure 5.1 shows the dimensionless chemical oxygen demand as a function of the

residence time for three values of the decay coefficient. As the decay coefficient

increases it becomes increasingly difficult to achieve 90% removal of the chemical

oxygen demand. Note that the change in the value of the trans-critical bifurcation

is relatively small compared to the change in the value of residence time to remove

90% of the chemical oxygen demand. For example: when k∗

d=0.005 the dimensionless

residence time required to achieve a chemical oxygen demand efficiency of 90% is

3.0119 and the dimensionless residence time at the trans-critical bifurcation point

is τ ∗cr=1.1181, when k∗

d=0.3 the dimensionless residence time required to achieve a

chemical oxygen demand efficiency of 90% is 7.0444 and the value at the trans-critical

bifurcation point is τ ∗cr=1.6587 and when k∗

d=0.5 the dimensionless residence time

required to achieve a chemical oxygen demand efficiency of 90% is 316.5 and the value

at the trans-critical bifurcation point τ ∗cr=2.4670. The corresponding dimensional

values for the residence time at 90% of the chemical oxygen demand removed are
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0.6626, 1.5 and 69.6 days for k∗

d=0.005, 0.3 and 0.5 respectively.

From equation (2.80) the minimum value for the chemical oxygen demand occurs at

infinite residence time and it is given by

COD∗(τ ∗ = ∞) =
k∗

d

1− k∗

d

as (0 ≤ k∗

d< 1),

which is an increasing function of k∗

d. We can not achieve 90% of the chemical

oxygen demand removal if

COD∗(τ ∗ = ∞)>0.1ACOD∗

in,old.

This leads to a critical value for the decay rate.

k∗

d,critical =
0.1ACOD∗

in,old

1 + 0.1ACOD∗

in,old

= 0.5044.

If k∗

d>0.5044 then it is impossible to achieve a chemical oxygen demand efficiency

of 90%.

In conclusion, when the decay coefficient increases the chemical oxygen demand

inside the bioreactor increases. For sufficiently high values of the decay coefficient

it is impossible to achieve 90% chemical oxygen demand removal.

5.2.2 The volatile suspended solids

From equation (2.61) the concentration of volatile suspended solids is given by

VSS∗

nw =

(

1 +
fik

∗

dτ
∗

1−R∗

)

X∗

b,nw +
X∗

i,0

1−R∗
+

AX∗

s,0,old

1−R∗ + k∗

hτ
∗
, (5.2)

where X∗

b,nw is given by (2.57).

Figure 5.2 shows how the steady state diagram for the volatile suspended solids

as a function of the residence time depends upon the value of the effective recycle
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parameter and the decay rate.

Line 1 in figure 5.2 shows the transition where the target value of the volatile sus-

pended solids is equal to the maximum value of the volatile suspended solids along

the no-washout branch (VSS∗

nw = VSS∗

t ). This line marks the transition from case

two, where there is one intersection point along the washout branch, as shown in

figure 5.3(a), to case three, where there are three intersection points; one along the

washout branch and two along the no-washout branch as shown in figure 5.3(b). To

find this transition, k∗

d,23, we write G = VSS∗

nw − VSS∗

t (equation (2.61)) and solve

the system G = 0 and dG
dτ∗

=0. As this system has no analytic solution, it is solved

numerically.

Line 2 in figure 5.2 shows the transition where the volatile suspended solids along

the no-washout branch at the critical value of the residence time is equal to the

target value of the volatile suspended solids (VSS∗

nw(τ
∗ = τ ∗cr) = VSS∗

t ). This line

makes the transition from case three, where there are three intersection points (one

along the washout and two along the no-washout branch) as shown in figure 5.3(b),

to case four, where there is one intersection point along the no-washout branch, as

shown in figure 5.3(c).

To find this transition we equate equation (2.53) to the target value and set the

residence time equal to the critical value, equation (2.72). After some algebra the

formula for the transition from case three to four is given by:

k∗

d,34 =
Bm1 + Cm1

Dm1

,
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where

Bm1 =− VSS∗

t (1−R∗)
{

αg,hAX
∗

s,0,old + k∗

h +
{

AS∗

0,old +
[

AX∗

s,0,old + 2X∗

i,0

− (1−R∗) VSS∗

t ]αg,h} (1 + k∗

h)} ,

Cm1 =X∗

i,0

{

αg,hAX
∗

s,0,old + k∗

h + (1 + k∗

h)
[

X∗

i,0αg,h + ACOD∗

in,old

]}

+ A2X∗

s,0,oldCOD∗

in,old,

Dm1 =
[

AX∗

s,0,old +X∗

i,0 − (1−R∗) VSS∗

t

] {

ACOD∗

in,old + 1 +
[

X∗

i,0 − (1−R∗)

VSS∗

t ]αg,h} .

In the limiting case of perfect recycle we have

k∗

d,34(R
∗ = 1) =

Cm1

D∗

m1

,

where

D∗

m1 =
[

AX∗

s,0,old +X∗

i,0

] {

ACOD∗

in,old + 1 +X∗

i,0αg,h

}

.

Line 3 in figure 5.2 shows the transition where the volatile suspended solids along

the no-washout branch at infinite residence time is equal to the target value of the

volatile suspended solids (VSS∗

nw(τ
∗ = ∞) = VSS∗

t ). The line marks the transition

from case four, where there is one intersection point along the no-washout branch,

as shown in figure 5.3(c), to case five, where there are no intersection points, as

shown in figure 5.3(d). To find this transition we set equation (2.81) equal to the

target value. The transition from case four to five is given by:

k∗

d,45 =
AfiCOD∗

in,old + [(1−R∗)VSS∗

t −X∗

i,0](fsαg,s − 1)

AfiCOD∗

in,old + [(1−R∗)VSS∗

t −X∗

i,0](fsαg,s − 1) + fi
. (5.3)

Figure 5.4(a) shows a blow up of figure 5.2 showing that lines 2 and 3 intersect twice.

The intersection points are where k∗

d=0.9105 andR∗=0.7658, for the first intersection
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point, and where k∗

d=0.9193 and R∗=0.7691, for the second intersection point. This

leads to the formation of a new steady-state digram (figure 5.5). However, this

steady state digram is not of physical interest because the washout branch is always

stable for the given values of the decay rate and the effective recycle parameter.

From equation (2.47) when (A=1) there is a critical value of the decay coefficient

(k∗

d) above which the biomass die out.

k∗

d,cr2 =
ACOD∗

in,old

1 + ACOD∗

in,old

= 0.9105 ≤ k∗

d<k∗

d,cr3 =
AS∗

0,old

(1 + AS∗

0,old)fsαg,s

= 19.5488.

When (A=0.5) we have

k∗

d,cr2 =
ACOD∗

in,old

1 + ACOD∗

in,old

= 0.8358 ≤ k∗

d<k∗

d,cr3 =
AS∗

0,old

(1 + AS∗

0,old)fsαg,s

= 14.6567.

When (A=0.1) we have

k∗

d,cr2 =
ACOD∗

in,old

1 + ACOD∗

in,old

= 0.5044 ≤ k∗

d<k∗

d,cr3 =
AS∗

0,old

(1 + AS∗

0,old)fsαg,s

= 4.8823.

Figure 5.4(b) shows the location of the critical value for the decay rate coincide with

the first intersection point. The region of parameter space to the right of this line

is not of interest.

Figure 5.6 revises figure 5.2 to include the critical value of the decay coefficient, if

the decay coefficient is larger than the critical value then the washout solution is

globally stable i.e. the biomass die out which leads to process failure.

In figure 5.6 case two is desirable because the volatile suspended solids is above the

target value for all values of the residence time above the critical value, however this

case does not occur in practice. In both cases three and four there exists a critical

value of the residence time, if the residence time is above this critical value then the

volatile suspended solids is below the target value. These cases are good because

the critical value is small. However, once again these cases do not occur in practice.
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In practice the transition from case four to five, k∗

d,45, is the transition of interest

i.e. line 3.

Figure 5.7 shows the location of line 3 as a function of the value for A, the washout

solution is globally stable if the decay rate is larger than the value at the circles.

Rearranging equation (5.3) we have

R∗

4,5 =
VSS∗

t −X∗

i,0 − fik
∗

da0,old

VSS∗

t

,

where

a0,old =
AS∗

0,old(1− k∗

d)− k∗

d + αg,hAX
∗

s,0,old(1− k∗

d)

k∗

d(1− k∗

d)(1− fsαg,s)
>0.

We have

dR∗

4,5

dA
=

−fiCOD∗

in,old

VSS∗

t [1− fsαg,s]
<0,

and

dR∗

4,5

dk∗

d

=
fi

VSS∗

t [1− fsαg,s](1− k∗

d)
2
>0.

The former shows the more polluted the feed, the more likely we are to have case 5.
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Figure 5.1: Steady state diagram for the dimensionless chemical oxygen demand.
Parameter values R∗ = 0, A=1 and k∗

d=0.005 (left), 0.3 and 0.5 (right) respec-
tively. The dashed horizontal line correspond to a chemical oxygen demand removal
efficiency of 90%. Model one from chapter 2.

Figure 5.2: The location of the volatile suspended solids steady-state digrams in
the effective recycle parameter (R∗) - decay coefficient (k∗

d) parameter plane, where
A=1. The region inside the box is shown in figure 5.4.
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(a) Case two. Parameter values: R∗=0 and
k∗d=0.5.

(b) Case three. Parameter values: R∗=0.5 and
k∗d=0.1.

(c) Case four. Parameter values: R∗=0.6 and
k∗d=0.05.

(d) Case five. Parameter values: R∗=0.8 and
k∗d=0.01.

Figure 5.3: Steady-state diagrams showing the volatile suspended solids as a func-
tion of the dimensionless residence time (τ ∗). The box denotes the location of the
trans-critical bifurcation. The solid and dotted lines represent stable and unstable
solutions respectively.The horizontal dash line denotes the target value of the volatile
suspended solids and the horizontal dotted line denotes the asymptotic value.
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(a) (b)

Figure 5.4: The location of the volatile suspended solids steady-state digrams in
the effective recycle parameter (R∗) - decay coefficient (k∗

d) parameter plane, where
A=1. The solid, dash and dotted lines represent line 2, line 3 and k∗

d,cr respectively.

Figure 5.5: The volatile suspended solids steady-state digram as a function of the
dimensionless residence time (τ ∗), where k∗

d=0.9151 and R∗=0.7675. The solid and
dash lines represent the the washout and no-washout branches respectively. The
washout branch is always stable and the no-washout branch is always unstable.
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Figure 5.6: The location of the volatile suspended solids steady-state digrams in
the effective recycle parameter (R∗) - decay coefficient (k∗

d) parameter plane, where
A=1. The dotted vertical line shows the critical value of the decay coefficient (k∗

d,cr2).

Figure 5.7: The location of line 3 (transition from case 4 to case 5) in the effective
recycle parameter (R∗) - decay coefficient (k∗

d) parameter plane, where A=0.1, 0.5
and 1.
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5.2.3 Conclusion

If we increase the value of the decay rate inside the bioreactor then the value of the

effective recycle ratio at the transition from case 4 to case 5 increases. However,

as shown in figure 5.6 it is a very small increase. If we increase the decay rate too

much then the washout solution is globally stable which is undesirable. Therefore,

increasing the decay rate in the bioreactor is not a promising strategy to reduce

sludge formation in the bioreactor.

5.3 Model two

For the model in chapter 4 we have S∗

0,old=1.9961 and X∗

s,0,old=12.2133.

5.3.1 The chemical oxygen demand

From chapter 4, equation (4.38), the chemical oxygen demand is given by

COD∗

nw =
1−R∗ + k∗

dτ
∗

(1− k∗

d)τ
∗ − 1 +R∗

+
αgAX

∗

s,0,old + (1− fp)αgk
∗

dX
∗

b,nwτ
∗

1−R∗ + k∗

hτ
∗

, (5.4)

where X∗

bnw is given by (4.34).

Figure 5.8 shows the dimensionless chemical oxygen demand as a function of the res-

idence time for three values of the decay coefficient (A=1). As the decay coefficient

increases it becomes more difficult to achieve 90% removal of the chemical oxygen de-

mand. Note that the change in the value of the trans-critical bifurcation is relatively

small compared to the change in the value of residence time to remove 90% of the

chemical oxygen demand. For example when k∗

d=0.005 the dimensionless residence

time required to achieve a chemical oxygen demand efficiency of 90% is 3.0247 and

the dimensionless residence time at the trans-critical bifurcation point is τ ∗cr=1.1181,

when k∗

d=0.3 the dimensionless residence time required to achieve a chemical oxygen

demand efficiency of 90% is 9.3408 and the value at the trans-critical bifurcation
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point is τ ∗cr=1.6587 and when k∗

d=0.5 the dimensionless residence time required to

achieve a chemical oxygen demand efficiency of 90% is 478.3 and the value at the

trans-critical bifurcation point τ ∗cr=2.4670. The corresponding dimensional values

for the residence time at 90% of the chemical oxygen demand removed are 0.6654,

2.0550 and 105.2 days for k∗

d=0.005, 0.3 and 0.5 respectively.

From equation (4.61)the minimum value for the chemical oxygen demand occurs at

infinite residence time and it is given by

COD∗(τ ∗ = ∞) =
k∗

d

1− k∗

d

,

which is an increasing function of k∗

d. Thus we can not achieve 90% of the chemical

oxygen demand removal if

COD∗(τ ∗ = ∞)>0.1ACOD∗

in,old,

⇒ k∗

d,critical =
0.1ACOD∗

in,old

1 + 0.1ACOD∗

in,old

= 0.5044.

As this is the same value as for model one we include that if k∗

d>0.5044 then it is

impossible to achieve a chemical oxygen demand efficiency of 90%.

In conclusion when the decay coefficient increases the chemical oxygen demand inside

the bioreactor increases. For sufficiently high values of the decay coefficient it is

impossible to achieve 90% chemical oxygen demand removal.

5.3.2 The volatile suspended solids

From equation (4.39) the volatile suspended solids is given by

VSS∗

nw =

[

1 +
fpk

∗

dτ
∗

1−R∗
+

(1− fp)k
∗

dτ
∗

1−R∗ + k∗

hτ
∗

]

X∗

b,nw +
AX∗

s,0,old

1−R∗ + k∗

hτ
∗
+

X∗

p,0

1−R∗
+

X∗

i,0

1−R∗
,

(5.5)
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where X∗

b,NW is given by equation (2.57).

Figure 5.9 shows how the steady state diagram for the volatile suspended solids

as a function of the residence time depends upon the value of the effective recycle

parameter and the decay rate. Line 1 in figure 5.9 shows the transition where the

target value of the volatile suspended solids is equal to the maximum value of the

volatile suspended solids along the no-washout branch (VSS∗

nw(τ
∗ = ∞) = VSS∗

t ).

The line marks the transition from case three, where there are three intersection

points, one along the washout branch and two along the no-washout branch, as

shown in figure 5.10(a), to case six, where there are two intersection points, one

along the washout branch and one along the no-washout branch, as shown in figure

5.10(b). To find this transition we set equation (4.62) equal to the target value. The

transition from case three to six is given by:

k∗

d,36 =
AfpCOD∗

in,old + [(1−R∗)VSS∗

t − (X∗

i,0 +X∗

p,0)]{(1− fp)αg − 1}
AfpCOD∗

in,old + [(1−R∗)VSS∗

t − (X∗

i,0 +X∗

p,0)]{(1− fp)αg − 1}+ fp
.

(5.6)

In the limiting case of perfect recycle we have

k∗

d,36(R
∗ = 1) =

AfpCOD∗

in,old + [(X∗

i,0 +X∗

p,0)]{(1− fp)αg − 1}
AfpCOD∗

in,old + [(X∗

i,0 +X∗

p,0)]{(1− fp)αg − 1}+ fp
.

Figure 5.11(a) shows a blow up of figure 5.9 showing that lines 1 and 2 intersect

once. (This is different from the previous model where there are two intersection

points). The intersection point is where k∗

d=0.9105 and R∗=0.9997. This leads to

the formation of a new steady-state digram (figure 5.12). However, as before this

steady state digram is not of physical interest because the washout branch is always

stable for the given values of the decay rate and the effective recycle parameter.

From equation (4.51) when (A=1) there is a critical value of the decay coefficient
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(k∗

d) above which the biomass die out.

k∗

d<k∗

d,cr =
ACOD∗

in,old

1 + ACOD∗

in,old

= 0.9105.

When (A=0.5) we have k∗

d,cr=0.8358 and when (A=0.1) we have k∗

d,cr=0.5044.

Figure 5.11(b) shows the location of the critical value for the decay rate coincide

with the intersection point.

Figure 5.13 revises figure 5.9 to include the critical value of the decay coefficient,

if the decay coefficient is larger than the critical value then the washout solution is

globally stable i.e. the biomass die out which leads to process failure.

Figure 5.14 shows the location of line 1 as a function of the value for A, the washout

solution is globally stable if the decay rate is larger than its value at the circles.

Rearranging equation (5.6) we have

R∗

3,6 =
VSS∗

t −X∗

i,0 − fpk
∗

da0,old

VSS∗

t

,

where

a0,old =
AS∗

0(1− k∗

d)− k∗

d + αgAX
∗

s,0,old(1− k∗

d)

k∗

d(1− k∗

d)[1− (1− fp)αg]
.

We have

dR∗

3,6

dA
= −

fpCOD∗

in,old

VSS∗

t [1− (1− fp)αg]
<0,

and

dR∗

3,6

dk∗

d

=
fp

VSS∗

t [1− (1− fp)αg](1− k∗

d)
2
>0.

Line 2 in figure 5.9 shows the transition where the volatile suspended solids along the

no-washout branch at the critical value of the residence time is equal to the target
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value of the volatile suspended solids (VSS∗

nw(τ
∗ = τ ∗cr) = VSS∗

t ). This line makes

the transition from case six, where there are two intersection points (one along the

washout and one along the no-washout branch) as shown in figure 5.10(b), to case

five, where there are no intersection points, as shown in figure 5.10(c).

To find this transition we equate equation (4.32) to the target value and set the

residence time equal to the critical value, equation (4.48). After some algebra the

formula for the transition from case six to five is given by:

k∗

d,65 =
Bm2 + Cm2

Dm2

,

where

Bm2 =− VSS∗

t (1−R∗)
{

αgAX
∗

s,0,old + k∗

h +
{

AS∗

0,old +
[

AX∗

s,0,old + 2(X∗

i,0 +X∗

p,0)

− (1−R∗) VSS∗

t ]αg} (1 + k∗

h)} ,

Cm2 =(X∗

i,0 +X∗

p,0)
{

αgAX
∗

s,0,old + k∗

h + (1 + k∗

h)
[

(X∗

i,0 +X∗

p,0)αg + ACOD∗

in,old

]}

+ A2X∗

s,0,oldCOD∗

in,old,

Dm2 =
[

AX∗

s,0,old +X∗

i,0 +X∗

p,0 − (1−R∗) VSS∗

t

] {

ACOD∗

in,old + 1 +
[

X∗

i,0 +X∗

p,0

− (1−R∗) VSS∗

t ]αg} .
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Figure 5.8: Steady state diagram for the dimensionless chemical oxygen demand.
Parameter values R∗ = 0, A=1 and k∗

d=0.005 (left), 0.3 and 0.5 (right) respec-
tively. The dashed horizontal line correspond to a chemical oxygen demand removal
efficiency of 90%. Model two from chapter 4.

Figure 5.9: The location of the volatile suspended solids steady-state digrams in
the effective recycle parameter (R∗) - decay coefficient (k∗

d) parameter plane, where
A=1.
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(a) Case three. Parameter values: R∗=0 and
k∗d=0.5.

(b) Case six. Parameter values: R∗=0.4 and
k∗d=0.1.

(c) Case five. Parameter values: R∗=0.7 and
k∗d=0.05.

Figure 5.10: Steady-state diagrams showing the volatile suspended solids as a func-
tion of the dimensionless residence time (τ ∗). The box denotes the location of the
trans-critical bifurcation. The solid and dotted lines represent stable and unstable
solutions respectively.The horizontal dash line denotes the target value of the volatile
suspended solids and the horizontal dotted line denotes the asymptotic value.
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(a) (b)

Figure 5.11: The location of the volatile suspended solids steady-state digrams in
the effective recycle parameter (R∗) - decay coefficient (k∗

d) parameter plane, where
A=1. The solid, dash and dotted lines represent line 1, line 2 and k∗

d,cr respectively.

Figure 5.12: The volatile suspended solids steady-state digram as a function of the
dimensionless residence time (τ ∗), where k∗

d=0.9107 and R∗=0.9999. The solid and
dash lines represent the the washout and no-washout branches respectively. The
washout branch is always stable and the no-washout branch is always unstable.
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Figure 5.13: The location of the volatile suspended solids steady-state digrams in
the effective recycle parameter (R∗) - decay coefficient (k∗

d) parameter plane, where
A=1. The dotted vertical line shows the critical value of the decay coefficient (k∗

d,cr2).

Figure 5.14: The location of line 1 (transition from case 3 to case 6) in the effective
recycle parameter (R∗) - decay coefficient (k∗

d) parameter plane, where A=0.1, 0.5
and 1.
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5.3.3 Conclusion

If we increase the value of the decay rate inside the bioreactor then the value of the

effective recycle ratio at the transition from case 3 to case 6 increases. Although the

increase is more pronounced than in model one, it remains a relatively small increase.

If we increase the decay rate too much then the washout solution is globally stable

which is undesirable. Therefore, we again include that increasing the decay rate

in the bioreactor is not a promising strategy to reduce sludge formation in the

bioreactor.

5.4 Summary

In this chapter we investigated how increasing the decay rate effected the behavior

of model one and two. We also investigated changing the chemical oxygen demand

in the feed by writing the feed concentrations AS∗

0,old and AX∗

s,0,old, (0 ≤ A ≤ 1).

From previous chapters we know that there is a critical value of the decay rate, if the

decay rate is larger than the critical value then the washout solution is globally stable

i.e. the biomass die out which leads to process failure. We showed that increasing

the death rate makes achieving 90% chemical oxygen demand removal more difficult.

This is unsurprising because if we increase the death rate then the concentration of

biomass decreases.

We investigated the transition of the volatile suspended solids between desirable

and undesirable behavior in both models one and two. The overall behavior is very

similar. In both cases if the effective recycle parameter is larger that a critical value

then we have undesirable behavior. As we increase the decay rate the critical value

of the effective recycle parameter increases which is good, however the increase is

too small to be significant in practice.

We conclude that increasing the death rate in the bioreactor is not an effective way

to reduce sludge formation.



Chapter 6

Conclusions and suggestions for

future research

6.1 Conclusion

In this thesis we undertook detailed investigations of several mathematical models for

the activated sludge process, which is the most commonly used process for treating

sewage and industrial wastewater using air. The main aims of this thesis were to:

• Find the steady-state solutions corresponding to washout and no-washout

branches. The washout branch corresponds to process failure due to removal

of all the biomass (when X∗

b = 0). The no-washout branch is when the biomass

is present in the system.

• Determine the stability of the steady-state solutions.

• Use the stable steady-state solutions to investigate how the chemical oxygen

demand and the total volatile suspended solids depend upon the residence

time and the operation of a settling unit.

Our results provide insight into the activated sludge process. Here, we highlight the

main conclusion of each chapter and suggest possible extensions for future work.

220
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6.2 Thesis highlights

6.2.1 Background and method

The important concepts of the activated sludge process were explained in chapter

1. Due to environmental concerns regarding wastewater management, the activated

sludge process has become an increasingly popular method for treating sewage and

industrial wastewater. One drawback associated with this process is the production

of ‘sludge’. The expense for treating excess sludge can account for 50-60% of the

running costs of a plant [19, 31, 76]. We assume that a target value for the volatile

suspended solids has been set to be VSS = 12000mg l−1 [102].

Chapter 2 highlighted the mathematical methods that are used in this thesis. Stabil-

ity and bifurcation analyses were the main analytical techniques used to investigate

models. In order to simulate and plot the solutions, the software packages MAPLE

and GNUPLOT were used in chapters 2-5.

6.2.2 Model one

In chapter 2 we examined a simple extension of the standard model due to Chung

and Neethling[71]. This biochemical model has not previous been examined in de-

tail. In this model for the activated sludge process the influent contains a mixture

of soluble and slowly biodegradable particulate substrate. Within the bioreactor the

biodegradable particulate substrate is hydrolyzed to form soluble substrate. In turn

this is used for growth by the biomass which eventually decay to produce soluble

substrate in addition to inert material.

The system contains four differential equations, after simplification it reduced to

two different equations. We found two steady state solutions, corresponding to

washout and no-washout branches, and determined their stability as a function of

the residence time. The washout branch corresponds to process failure and has to

be avoided.
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We showed that if the decay rate is sufficiently high then the process failure is au-

tomatic. For values of the decay coefficient below this critical value there exists

a critical value of the residence time, corresponding to a trans-critical bifurcation.

Below this value process failure occurs, above this value the no-washout solution

branch is both physically meaningful and stable. From our expression for the solu-

tions along the no-washout branch we obtained asymptotic expressions in the limit

of high residence time.

The steady-state expressions were used to investigate how the reactor performance

depends upon process parameters. We examined both the chemical oxygen demand

in the reactor and the volatile suspended solids. Our main interest was the latter

and we investigated how it depends upon the effective recycle parameter, the to-

tal chemical oxygen demand in the feed and how the chemical oxygen demand in

the feed is partitioned between its two components. From our expression for the

solutions along the no-washout branch we obtained asymptotic expressions for the

chemical oxygen demand and the volatile suspended solids in the limit of high resi-

dence time.

For the default parameter values we found that there are five generic response di-

agrams for the steady-state concentration of volatile suspended solids. In case one

the target value is larger than the maximum value along the washout branch. Thus

there is no intersection point because the volatile suspended solids concentration in

the effluent is always below the target value; this case is not realistic. In case two

the target value is larger than the maximum value along the no-washout branch.

Thus there is only one intersection point, which is on the washout branch. This

is a good case to have because wherever we operate on the no-washout branch the

volatile suspended solid is guaranteed to be below the target value. In the third case

the target value is between the volatile suspended solids concentration at the trans-

critical bifurcation and the maximum value along the no-washout branch. Thus

there are three intersection points: one along the washout branch and two along the
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no-washout branch. The volatile suspended solids is lower than the target value if

the residence time is between the intersection point on the washout branch and the

first intersection point on the no-washout branch or larger than the second intersec-

tion point on the washout branch. In practice the residence time would need to be

larger than the second intersection point on the no-washout branch. In case four the

target value is larger than the asymptotic value along the no-washout branch and

smaller than the volatile suspended solids at the trans-critical bifurcation. There is

one intersection point, on the no-washout branch. We require the residence time to

be larger than the intersection value. In case five the target value is smaller than

both the value at the trans-critical bifurcation and the limiting value when the resi-

dence time approaches infinity. There are no intersection points. This is undesirable

because in case five the volatile suspended solids can never be reduced below the

target value. The final transition, from case four to case five, corresponded to the

asymptotic value of the volatile suspended solids at infinity increasing through the

target value

There are two non-generic cases. These are when we have two intersection points.

These happen when either the target value of the volatile suspended solid is equal

to the maximum value along the washout branch or it is equal to the value at the

trans-critical bifurcation.

The transition between case four and five is important, because the volatile sus-

pended solids concentration in cases one to four is either below the target value for

all values of the residence time or there is a critical value of the residence time, when

the residence time is larger than this critical value then the volatile suspended solids

is below the target. However, in case five the sludge content is always greater than

the target value. We have shown that there is a critical value of the effective recycle

parameter for the transition from case four to case five. If the recycle parameter is

larger than the critical value then the volatile suspended solids can not be reduced

below the target value. As we have found analytical expressions for our steady-state
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solutions, the critical value of the recycle parameter can be readily determined if the

target value is changed. We investigated how the location of this transition depends

upon the effective recycle parameter, the total chemical oxygen demand in the feed

and how the chemical oxygen demand in the feed is partitioned between its two

components.

6.2.3 Model one with a sludge disintegration unit

In chapter 3 we extended our model for the activated sludge process from chapter 2

to include a sludge disintegration unit. We used the extended model to investigate

how the mass of sludge produced by the activated sludge process can be reduced by

coupling the bioreactor used in the process to a sludge disintegration unit. This sys-

tem contains eight differential equations, four in the bioreactor and four equations

in the sludge disintegration unit. We assume that there are three disintegration

reactions in the sludge disintegration unit because there are three components that

are degraded. An important assumption is that the time scale for the sludge disin-

tegration reactions is quicker than the time scale for the biochemical processes.

This means that we can ignore the biochemistry in the sludge disintegration unit.

Therefore, the model for the sludge disintegration unit becomes a linear model.

We find two steady state solutions corresponding to washout and no-washout branches

and determined their stability as a function of the residence time. We showed that

as the value of the disintegration rate (γ) increases, the amount of sludge in the

bioreactor decreases. Following our analysis in chapter 2, we know that the transi-

tion from case four to case five is of great practical interest. Two forms of behavior

are found as the disintegration rate is increased. The transition between the two

types is governed by the volatile suspended solids value when the residence time

is infinity. This transition is independent of the disintegration rate (γ). Instead,

for a fixed value of the effective recycle parameter (R∗) there is a critical value of

the sludge disintegration factor (D). If the value of (D) is below the critical value,
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then the the sludge content is always above the target value. If the value of (D)

is sufficiently high then the sludge content is below the target value for sufficiently

large values of the residence time.

In conclusion a very important finding in this chapter is that for a fixed value of

the effective recycle parameter there is a critical value of the sludge disintegra-

tion factor (D). If the sludge disintegration factor is greater than the critical value

(D>Dcr) then the volatile suspended solids is guaranteed to be below the target

value (VSS∗<VSS∗

t ) if the residence time is larger than some critical value.

6.2.4 Model two

In chapter 4 the biochemistry from chapter 2 is changed so that the biomass decay

produces slowly biodegradable substrate in addition to non-biodegradable particu-

lates. This system contains five differential equations, rather than two in the basic

model. For analysis of the long term behavior the system of equations can be re-

duced to three.

We found two steady state solutions corresponding to washout and no-washout

branches and determined their stability as a function of the residence time. We

showed that if the decay rate is sufficiently high then process failure is automatic.

For values of the decay coefficient below this critical value there exists a critical

value of the residence time, corresponding to a trans-critical bifurcation. Below this

value process failure occurs, above this value the no-washout solution branch is both

physically meaningful and stable. From our expression for the solutions along the

no-washout branch we obtained asymptotic expressions in the limit of high residence

time.

The steady-state expressions were used to investigate how the reactor performance

depends upon process parameters. We examined the chemical oxygen demand in

the reactor and the volatile suspended solids. Our main interest was the latter and

we investigated how it depends upon the effective recycle parameter, the total chem-
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ical oxygen demand in the feed and how the chemical oxygen demand in the feed

is partitioned between its two components. From our expression for the solutions

along the no-washout branch we obtained asymptotic expressions for the chemical

oxygen demand and the volatile suspended solids in the limit of high residence time.

For the default parameter values we found that there are three generic response

diagrams for the steady-state concentration of volatile suspended solids. In the first

case (called case three to be consistent with our analyse of the model in chapter 2)

it is possible to ensure that the suspended solids are below the target value by op-

erating at a sufficiently high residence time. However, the required minimum value

of the residence time may be unpalatable in practice. In the second case (case six),

it is only possible to ensure that the suspended solids are below the target value by

operating the reactor in a very restrictive range of residence times. Over this range

there is effectively no removal of chemical oxygen demand. Thus this scenario is not

of practical interest. In the final case (case five) for any value of the residence time

the volatile suspended solids are always above the target value. The final transition,

from case four to case five, corresponds to the value of the volatile suspended solids

at the transcritical bifurcation increasing through the target value.

For the model considered in this chapter it seems inevitably, except for very dilute

wastewaters, that for practical values of the residence time that the steady-state

suspended solids will exceed the target value. When this happens plant operation

must cease, so that the sludge can be removed from the reactor. Is it possible to

prevent this from happening by operating a sludge disintegration unit in situ? We

investigated this possibility for the original Chung and Neethling model in chapter

3. In our future research we are going to attach a sludge disintegration unit and

apply the ideas used in chapter 3.

If we compare model one in chapter 2 and model two in chapter 4 we find that this

small change in the assumptions results in a large change in the behaviour of the

reactor. In model one when the biomass produces slowly biodegradable substrate,
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the volatile suspended solids in practice is below the target value when the effective

recycle parameter is smaller the the critical value for the transition from case four to

case five. However, in practice for model two the volatile suspended solids is always

above the target value.

6.2.5 Model one and two

In chapter 5 we investigated how increasing the decay rate effected the behavior of

the models used in chapter 2 and 4. We also investigated changing the chemical

oxygen demand in the feed by writing the feed concentrations in the form AS∗

0,old

and AX∗

s,0,old, (0 ≤ A ≤ 1).

For the models used in chapter 2 and 4 we know that there is a critical value of

the decay rate, if the decay rate is larger than the critical value then the washout

solution is globally stable, i.e. the biomass die out which leads to process failure.

Thus any benefit that is obtained in the performance of the activated sludge process

by increasing the decay rate may be limited as increasing it too much produces

process failure.

We showed that increasing the death rate makes achieving 90% chemical oxygen

demand removal more difficult. This is unsurprising because if we increase the

death rate then the concentration of biomass decreases.

We investigated the transition of the volatile suspended solids between desirable

and undesirable behavior in both models one and two. The overall behavior is very

similar. In both cases if the effective recycle parameter is larger that a critical value

then we have undesirable behavior. As we increase the decay rate the critical value

of the effective recycle parameter increases which is good, however the increase is

too small to be significant in practice.

We conclude that increasing the death rate in the bioreactor is not an effective way

to reduce sludge formation.
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6.2.6 Final thoughts

The models investigated in this thesis are much simpler than those developed by the

IWA [43]. They have the advantage that it is possible to obtain analytic expression

for the steady-state expressions. In turn these allow gain considerable insight to be

obtained into the generic behaviour of the models. It is hoped that these insights will

be informative in the study of the various IWAmodels, where analytic expressions for

the steady-states are unavailable and purely numerical techniques must be deployed.

A start on investigating ASM-1 using continuation methods is presented in [71].

6.3 Future work

In this thesis, we have gained a better understanding of the activated sludge process

through the analysis of simple models. However, there are some aspects of these

models that could be studied further.

6.3.1 Model one and two

In this thesis we investigated a process model which consisted of one biological

reactor connected to a settling unit which recycle material around the reactor.

A more realistic process model for future work is to have two bioreactors with three

settling units, as shown in figure 6.1. Settling unit 1 goes around the first bioreactor,

settling unit 2 goes around the second bioreactor and settling unit 3 goes around the

cascade. This configuration is more realistic and includes reactor setups such as the

Wuhrman process, which has two bioreactors and one settling unit, the Ludzack-

Ettinger process, which is a semi-aerobic activated sludge process, and the Modified

Ludzack-Ettinger process, which has two bioreactors and one settling unit with

recycle from the second bioreactor back to the first bioreactor [56].

Another possibility is to have the feed stream entering the second bioreactor, as
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Figure 6.1: A step feed cascade reactor containing two bioreactors with three settling
units.

shown in figure 6.2. (This configuration does not make sense if there is no recycle

around all the cascade.)

Figure 6.2: Two bioreactors with three settling units.

There are even more complicated extensions based around three bioreactors [56,

page 10].

6.3.2 Model one and two with a Sludge disintegration unit

We intend to investigating model two in chapter 4 with the attached of a sludge

disintegration unit. This was discussed in section 6.2.4.

After the reactor configuration in figure 6.1 has been analysed we aim to comprehen-

sively analyse the behavior of this process when the sludge disintegration is attached

either to the first bioreactor or the second bioreactor to see where it is best located.

This configuration is shown in figure 6.3.
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6.3.3 Further development

A simple dynamic model of a submerged membrane bioreactor has been recently de-

veloped that uses the standard model [81]. This model can be extended by replacing

the Monod model with the biochemistry of the Chung and Neethling model.

Figure 6.3: Two bioreactors with three settling units and two sludge disintegration
units.



Appendix A

Appendix for Chapter 2 (model

one)

A.1 Identifying when the no-washout branch is

physically meaningful

The no-washout branch is physically meaningful only when the substrate and cel-

mass concentrations are positive (S∗

nw ≥ 0 and X∗

b,nw ≥ 0). In this appendix we

show that this is only true when

k∗

d<
S∗

0 + αg,hX
∗

s,0

S∗

0 + αg,hX∗

s,0 + 1
=

COD∗

in

1 + COD∗

in

,

and

τ ∗>τ ∗+ = (1−R∗)

[

b∗ +
√
b∗2 + 4ac∗

2a

]

>0.
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A.1.1 The substrate concentration

First of all we investigate the condition for the substrate concentration to be positive,

i.e.

S∗

nw =
1−R∗ + k∗

dτ
∗

(1− k∗

d)τ
∗ − 1 +R∗

>0.

This requires the denominator to be positive

(1− k∗

d)τ
∗ − 1 +R∗>0. (A.1)

This is true when

τ ∗>τ ∗pm,1 =
1−R∗

1− k∗

d

,

and

0<k∗

d<1, (0 ≤ R∗<1).

(Note, in section 2.4.1.2 we showed that the washout solution is globally stable when

k∗

d>1).

A.1.2 The biomass concentration

Now we investigate the condition for the biomass concentration to be positive, ie.

X∗

b,nw =
(1 + S∗

nw)(S
∗

w − S∗

nw)

[S∗

nw − (1 + S∗

nw)fsαg,sk∗

d] τ
∗
>0.
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First, we consider the denominator and show that it is always positive.

We have

S∗

nw − (1 + S∗

nw)fsk
∗

dαg,s = (1 + S∗

nw)

[

S∗

nw

1 + S∗

nw

− fsk
∗

dαg,s

]

, note S∗

nw>0,

= (1 + S∗

nw)

[

1−R∗ + k∗

dτ
∗

τ ∗
− fsk

∗

dαg,s

]

,

=
1 + S∗

nw

τ ∗
[1−R∗ + (1− fsαg,s)k

∗

dτ
∗]>0,

where we have used the relationship that

S∗

nw

1 + S∗

nw

=
1−R∗ + k∗

dτ
∗

τ ∗
.

Recall that 0 ≤ R∗<1 and from equation (2.19) 0<fsαg,s<1.

Secondly, we consider the numerator. We require S∗

w>S∗

nw.

S∗

w = S∗

0 +
αg,hk

∗

hX
∗

s,0τ
∗

1−R∗ + k∗

hτ
∗
>

1−R∗ + k∗

dτ
∗

(1− k∗

d)τ
∗ − 1 +R∗

= S∗

nw>0.

Note, we can assume that (1− k∗

d)τ
∗ − 1 +R∗>0 as from equation (B.1) this is the

condition for the substrate concentration to be positive.

Cross multiplying we obtain a quadratic inequality

Q(τ ∗) = aτ 2∗ + bτ ∗ + c>0, where the coefficients are (A.2)

a = [(S∗

0 + αgX
∗

s,0)− (1 + S∗

0 + αg,hX
∗

s,0)k
∗

d]k
∗

h,

b = −(1−R∗)[(1 + S∗

0)(k
∗

h + k∗

d) + k∗

hαg,hX
∗

s,0 − S∗

0 ],

c = −(1−R∗)2(1 + S∗

0)<0.
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Note that the quadratic equation Q(τ ∗) defines value of τ ∗ at which the washout

and no-washout branches intersect, compare with equation (2.67).

We have three cases to consider depending upon the sign of the coefficient a.

a>0, a = 0 and a<0.

To find the values for τ ∗ where Q(τ ∗)>0, we first consider the equality

Q(τ ∗) = aτ 2∗ + bτ ∗ + c = 0. (A.3)

A.1.2.1 Case one a>0

When a>0 the quadratic equation (A.3) has solutions τ ∗
−

and τ ∗+ with τ ∗
−
<0<τ ∗+,

(because c<0).

Thus S∗

w>S∗

nw for τ ∗>τ ∗+. Hence the no-washout solution is physically meaningful

when

τ ∗>max(τ ∗+, τ
∗

pm,1).

The solution τ ∗+ is given by

τ ∗+ =
−b+

√
b2 − 4ac

2a
.

Note that the term b2 and −4ac both have a common factor of (1−R∗)2.

Hence

τ ∗+ =
−b+ (1−R∗)

√
b∗2 − 4ac∗

2a
,

= (1−R∗)

[

b∗ +
√
b∗2 + 4ac∗

2a

]

,

where

b∗ = (1 + S∗

0)(k
∗

h + k∗

d) + k∗

hαg,hX
∗

s,0 − S∗

0 ,
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c∗ = (1 + S∗

0).

Note that

τ ∗cr(R
∗ = 0) =

b∗ +
√
b∗2 + 4ac∗

2a
.

Hence

τ ∗+ = (1−R∗)τ ∗cr(R
∗ = 0).

The critical value of the residence time is a linearly decreasing function of the effec-

tive recycle parameter (
dτ∗+
dR∗

<0). It has a minimum value 0 when R∗ = 1.

Figure A.1 shows a sketch of Q(τ ∗). We now show that 0<τ ∗pm,1<τ ∗+.

By calculation we find that the value of the quadratic function Q(τ ∗) at τ ∗ = τ ∗pm,1

is given by

Q

(

τ ∗ =
1−R∗

1− k∗

d

)

=
(1−R∗)2

(1− k∗

d)
2
[k∗

d − k∗

h − 1]<0.

(Recall, we can assume that k∗

d<1). Thus τ ∗+>τ ∗pm,1.

Figure A.1: Sketch of the quadratic equation Q(τ ∗).

Hence we have shown for case one that the no washout solution is physically mean-
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ingful when τ ∗>τ ∗+ and a>0 i.e. when

k∗

d<
COD∗

in

1 + COD∗

in

= k∗

d,cr,∞.

This makes sense because if k∗

d>k∗

d,cr,∞ then we have shown that limt∗→∞ X∗

b (t
∗) = 0.

A.1.2.2 Case two a = 0

For a to be equal to zero we must have

S∗

0 =
k∗

d − (1− k∗

d)αg,hX
∗

s,0

1− k∗

d

. (A.4)

This case is only of interest when S∗

0>0. This implies that

k∗

d>(1− k∗

d)αg,hX
∗

s,0. (A.5)

The coefficient b in equation (A.2) is

b = (R∗ − 1)[(1 + S∗

0)(k
∗

h + k∗

d) + k∗

hαg,hX
∗

s,0 − S∗

0 ]. (A.6)

Substituting from (A.4) (S∗

0(1− k∗

d) = k∗

d − (1− k∗

d)αg,hX
∗

s,0) into (A.6) we find that

b = −(1−R∗)
[

(1− k∗

d)αg,hX
∗

s,0 + (S∗

0 + αg,hX
∗

s,0 + 1)k∗

h

]

<0.

When a = 0 the quadratic Q(τ ∗), equation (A.2), becomes a linear function.

Q(τ ∗) = bτ ∗ + c>0. (A.7)



A.1. Identifying when the no-washout branch is physically meaningful237

As b<0 and c<0 this gives

τ ∗<
−c

b
<0.

As a result, when a = 0 the no washout solution is never physically meaningful

because τ ∗ has to be negative.

A.1.2.3 Case three a<0

In this case we have

S∗

0(1− k∗

d)<k∗

d − (1− k∗

d)αg,hX
∗

s,0.

From equation (A.6) we have

b = (1−R∗)
[

S∗

0(1− k∗

d)− S∗

0k
∗

h − αg,hX
∗

s,0k
∗

h − k∗

d − k∗

h

]

.

b<− (1−R∗)
[

(1− k∗

d)αg,hX
∗

s,0 + (S∗

0 + αg,hX
∗

s,0 + 1)k∗

h

]

<0.

There are two sub-cases to consider depending upon the sign of the discriminant

b2 − 4ac.

If (b2 − 4ac<0), then inequality (A.2) is never satisfied, as Q(τ ∗)<0 (∀τ ∗) and

consequently X∗

b,nw is never physically meaningful. If the discriminant is positive

(b2 − 4ac>0), then equation (A.3) has two roots with τ ∗+<τ ∗
−
<0 (as a<0 and b<0).

Hence, X∗

b,nw is not physically meaningful for τ ∗>0. This means that when a<0 the

no washout solution is never physically meaningful.
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A.2 Summary

We conclude that the no-washout solution branch is only physically meaningful when

k∗

d<
S∗

0 + αg,hX
∗

s,0

S∗

0 + αg,hX∗

s,0 + 1
=

COD∗

in

1 + COD∗

in

,

and

τ ∗>τ ∗+ = (1−R∗)

[

b∗ +
√
b∗2 + 4ac∗

2a

]

>0.

Note that when τ ∗ = τ ∗+ then S∗

W = S∗

NW and τ ∗+ is a trans-critical bifurcation point.

A.3 Values of parameters

Typical parameter values are [23]: Ks = 5, 190 mg COD L−1, S0 = 10, 360 mg

COD L−1, Xi,0 = 2, 810 mg VSS L−1, Xs,0 = 22, 590 mg VSS L−1, fs = 0.8 g VSS

(g VSS)−1, kd = 0.015 day−1, kh = 1.1 day−1, αg = 0.03 mg VSS (mg COD)−1,

αh = 1.88 mg COD (mg VSS)−1, αS = 1.42 mg COD (mg VSS)−1, µm = 0.22

day−1.

Values of the residence time range from 5− 40 days.

This gives the following values for the dimensionless parameter groups:

S∗

0 = 1.996, X∗

s,0 = 145.0857, X∗

i,0 = 18.0475, k∗

d = 0.0682, k∗

h = 5, αg,h = 0.0564, αg,s =

0.0426,

COD∗

0 = 10.1788.



Appendix B

Appendix for Chapter 3 (Model

One with SDU)

B.1 Non-negativity of the solutions

In this appendix we show that all solution components in the model remain non

negative for non-negative initial conditions.

B.1.1 Non-negativity of solutions in the bioreactor

To show that the soluble substrate concentration is non negative (0 ≤ S∗), we

consider the value for the derivative dS∗

dt∗
when S∗ = 0. We have

dS∗

dt∗

∣

∣

∣

S∗=0
=

1

τ ∗
S∗

0 +
D

τ ∗
S∗

s + αg,hk
∗

hX
∗

s + fsαg,sk
∗

dX
∗

b>0,

as by assumption 0<S∗

0 , 0 ≤ S∗

s , 0 ≤ X∗

s and 0 ≤ X∗

b Thus the derivative is strictly

positive. This means that if S∗ = 0 then S∗ is increasing, so it can not become

negative.

239
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We now consider what happens when the biomass concentration is zero (X∗

b = 0).

We have

dX∗

b

dt∗

∣

∣

∣

X∗

b
=0

=
1

τ ∗
X∗

b,0 +
D

τ ∗
X∗

b,s ≥ 0,

as by assumption X∗

b,0 ≥ 0 and X∗

b,s ≥ 0. This means that X∗

b ≥ 0. Note that

if X∗

b,0>0 then 0<
dX∗

b

dt∗

∣

∣

∣

X∗

b
=0

= 1
τ∗
X∗

b,0,

if X∗

b,0 = 0 then
dX∗

b

dt∗

∣

∣

∣

X∗

b
=0

= 0, only if X∗

b,s = 0.

When the non-biodegradable particulates concentration is zero (X∗

i = 0), we have

dX∗

i

dt∗

∣

∣

∣

X∗

i =0
=

1

τ ∗
X∗

i,0 +
D

τ ∗
X∗

i,s + fik
∗

dX
∗

b ≥ 0,

as by assumption X∗

i,0 ≥ 0, X∗

i,s ≥ 0 and X∗

b ≥ 0.

When the biodegradable particulate substrate is zero (X∗

s = 0), we have

dX∗

s

dt∗

∣

∣

∣

X∗

s=0
=

1

τ ∗
X∗

s,0 +
D

τ ∗
X∗

s,s ≥ 0,

as by assumption X∗

s,0 ≥ 0 and X∗

s,s ≥ 0.
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B.1.2 Non-negativity of solutions in the sludge disintegra-

tion unit

We now show that the solutions in the sludge disintegration unit can never become

negative.

When the soluble substrate concentration is zero (S∗

s = 0), we have

dS∗

s

dt∗

∣

∣

∣

S∗

s=0
=

DV ∗

τ ∗
S∗ + ααg,sγ

∗

bX
∗

b,s + ααg,hγ
∗

sX
∗

s,s + βiααg,SDUγ
∗

i X
∗

i,s

+ χ
[

αh,gk
∗

hX
∗

s,s + fsαs,gk
∗

dX
∗

b,s

]

≥ 0,

as by assumption S∗ ≥ 0, X∗

b,s ≥ 0, X∗

s,s ≥ 0 and X∗

i,s ≥ 0.

When the biomass concentration is zero (X∗

b,s = 0), we have

dX∗

b,s

dt∗

∣

∣

∣

X∗

b,s
=0

=
DV ∗

τ ∗
X∗

b ≥ 0,

as by assumption X∗

b ≥ 0.

When the non-biodegradable particulates concentration is zero (X∗

i,s = 0), w have

dX∗

i,s

dt∗

∣

∣

∣

X∗

i,s=0
=

DV ∗

τ ∗
X∗

i + fp,sγ
∗

bX
∗

b,s + χ
[

fik
∗

dX
∗

b,s

]

≥ 0,

as by assumption X∗

i ≥ 0 and X∗

b,s ≥ 0.

When the biodegradable particulate substrate is zero (X∗

s,s = 0), we have

dX∗

s,s

dt∗

∣

∣

∣

X∗

s,s=0
=

DV ∗

τ ∗
X∗

s + (1− α− fp,s)γ
∗

bX
∗

b,s ≥ 0,

as by assumption X∗

s ≥ 0, X∗

b,s ≥ 0 and 1− α− fp,s>0 from (3.2).
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B.2 Physically Meaningful Solutions

The no-washout branch is physically meaningful only when the substrate and cell-

mass concentrations are positive (S∗

nw ≥ 0 and X∗

b,nw ≥ 0).

First of all we investigate the condition for the substrate concentration to be positive,

i.e.

S∗

nw =
(1−R∗ + k∗

dτ
∗)P +Dγ∗

b τ
∗

[R∗ − 1 + (1− k∗

d)τ
∗]P −Dγ∗

b τ
∗
>0.

This requires the denominator to be positive

[R∗ − 1 + (1− k∗

d)τ
∗]P −Dγ∗

b τ
∗>0, (B.1)

where

P = DV ∗ + γ∗

b τ
∗.

We obtain a quadratic inequality

QSnw
(τ ∗) = aτ 2∗ + bτ ∗ + c>0, where (B.2)

aQSnw
= (1− k∗

d)γ
∗

b>0,

bQSnw
= (R∗ − 1−D)γ∗

b + (1− k∗

d)DV ∗,

cQSnw
= (R∗ − 1)DV ∗<0.

If we have

QSnw
(0) = c<0.
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The coefficient aQSnw
>0. Therefore, the quadratic equation has solutions τ ∗

−
and τ ∗+

with τ ∗
−
<0<τ ∗+.

The solution τ ∗+ is given by

τ ∗+ =
−bQSnw

+
√

bQSnw

2 − 4aQSnw
cQSnw

2aQSnw

= 1.1664. (B.3)

Figure B.1 shows a sketch of QSnw
(τ ∗). The no washout solution is physically mean-

ingful when τ ∗>τ ∗+ .

Figure B.1: Sketch of the quadratic equation QSnw
(τ ∗).

Now we investigate the condition for the biomass concentration to be positive,

i.e.

X∗

b,nw =
−U

N
>0,

where the coefficients are

A = Hαg,hk
∗

h>0,

B = P (1−R∗ + k∗

dτ
∗) +Dγ∗

bτ
∗>0,

C = H(1−R∗ + k∗

hτ
∗) +Dαγ∗

s τ
∗>0,

E = P (R∗ − 1− (k∗

d − 1)τ ∗)−Dγ∗

bτ
∗>0 provided τ ∗>

P (1−R∗)

(1− k∗

d)P −Dγ∗

b

,



B.2. Physically Meaningful Solutions 244

F = G(1−R∗) +Dγ∗

i βiτ
∗>0,

G = DV ∗ + βiγ
∗

i τ
∗>0,

H = DV ∗ + αγ∗

sτ
∗>0,

J = (1− α− fp,s)D
2V ∗γ∗

bτ
∗>0 from (3.2),

K = {DV ∗[fik
∗

d(γ
∗

bτ
∗ +G) +Dfp,sγ

∗

b] + fik
∗

dγ
∗

bγ
∗

i βiτ
∗2}τ ∗>0,

L = (1− α− fp,s)αg,hγ
∗

s τ
∗>0,

M = αg,SDUγ
∗

i βifp,sτ
∗>0,

P = DV ∗ + γ∗

b τ
∗>0,

N =
1

CP

{

N1

FGH
+

N2

τ ∗

}

,

N1 = Dα{[Cγ∗

b (H(Gαg,s +M) +GL) +GJαg,hγ
∗

s ]F + CHKαg,SDUγ
∗

i βi},

N2 = τ ∗[Jαg,hk
∗

h + CPfsαg,sk
∗

d]− BC,

U = U1 + U2 + U3,

U1 =
S∗

0E − B

Eτ ∗
,

U2 = Dα

(

αg,hγ
∗

sX
∗

s,0

C
+

αg,SDUγ
∗

i βiX
∗

i,0

F

)

,

U3 =
Hαg,hk

∗

hX
∗

s,0

C
.

For the default values we have

X∗

b,nw(τ
∗) =

18.39584532τ ∗2 − 21.13355289τ ∗ − 1.170312500

(0.000513145τ ∗2 + 0.007915129τ ∗ + 0.001562500)(τ ∗233− 250)
,

The roots of the denominator are when

τ ∗ = 1.201759685 and− 0.05293762629.

Thus when τ ∗>1.201759685 the numerator is positive. The denominator is positive

when τ ∗>1.0730.
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Thus the biomass concentration is physically meaningful numerically when τ ∗>1.2018.

We found that the soluble substrate is physically meaningful when τ ∗>1.1664 and

the biomass is physically meaningful when τ ∗>1.2018. Thus for the default pa-

rameter values the no-washout solution is physically meaningful in chapter 3 for

τ ∗>1.2018. Using the default values we showed that the washout and the no-

washout solution branches have a zero eigenvalue in equations (3.76) and (3.79)

when τ ∗=1.2018. We further showed that the soluble substrate concentration along

the washout branch in equation (3.49) is equal to the soluble substrate concentration

along the no-washout branch in equation (3.62) when τ ∗=1.2018.

These calculations all confirm that the solutions are physically meaningful when

τ ∗>1.2018.

This all suggests that the critical condition for the no-washout branch to be physi-

cally meaningful is X∗

b,nw>0. However, the expression for X∗

b,nw is too complicated

to establish this analytically.

B.3 Values of parameters

Typical parameter values are [23]: Ks = 5, 190 mg COD L−1, S0 = 10, 360 mg

COD L−1, Xi,0 = 2, 810 mg VSS L−1, Xs,0 = 22, 590 mg VSS L−1, fs = 0.8 g VSS

(g VSS)−1, kd = 0.015 day−1, kh = 1.1 day−1, αg = 0.03 mg VSS (mg COD)−1,

αh = 1.88 mg COD (mg VSS)−1, αS = 1.42 mg COD (mg VSS)−1, µm = 0.22

day−1.

Values of the residence time range from 5− 40 days.

This gives the following values for the dimensionless parameter groups:

S∗

0 = 1.996, X∗

s,0 = 145.0857, X∗

i,0 = 18.0475, k∗

d = 0.068, k∗

h = 5, αg,h = 0.0564, αg,s =

0.0426,

COD∗

0 = 10.1788, V ∗ = 1, D = 0.1, α = 0.25, αg,SDU = 0.0426, βi = 0.2, γ∗

b = γ∗

i =

γ∗

s = γ = 0.1.
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Appendix for Chapter 4 (model

two)

C.1 Non-negativity of the solutions

In this section we show that all solution components in the model remain non neg-

ative for non-negative initial conditions.

C.1.1 Non-negativity of solutions in the bioreactor

To show that the soluble substrate concentration is non-negative (0 ≤ S∗), we

consider the value for the derivative dS∗

dt∗
when S∗ = 0. We have

dS∗

dt∗

∣

∣

∣

S∗=0
=

1

τ ∗
S∗

0 + αgk
∗

hX
∗

s ≥ 1

τ ∗
S∗

0>0,

as by assumption 0 ≤ S∗ and 0 ≤ X∗

s .

Thus the derivative is strictly positive. This means that if S∗ = 0 then S∗ is

increasing, so it can not become negative.

We now consider what happens when the biomass concentration is zero (X∗

b = 0).

246
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We have

dX∗

b

dt∗

∣

∣

∣

X∗

b
=0

=
1

τ ∗
X∗

b,0 ≥ 0,

as by assumption X∗

b,0 ≥ 0. This means that X∗

b ≥ 0. Note that if X∗

b,0>0 then

dX∗

b

dt∗

∣

∣

∣

X∗

b
=0

=
1

τ ∗
X∗

b,0>0,

if X∗

b,0 = 0 then

dX∗

b

dt∗

∣

∣

∣

X∗

b
=0

= 0.

In the latter case the plane X∗

b=0 is invariant.

When the slowly biodegradable particulates concentration is zero (X∗

s = 0), we have

dX∗

s

dt∗

∣

∣

∣

X∗

s=0
=

1

τ ∗
X∗

s,0 + (1− fp)k
∗

dX
∗

b ≥ 0,

as by assumption X∗

s,0 ≥ 0 and X∗

b ≥ 0.

When the non-biodegradable particulates concentration is zero (X∗

p = 0), we have

dX∗

p

dt∗

∣

∣

∣

X∗

p=0
=

1

τ ∗
X∗

p,0 + fpk
∗

dX
∗

b ≥ 0,

as by assumption X∗

p,0 ≥ 0 and X∗

b ≥ 0.

When the particulate inert material is zero (X∗

i = 0), we have

dX∗

i

dt∗

∣

∣

∣

X∗

i =0
=

1

τ ∗
X∗

i,0 ≥ 0,

as by assumption X∗

i,0 ≥ 0. This means that X∗

i ≥ 0. Note that if X∗

i,0>0 then

dX∗

i

dt∗

∣

∣

∣

X∗

i =0
=

1

τ ∗
X∗

i,0>0,
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if X∗

i,0 = 0 then

dX∗

i

dt∗

∣

∣

∣

X∗

i =0
= 0.

In the latter case the plane X∗

i =0 is invariant.

C.2 Global stability of the washout solution

C.2.1 The case R∗ = 0

In this section we show that when R∗ = 0 there is a critical value k∗

d,cr<1, such that

if k∗

d ≥ k∗

d,cr then limτ∗→∞ X∗

b = 0.

We first show that the value of the composite variable (S∗ +X∗

b +X∗

s ) is bounded.

Let

Z∗ = S∗ +X∗

b +X∗

s .

Then

dZ∗

dt∗
=

dS∗

dt∗
+

dX∗

b

dt∗
+

dX∗

s

dt∗
,

=
1

τ ∗
(S∗

0 +X∗

b,0 +X∗

s,0 − Z∗) + (αg − 1)k∗

hX
∗

s − fPk
∗

dX
∗

b ,

=
1

τ ∗
(S∗

0 +X∗

b,0 +X∗

s,0 − Z∗)− ((1− αg)k
∗

hX
∗

s + fPk
∗

dX
∗

b ),

≤ 1

τ ∗
(S∗

0 +X∗

b,0 +X∗

s,0 − Z∗) as αg ≤ 1.

Solving the equation we have

Z∗ ≤ B

A
+ e−At∗

(

Z0 −
B

A

)

,
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where A = 1
τ∗

and B =
S∗

0+X∗

s,0+X∗

b,0

τ∗
.

By taking limτ∗→∞ we deduce that

0 ≤Z∗ ≤ B

A
,

≤ S∗

0 +X∗

s,0 +X∗

b,0.

We assume that X∗

b,0 = 0. So

Z∗ ≤ S∗

0 +X∗

s,0,

⇒ S∗ +X∗

b +X∗

s ≤ S∗

0 +X∗

s,0.

In particular

S∗ ≤ S∗

0 +X∗

s,0. (C.1)

This gives the bound

S∗

1 + S∗
≤

S∗

0 +X∗

s,0

1 + S∗

0 +X∗

s,0

.

We now consider the biomass equation.

dX∗

b

dt∗
=

[−1

τ ∗
+

S∗

1 + S∗
− k∗

d

]

X∗

b .

From equation (C.1) we have

dX∗

b

dt∗
≤
[−1

τ ∗
+

S∗

0 +X∗

s,0

1 + S∗

0 +X∗

s,0

− k∗

d

]

X∗

b ,
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if

k∗

d ≥
S∗

0 +X∗

s,0

1 + S∗

0 +X∗

s,0

,

then X∗

b → 0. From now on we assume that

k∗

d<
S∗

0 +X∗

s,0

1 + S∗

0 +X∗

s,0

,

Consider the values k∗

d<
S∗

0+αgX
∗

s,0

1+S∗

0+αgX
∗

s,0
and k∗

d2<
S∗

0+X∗

s,0

1+S∗

0+X∗

s,0
, with 0<αg ≤ 1.

It follows that k∗

d<k∗

d2 because αgX
∗

s,0<X∗

s,0.

C.3 When is the no-washout branch physically

meaningful

The no-washout branch is physically meaningful only when the substrate and cell-

mass concentrations are positive (S∗

nw ≥ 0 and X∗

b,nw ≥ 0). We have

S∗

nw =
1−R∗ + k∗

dτ
∗

R∗ − 1 + (1− k∗

d) τ
∗
,

X∗

b,nw =
(aS∗2

nw + bS∗

nw + c)[R∗ − 1 + (1− k∗

d)τ
∗]

(a1τ ∗2 + b1τ ∗ + c1)τ ∗
, (C.2)

where the coefficients are

a = 1−R∗ + k∗

hτ
∗>0, (C.3)

b = (1−R∗)(1− S∗

0) + (1− S∗

0 − αgX
∗

s,0)k
∗

hτ
∗, (C.4)

c = (R∗ − 1)S∗

0 − (S∗

0 + αgX
∗

s,0)k
∗

hτ
∗<0, (C.5)

a1 = ((1− fp)αg − 1) k∗

hk
∗

d<0, (C.6)

b1 = (R∗ − 1)(k∗

h + k∗

d)<0, (C.7)

c1 = −(1−R∗)2<0. (C.8)
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We first investigate the condition for the substrate concentration to be positive, i.e.

S∗

nw =
1−R∗ + k∗

dτ
∗

R∗ − 1 + (1− k∗

d)τ
∗
>0.

This requires the denominator to be positive

R∗ − 1 + (1− k∗

d)τ
∗>0. (C.9)

This is true when

τ ∗>τ ∗pm,1 =
1−R∗

1− k∗

d

, (C.10)

where we also require

0<k∗

d<1. Recall that (0 ≤ R∗<1).

We now investigate the condition for the biomass concentration to be positive. We

write the biomass concentration in the form

X∗

b,nw =
Q(S∗

nw)

B(τ ∗)
· Aa

τ ∗
>0,

Aa = [R∗ − 1 + (1− k∗

d)τ
∗],

B(τ ∗) = (a1τ
∗2 + b1τ

∗ + c1)τ
∗,

Q(S∗

nw) = aS∗2
nw + bS∗

nw + c.

Note that inequality (C.10) establishes that Aa> 0.

We now note that from equations (C.6)-(C.8) the coefficients a1, b1 and c1 are all

negative. As we need only consider positive values for the residence time (τ ∗>0) we

conclude that the quadratic function B(τ ∗) is negative.
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Thus the condition for the biomass concentration to be positive is

Q(S∗

nw)<0.

We now consider the quadratic function

Q(S∗

nw) = aS∗2
nw + bS∗

nw + c,

where the coefficients are defined in equations (C.3)-(C.5). We have

Q(S∗

nw = 0) = c<0.

As a > 0 the quadratic equation Q has real solutions

S∗

nw = S∗

nw,−<0 and S∗

nw = S∗

nw,+>0.

As only positive values for S∗

nw are physically meaningful, the condition for the

biomass concentration to be positive is given by

0 ≤ S∗

nw ≤ S∗

nw,+ =
−b+

√
b2 − 4ac

2a
.

Substituting for the steady-state soluble substrate concentration, equation (C.2), we

find, after some algebra,

X∗

b,nw =
−Q(τ ∗)

B(τ ∗)Aa

>0,

where

Q(τ ∗) = a2τ
∗2 + b2τ

∗ + c2, (C.11)

a2 = [(1− k∗

d)(S
∗

0 + αgX
∗

s,0)− k∗

d]k
∗

h,
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b2 = −(1−R∗)[(S∗

0 + αgX
∗

s,0)k
∗

h − (1− k∗

d)S
∗

0 + k∗

d + k∗

h],

c2 = −(1−R∗)2(1 + S∗

0).

Note that the polynomial Q(τ ∗) is not identical to the polynomial Q(S∗

nw).

The condition for the biomass concentration to be positive (as B(τ ∗)<0) is given by

Q(τ ∗) = a2τ
∗2 + b2τ

∗ + c2>0.

Note that

Q(τ ∗ = 0) = c2<0. (C.12)

Note that the quadratic equation Q(τ ∗) defines value of τ ∗ at which the washout

and no-washout branches intersect, compare with equation (4.44).

We have three cases to consider a2>0, a2 = 0 and a2<0.

C.3.1 Case one a2>0

When a2>0 the quadratic equation has roots τ ∗ = τ ∗
−
<0 and τ ∗ = τ ∗+>0. We have

not yet considered inequality (C.10).

Calculation shows that

Q(τ ∗ = τ ∗pm,1) = Q1 =
(k∗

d − k∗

h)[1 +R∗(R∗ − 2)]− (R∗ − 1)2

(1− k∗

d)
2

.

Now

Q

(

τ ∗ =
1−R∗

1− k∗

d

)

=
(1−R∗)2

(1− k∗

d)
2
[k∗

d − k∗

h − 1]<0.
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(Recall, we can assume that k∗

d<1). Thus τ ∗+>τ ∗pm,1.

From this we deduce that

0<τ ∗pm,1<τ ∗+.

Thus the no-washout branch is physically meaningful when

τ ∗ ≥ τ ∗+ =
−b2 +

√

b22 − 4a2c2
2a2

,

a2>0.

Note that the term b21 and −4a2c2 both have a common factor of (1−R∗)2.

Hence

τ ∗+ =
−b2 + (1−R∗)

√

b∗22 − 4a2c∗2
2a2

,

= (1−R∗)

[

b∗2 +
√

b∗22 + 4a2c∗2
2a2

]

,

where

b∗2 = (1 + S∗

0)(k
∗

h + k∗

d) + k∗

hαgX
∗

s,0 − S∗

0 ,

c∗2 = (1 + S∗

0).

Note that

τ ∗cr(R
∗ = 0) =

b∗2 +
√

b∗22 + 4a2c∗2
2a2

.

Hence

τ ∗+ = (1−R∗)τ ∗cr(R
∗ = 0).
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The critical value of the residence time is a linearly decreasing function of the effec-

tive recycle parameter (
dτ∗+
dR∗

<0). It has a minimum value 0 when R∗ = 1.

Figure C.1 shows a sketch of Q(τ ∗). We now show that 0<τ ∗pm,1<τ ∗+.

Hence we have shown for case one that the no washout solution is physically mean-

ingful when τ ∗>τ ∗+ and a>0 i.e. when

k∗

d<
COD∗

in

1 + COD∗

in

= k∗

d,cr,∞.

This makes sense because if k∗

d>k∗

d,cr,∞ then we have shown that limt∗→∞ X∗

b (t
∗) = 0.

Figure C.1: Sketch of the quadratic equation Q(τ ∗).

Note there is a small gap in our analysis. We have shown in this section that if

k∗

d>k∗

d2 =
S∗

0 +X∗

s,0

1 + S∗

0 +X∗

s,0

,

then the no-washout solution is never physically meaningful. We therefore expect

that we have limt∗→∞ X∗

b (t
∗) = 0.

However, we only showed that the washout solution is globally stable when

k∗

d>k∗

d,cr,∞ =
COD∗

in

1 + COD∗

in

,
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for the case when there is no recycle.

We now show that the biomass is not physically meaningful if we have cases two

and three (a2 ≤ 0).

C.3.2 Case two a2 = 0

For a2 to be equal to zero we must have

S∗

0 =
k∗

d − (1− k∗

d)αgX
∗

s,0

1− k∗

d

. (C.13)

This case is only of interest when S∗

0>0. This implies that

k∗

d>(1− k∗

d)αgX
∗

s,0. (C.14)

The coefficient b2 in equation (C.11) is

b2 = −(1−R∗)[(S∗

0 + αgX
∗

s,0)k
∗

h − (1− k∗

d)S
∗

0 + k∗

d + k∗

h], (C.15)

Substituting from (C.13) (S∗

0(1−k∗

d) = k∗

d− (1−k∗

d)αgX
∗

s,0) into (C.15) we find that

b2 = −(1−R∗)
[

(1− k∗

d)αgX
∗

s,0 + (S∗

0 + αgX
∗

s,0 + 1)k∗

h

]

<0.

When a2 = 0 the quadratic Q(τ ∗), equation (C.11), becomes a linear function.

Q(τ ∗) = b2τ
∗ + c2>0. (C.16)

As b2<0 and c2<0 this gives

τ ∗<
−c2
b2

<0.
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As a result, when a2 = 0 the no washout solution is never physically meaningful

because the residence time (τ ∗) has to be negative.

C.3.3 Case three a2<0

In this case we have

S∗

0(1− k∗

d)<k∗

d − (1− k∗

d)αgX
∗

s,0. (C.17)

From equation (C.15) we have

b2 = (1−R∗)
[

S∗

0(1− k∗

d)− S∗

0k
∗

h − αgX
∗

s,0k
∗

h − k∗

d − k∗

h

]

.

Using equation (C.17) this gives

b2<− (1−R∗)
[

(1− k∗

d)αgX
∗

s,0 + (S∗

0 + αgX
∗

s,0 + 1)k∗

h

]

<0.

There are two sub-cases to consider depending upon the sign of the discriminant b22−

4a2q0. If (b
2
2−4a2q0<0), then inequality (C.11) is never satisfied as Q(τ ∗)<0 (∀τ ∗).

(Recall that Q(0)<0.)

Consequently X∗

b,nw is never physically meaningful. If the discriminant is positive

(b22 − 4a2q0>0), then equation (C.12) has two roots with τ ∗+<τ ∗
−
<0 (as a2<0 and

b2<0). Hence, X∗

b,nw is not physically meaningful for τ ∗>0. This means that when

a2<0 the no washout solution is never physically meaningful.

C.3.4 Summary

We conclude that the no-washout solution branch is only physically meaningful when

the decay coefficient is sufficiently small
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k∗

d<
S∗

0 + αgX
∗

s,0

S∗

0 + αgX∗

s,0 + 1
=

COD∗

in

1 + COD∗

in

,

and the residence time is sufficiently large

τ ∗>τ ∗+ = (1−R∗)

[

b∗2 +
√

b∗22 + 4a2c∗2
2a2

]

>0.

C.4 Values of parameters

Typical dimensional parameter values are [103]. Note that: |S| = mg CODL−1.

Ks=5,190 |S|, S0=10,360 |S|, Xb,0=0 |S|, Xi,0=3 |S|, Xp,0=0 |S|, Xs,0=42,469.20

|S|, fp=0.08, kd=0.015, kh=1.1 day−1, αg=0.67, µm=0.22 day−1.

The dimensionless parameter values are: S∗

0=1.9961, X∗

b,0=0, X∗

i,0=0.0009, X∗

p,0=0,

X∗

s,0=12.2133, fp=0.08, k∗

d=0.0682, k∗

h=5.
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