
2382 VOLUME 125M O N T H L Y W E A T H E R R E V I E W

q 1997 American Meteorological Society

The Canadian MC2: A Semi-Lagrangian, Semi-Implicit Wideband Atmospheric Model
Suited for Finescale Process Studies and Simulation
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ABSTRACT

This paper attempts to document the developmental research and early mesoscale results of the new fully
nonhydrostatic atmospheric model called MC2 (mesoscale compressible community). Its numerical scheme is
the semi-implicit semi-Lagrangian approach conceived and demonstrated by Tanguay, Robert, and Laprise. The
dominant effort required to become a full-fledged mesoscale model was to connect it properly to a full-scale
and evolving physics package; the enlarged scope of a package previously dedicated to hydrostatic pressure
coordinate-type models posed some new questions. The one-way nesting is reviewed and particularly the self-
nesting or cascade mode; the potential implication of this mode is explored with a stand-alone forecast experiment
and related to the other existing approach employing hemispheric or global variable meshes. One of the strong
assets of MC2 is its growing community of users and developers. To demonstrate the wideband characteristic
of MC2, that is, its applicability to a large range of atmospheric flows, two very different cases are studied: an
Atlantic winter East Coast cyclogenesis (meso-a scale, mostly hydrostatic) and a local (meso-g scale, partly
nonhydrostatic) downslope windstorm occuring over unexpectedly modest topography (Cape Breton Highlands
of Nova Scotia, Canada).

1. Introduction

Progress in the quality of atmospheric modeling of
significant weather events results from advancement in
the use of more accurate sets of governing equations
(both the continuous forms and the numerical discret-
ization), as well as from more precise observations to
define the boundary conditions for the models.

About 20 years ago, Tapp and White (1976) pioneered
a category of implicit methods, which is one way to
reconcile higher accuracy of model equations with the
long time steps suitable for mesoscale model integra-
tions. The other main avenue toward efficient nonhy-
drostatic models was that of Klemp and Wilhelmson
(1978), who used time splitting with a semi-implicit
scheme to handle the acoustic waves but remained ex-
plicit for all other wave types. Tanguay et al. (1990,
TRL hereafter) have demonstrated the feasibility and
efficiency of NWP integrations based on a nonhydros-
tatic model governed by the fully compressible Euler
equations, also called the Navier–Stokes equations. The
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Euler equations include the full time derivatives of all
three components of velocity as well as the complete
continuity equation. Therefore they are applicable to the
simulation of an extremely wide spectrum of atmo-
spheric motions. In view of the large disparity—two to
three orders of magnitude—between the 1-s time step
needed with an explicit scheme for the vertically prop-
agating acoustic waves in a 350-m vertical mesh size
and the O(1000)-s time step used by current operational
NWP hydrostatic models having a similar vertical res-
olution, it is obvious that TRL’s major contribution is
the efficiency of the numerical scheme that they de-
veloped in order to solve the compressible governing
equations.

The MC2 (mesoscale compressible community) mod-
el is the ultimate model inherited from Robert before
his death in November 1993; it is probably the only
currently available 3D fully compressible model that
uses a semi-implicit semi-Lagrangian (SISL) time
scheme.

Starting with the fully elastic nonhydrostatic model
developed by TRL, a group of scientists from Recherche
en Prévision Numérique (RPN) and Université du Qué-
bec à Montréal (UQAM) has worked actively since May
1992 to provide this versatile modeling tool, applicable
to a variety of needs of the atmospheric–hydrologic re-
search community in Canada and abroad.
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The team’s commitment has been to adapt the model
coding to current RPN standards, to provide extensive
documentation, to include all necessary features (such
as nesting, boundary layer, convection, radiation) need-
ed for the known current applications, and to maintain
a central model library (with contributed modules from
the community) that allows easy porting to various com-
puters. By January 1994, the objective was reached and
the delivery of the model to research groups was started.
The MC2 community soon became international. Sup-
port to remote users as well as contributions to the cen-
tral community model library now take place.

This historical path is similar to that of the National
Center for Atmospheric Research (NCAR) series of
MMx models, particularly the MM5 (Grell et al. 1993).
Both nonhydrostatic models (MM5 and MC2) became
available at about the same time. The development of
MM5 took place over about 15 years if we trace it back
to Anthes and Warner (1978), while that of MC2 oc-
cured over just 8 years, starting with the SISL LAM
(limited-area model) of Robert and Yakimiw (1986).
Correspondingly, the user community of the MM5 mod-
el is much larger, with over 200 users in 50 institutions,
compared to 50 users located in about 20 institutions
for MC2. In each case, the community is supported at
the central site by the equivalent of one full-time person
and training classes are offered. As will be seen below
in section 2, the key feature of MC2 is a more modern
[but perhaps less efficient; see Bartello and Thomas
(1996)] unified treatment—the SISL scheme—of the
compressible dynamics. Another widespread model that
now has a nonhydrostatic option is the Colorado State
University RAMS (Pielke et al. 1992).

RPN’s main mandate is to deliver new or improved
NWP models to the Canadian Meteorological Centre
(CMC). In the trend set up by the Regional Finite El-
ement (RFE) model (Mailhot et al. 1995a), an ambitious
objective was defined in 1990 to develop a global vari-
able mesh finite-element model, called GEF (Côté et al.
1993; Côté et al. 1995). The aim is to replace both
operational regional RFE and global spectral (Ritchie
1991) models by a unique one, GEF, that can be applied
both on a uniform mesh (for global forecasts and data
assimilation) and on a focused, but still global, mesh
for regional products. Since the trend of the regional
models in different countries is toward higher and higher
resolution of mesoscale phenomena, the set of govern-
ing equations for the GEF model will eventually have
to be changed to the compressible equations. Later, the
MC2 project started in 1992 at RPN and offered the
possibility to experiment almost immediately with NWP
problems related to nonhydrostatic effects. Other effects
devolved from the MC2 project are a rapid advance in
the improved coupling of physics to nonhydrostatic
models and the evaluation of the limited-area approach
for the mesoscale forecasting.

At this stage with MC2, it has not yet been possible
to include any improvement in the observational content

of the initial or boundary conditions, which is surely
the next most serious barrier to be addressed in future
mesoscale modeling research. The small-scale results to
be reported here relate to the class of mesoscale phe-
nomena that are strongly forced by the surface condi-
tions such as terrain/coastline, etc. The reader will see
that very detailed topography is inserted in some of the
runs presented: at this point, this is the only smaller-
scale data injected in the model. In that sense, our dem-
onstration of the performance of MC2 is restricted at
the present and will only become applicable to all class-
es of mesoscale phenomena when we do a proper me-
soscale data assimilation for initial and boundary con-
ditions—the key to forecasting transient processes such
as squall lines, rainbands, etc.

The current knowledge of the advantage of the semi-
Lagrangian (SL) method over the Eulerian method for
meso-b-/g-scale models is not presented here. Pellerin
et al. (1995) examined the advection–condensation
problem, one of the dominant physical processes in this
category of models. By comparing simulations of a
moist buoyant bubble, they concluded that the noise
level of an SL model is less severe, allows larger time
steps, and that ‘‘a given level of accuracy can be ob-
tained with coarser resolution’’ (Pellerin et al. 1995,
3329).

The plan of this paper is quite simple. Apart from
reviewing MC2’s formulation (section 2), we present
our work on the interfacing of a preexisting physics
package, with emphasis on the change in vertical co-
ordinate and discretization, and consideration to lateral
nesting for the forcings (section 3). Next (section 4) the
treatment of the nesting is covered, both for the lateral
and upper boundaries. Initialization is documented and
we distinguish between two possible modes of using the
model, simulation and forecast; an example is given.
Following that, in section 5, are the results, showing the
performance of MC2 in both present and future types
of environment for mesoscale NWP models: one ‘‘hy-
drostatic’’ problem at meso-a scale and another flow
problem at the meso-g scale where the ‘‘nonhydros-
tatic’’ component is important. In this manner, we com-
plete a clean demonstration of the advantage of more
accurate governing equations. The summary is in sec-
tion 6.

2. The nonhydrostatic model

A detailed description of the dynamical equations of
MC2 is made by Laprise (1995) and a discussion of the
principal features of the numerical response, particularly
for the SISL handling of the gravity waves, is presented
elsewhere (Pinty et al. 1995).

We give a brief summary of Robert’s formulation of
the MC2 model. The Euler equations for a gas on a
sphere with no topography, once projected to conformal
coordinates X and Y, take the form
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dU ]S ]q
5 fV 2 K 2 RT 1 F , (2.1)Udt ]X ]X

dV ]S ]q
5 2 fU 2 K 2 RT 1 F , (2.2)Vdt ]Y ]Y

dw ]q
d 5 2g 2 RT 1 F , (2.3)h wdt ]z

dq ]U ]V ]w FT(1 2 a) 5 2S 1 2 1 , (2.4)1 2dt ]X ]Y ]z T

dT dq
5 aT 1 F , (2.5)Tdt dt

dM
5 F , (2.6)Mdt

dC
5 F . (2.7)Cdt

The symbols have their usual meaning or have been
defined in TRL. We recall that q 5 log(p/p0), with p0 a
constant, a 5 R/Cp. Equation (2.4) is the pressure equa-
tion, resulting from the combination of the continuity
and thermodynamic equations. A switch, dh, is intro-
duced in (2.3) to allow running the model in hydrostatic
mode. The various Fi’s are the eddy forcing terms due
to the subgrid-scale physical processes, described below.
Note that so far we used Fw 5 0 and that the FT/T term
of (2.4) is not included. The last two equations [(2.6)
and (2.7)] are pure scalar advections for the specific
densities of water substance (M, vapor; C, condensed
water) that decouple from the MC2 dynamics.

At this point, the total derivative

d ] ] ] ]
5 1 S U 1 V 1 w (2.8)1 2dt ]t ]X ]Y ]z

is expressed in terms of the horizontal wind images,

U 1 2sinl 2cosl u
5 , (2.9)1 2 1 21 2V m cosl 2sinl y

and the geometric vertical component w 5 dz/dt. Here
S is the square of the map scale factor m and the con-
formal projection is usually chosen to be the conven-
tional polar stereographic. The Mercator projection is
currently being implemented in the model file environ-
ment for improved simulation over equatorial latitudes.

The orography is introduced in the model following
Gal-Chen and Somerville (1975), using the Gal-Chen
height coordinate

z 2 h (X, Y)0
z(X, Y, z) 5 H, (2.10)[ ]H 2 h (X, Y)0

with H being the top of the model atmosphere and h0(X,
Y) the topographic height. Note that z is terrain follow-
ing and vertical, that is, not orthogonal to the surface.
To allow variable vertical resolution, a mapping of z,

Z(z), is introduced and the discrete form of the metric
coefficient ]z/]Z is used throughout the model dynam-
ics. The vertical discrete levels can thus remain uni-
formly spaced in Z, the generalized Gal-Chen coordi-
nate.

The inclusion of topography modifies the expression
for the total derivative (2.8),

d ] ] ] ]
5 1 S U 1 V 1 W , (2.11)1 2 1 2 1 2[ ]dt ]t ]X ]Y ]Z

Z Z Z

which is now expressed in terms of a generalized ver-
tical velocity W, defined as

S(G U 1 G V) 1 w1 2W 5 , (2.12)
G0

where the Gi’s are metric factors (Laprise 1995).
The time discretization is semi-implicit and semi-La-

grangian. The reference state is T* 5 const to incor-
porate all types of waves (gravity and elastic) in the
implicit portion and to increase the numerical stability
of the semi-implicit scheme (Simmons et al. 1978). Be-
cause the reference atmosphere is at rest, its pressure
profile q* is

dq* g
5 2

dz RT*

gz
q*(z) 5 q 2 . (2.13)0 RT*

Once the perturbations (T9 and q9) are expanded, one
can obtain the final set of governing equations for MC2:

t
DU ]q9

1 RT* 5 R , (2.14)UDt ]X
t

DV ]q9
1 RT* 5 R , (2.15)VDt ]Y

t t
Dw g ]q9 T90

1 RT* 2 g 5 R , (2.16)wDt G ]Z T*0

tDq9 gw
(1 2 a) 21 2Dt RT*

t t t
]U ]V g ]G W0 0

1 S 1 1 5 R , (2.17)q1 2]X ]Y G ]Z0

DT9 Dq9 ag t2 aT* 1 w 5 R , (2.18)TDt Dt R
ttw 2 G W 5 R , (2.19)0 W

DM
5 R , (2.20)MDt

DC
5 R . (2.21)CDt

The various Ri’s are complex expressions holding the
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explicit and nonlinear terms. In the above equations, the
symbol for the total derivative has been changed to D/Dt,

indicative of our use of a semi-Lagrangian scheme on
three time levels,

Dc c(X, Y, Z, t 1 Dt) 2 c(X 2 2a, Y 2 2b, Z 2 2gm, t 2 Dt)
5 , (2.22)

Dt 2Dt

where m is a switch allowing three- or two-dimensional
trajectories. In the latter case, vertical advection be-
comes part of the Ri’s terms, expressed as a time t Eu-
lerian operation. Interpolations required in the semi-La-
grangian scheme are made with efficient truncated bi-
or tricubics whereby the higher-order terms such as
O(Dx2Dy2) in 2D are dropped. The trajectories termi-
nating at the central points of the MC2 molecules, the

q points, are obtained from a first-order estimate of the
displacement followed by two iterations of a second-
order midpoint Runge–Kutta corrector. To interpolate
the values of the various staggered quantities, trajec-
tories shifted by half a grid mesh in the appropriate
direction are assumed. Although we strive not to use
the model at Courant numbers C in excess of 1.0, a
small (« 5 0.1) off-centering of the implicit terms

t (1 1 «)c(X, Y, Z, t 1 Dt) 1 (1 2 «)c(X 2 2a, Y 2 2b, Z 2 2gm, t 2 Dt)
c 5 (2.23)

2

is applied to reduce the problem of resonance caused
by stationary forcings such as topography (Tanguay et
al. 1992). Héreil and Laprise (1996) showed recently
that the wrong stationary solution to the mountain wave
problem due to the use of very long steps in SISL
schemes, such that C . 1, is still present in MC2; how-
ever, the scheme in MC2 is optimal among the currently
available solutions of this resonance problem, in the
sense that it distinguishes between the physical and nu-
merical waves and keeps the best agreement for the
momentum flux profile of the flow in Long’s problem.
It turns out that our discretization already embodies the
recent Eulerian treatment of Ritchie and Tanguay (1996)
for the control of orographic resonance.

The solution of the system of six equations (2.14)–
(2.19) results in a three-dimensional Helmholtz wave
equation for the logarithm of the pressure perturbation

2 2 2C [(1 2 a) 2 (1 1 «) (Dt) RT*S¹ ]q91

2 22 (1 1 «) (Dt) RT*D [D (q9)] 5 A , (2.24)2 1 2

involving two linear first-order differential operators:

g ]q9 ag0D (q9) 5 2 q91 1 2G ]Z RT*0 (2.25)

g ]G W g(1 2 a)0 0D (G W) 5 2 G W.2 0 01 2G ]Z RT*0 (2.26)

The pressure equation is solved with the 3D ADI
(alternating direction implicit) scheme of Peaceman and

Rachford (1955) using a set of relaxation coefficients
computed from the horizontal and vertical resolutions
and the size of the grid, and ensuring a quasi-optimal
convergence to the required machine accuracy.

The discretization of the space derivatives is by finite
differences on a grid staggered in the three dimensions,
which is shown in Fig. 1. This arrangement is known
as an Arakawa C-grid for the horizontal and a Tokioka
B-grid (Tokioka 1978) for the vertical. The center of
the elementary matrix is the pressure q surrounded hor-
izontally by U and V, and surrounded vertically by w,
W, and the scalars T, M, and C. The lower boundary z
5 0 is the first w, T (thermal) level where w satisfies
the adherence boundary condition dz/dt 5 0. The top
boundary z 5 H is a rigid lid, w 5 0, and a sponge
layer can be applied over a certain distance below it;
the last computational level is the q, U, V (momentum)
half-level immediately under H.

Once the solution to the MC2 dynamics is obtained,
denoted formally as , the time-step cycle is com-c 1D

pleted by the application of the following corrections,
which are computed in the manner of the fractional step
method.

1) Add the nesting of the open boundaries to toc 1D

obtain ;c 1ED

2) evaluate physics from and and add its ef-c c1 2ED D

fects to to obtain ;c c1 1ED PED

3) apply horizontal diffusion; and
4) apply Robert’s time filter (Asselin 1972) to control
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FIG. 1. The MC2 model 3D matrix of variables. Left: four neighboring cells. Right: stacking of the N
basic cells over the vertical model domain, including bottom and top boundaries. Full levels holding the X
points are shown with full lines while the half levels holding the Arakawa C-grid arrangement of U, V, and
q9 are shown with dashed lines.

TABLE 1. Summary of the RPN physics package.

● Planetary boundary layer based on turbulent kinetic energy
● Fully implicit vertical diffusion
● Stratified surface layer based on similarity theory
● Prediction of surface temperature over land (force–restore method)
● Diurnal cycle with solar and infrared fluxes at ground modulated

by diagnostic clouds
● Solar and infrared radiation schemes fully interactive with clouds
● Shallow convection parameterization
● Kuo-type deep convection scheme
● Grid-scale condensation in supersaturated layers (with evaporation

of precipitation)

time decoupling inherent to a three-time-level model.
Coefficient is 0.05 usually.

Corrections 1–3 are detailed in sections 3–4.

3. Physics and interface

The MC2 model has recently been interfaced with
the full unified RPN physics package. This package is
shared by all operational and research models at CMC–
RPN including the forthcoming GEF model. The MC2
model has also been separately interfaced with the Ca-
nadian Climate Center physics package (Caya et al.
1995) where it is now being tested in the context of
regional climate studies. A warm–cold phase micro-
physics formulation (Zawadzki et al. 1994) has also

recently been installed in MC2 and another cloudwater
formulation with ice fraction has just been developed
and tested in it by Tremblay et al. (1996). Another ex-
ample of using the MC2 as a testbed for the development
of the physics is the real-time advance testing of the
combined convective–stratiform advective cloud water
scheme of Sundqvist et al. (1989) during the 6-week
period of the Beaufort and Arctic Storms Experiment
(BASE; Benoit et al. 1995). All those physics modules
will eventually reside in the same library, which should
then constitute a more complete and extensive package
for parameterization of a wide spectrum of physical pro-
cesses.

a. The RPN physics package

The RPN physics package consists of a comprehen-
sive set, with several selective options, of parameter-
ization schemes of physical processes (Benoit et al.
1989; Mailhot et al. 1989a; Mailhot 1994). The main
components of the physics package are summarized in
Table 1. The package is continuously evolving and
growing as new parameterization schemes are being
tested and validated. The package will soon include the
Canadian Land Surface Scheme (CLASS; Verseghy et
al. 1993) along with more sophisticated convection
schemes such as the Fritsch–Chapell (Fritsch and Chap-
pell 1980) and the Kain–Fritsch (Kain and Fritsch 1990)
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schemes. We will here briefly describe some of the phys-
ical parameterizations presently available in the current
version of the package. A more comprehensive descrip-
tion can be found in Mailhot (1994).

Over land, the surface (skin) temperature is predicted
from a heat budget using the ‘‘force–restore’’ method
(Deardorff 1978; Benoit et al. 1989) combined with a
stratified surface layer. Over oceans, the sea surface tem-
perature is kept fixed during the integration. Over land,
a soil moisture availability factor (percentage of field
capacity) is used for calculating evaporation (Budyko
bucket method or semipotential approach). This is spec-
ified from monthly climatological data.

The planetary boundary layer is based on a prognostic
equation for turbulent kinetic energy (Benoit et al.
1989). A shallow convection scheme for nonprecipitat-
ing clouds is included to give a more realistic description
of cloud-topped boundary layers. Shallow convection
accounts for the formation of small cumuli that gen-
erally produce little precipitation but transport a large
quantity of moisture vertically and play an important
role in the atmospheric water cycle. Shallow convection
is simulated with a method described by Mailhot (1994)
and is treated as a special case of the turbulent planetary
boundary layer to include the saturated case in the ab-
sence of precipitation.

Condensation processes at resolvable scales account
for the formation of stratiform precipitation and, if mesh
is sufficiently fine that individual convective cloud cells
can be resolved, explicit convective precipitation. The
explicit condensation process is simply represented by
the isobaric condensation, which removes moisture
when relative humidity exceeds a saturation point. The
scheme includes a simplified description of microphys-
ical processes. Advanced microphysical equations are
also being incorporated in the model. No comparisons
have yet been made between explicit convection and
convective parameterizations included in coarser sim-
ulations.

Deep convective processes are handled with a Kuo-
type convective parameterization (Kuo 1974; Mailhot
et al. 1989a). A description of microphysical processes
similar to that of the stratiform precipitation is also in-
cluded. However, due to the complexity of evaporation
from convective clouds, which strongly depends on the
cloud internal dynamics (such as moist downdrafts, not
included in the Kuo scheme), evaporation of convective
precipitation is not considered.

The radiation subpackage contains detailed radiation
schemes that are fully interactive with clouds. The in-
frared radiation scheme (Garand 1983; Garand and
Mailhot 1990) includes the effects of water vapor, car-
bon dioxide, ozone, and clouds. The solar radiation
scheme is essentially the one described by Fouquart and
Bonnel (1980). It takes into account the effects of water
vapor, carbon dioxide, ozone, clouds, Rayleigh diffu-
sion, and multiple scattering. Cloud–radiation interac-

tions represented in these schemes are an important ef-
fect.

Gravity wave drag parameterization is based on a
simplified linear theory for vertically propagating grav-
ity waves generated in statically stable flow over me-
soscale orographic variations (McFarlane 1987). It
makes use of a representation of the subgrid-scale orog-
raphy (also called launching height) for exciting the
gravity waves.

Vertical transfers due to turbulent air motion are par-
ameterized in the form of vertical diffusion (Benoit et
al. 1989). The effect is strongly dependent on the ver-
tical diffusion coefficient, which is locally evaluated
every time step. The vertical diffusion is especially im-
portant near the surface, but it is present over the entire
atmospheric column. Delage (1988) described the dif-
ficulty of having to solve the time-dependent turbulent
diffusion equation with a prognostic wind level at the
surface, as done in RPN finite-element models; rather,
a surface-layer diagnostic (SLD) routine is made part
of the physics package. The SLD gives a diagnostic (i.e.,
not derived from a time-dependent differential equation)
value of the state of the surface-layer variables (only u,
y, T, and humidity) at any reasonable height, based on
the current surface stress and turbulent fluxes deter-
mined from the rest of the boundary layer scheme, and
on some simple assumption on the low-level profiles.
Also, vertical diffusion is modified in many RPN models
(including MC2) to control excessive divergence near
the top of the models. The actual artifice used is simply
to increase the momentum vertical diffusion coefficients
on the four highest computational levels.

b. Initial and boundary conditions

A number of fields and parameters are needed to spec-
ify the surface characteristics and are obtained from
analyses and climatological and geophysical datasets.
These include surface roughness, land–sea mask, al-
bedo, deep soil temperature, ice cover, and orography.
The surface roughness length is influenced by orography
and vegetation. The snow cover is incorporated only
into the albedo field. Other surface parameters are tab-
ulated as functions of a soil or surface type index. For
the moment, this index is the same for all land points.
The soil parameters are representative of a clay soil,
which is considered to be reasonably applicable over
North America. Our group has recently acquired a forest
map/land cover database at 1 km, truly seamless and
complete for all of the Canadian landscape (Palko et al.
1996). This is based on Advanced Very High Resolution
Radiometer (AVHRR) imagery from National Oceanic
and Atmospheric Administration (NOAA) polar orbiters
and was assembled as part of the National Atlas Infor-
mation Service of Canada.

A set of mutually consistent ‘‘geophysical’’ param-
eters is required to initialize the RPN physics package.
This set currently includes the following.
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FIG. 2. Three Gal-Chen surfaces (solid) and the corresponding s
surfaces (dashed) over a 5000-m idealized mountain shape. Here H
is the model lid (32 000 m). Curve labels are the value of the Gal-
Chen coordinate.

1) Time-invariant quantities
R mean terrain height;
R launching height;
R land–sea mask; and
R roughness length for the turbulent surface fluxes.

2) Time-dependent quantities, either from monthly cli-
matology or gridded from the observations valid at
initial time
R surface temperature (land or sea surface);
R deep soil temperature;
R soil wetness;
R snow fraction on ground (for albedo modification

only);
R sea ice; and
R surface albedo.

c. Connecting with the dynamics—Physics interface

The main purpose of the current MC2 interface with
physics is to run the RPN physics package in order to
obtain parameterized tendencies for the two horizontal
components of the wind, the temperature, the humidity,
and the cloud water content; these are the Fi terms of
Eqs. (2.1)–(2.7). To achieve that goal, the interface im-
bedded in the MC2 time loop must carefully prepare
the input data fields from the dynamics, run the physics,
and consistently postprocess the different tendencies be-
fore adding them to the respective dynamic fields. The
physics package is designed to operate on a set of com-
pletely independent atmospheric columns. This simple
but crucial assumption allows for the possibility of par-
allel computing and must therefore carefully be taken
into account in the design of the physics interface. The
physics configuration (selective options) and the geo-
physical fields needed for a particular configuration are
acquired once at the first time step.

1) PREPROCESSING THE DYNAMICS FIELDS

The basic requirements of the RPN physics package
in terms of input data from the dynamics are the three
components of the wind, the temperature, the humidity,
and the cloud water content, all collocated on a single
set of vertical levels with one level at the surface. Each
of these fields must be provided for two time levels
corresponding to the state of the variables at t 2 Dt and
the state after they have been updated by the dynamics
time step, respectively. Since the dynamics is on an
Arakawa C-type staggered grid (Fig. 1), we have opted
to run the physics on the temperature points and con-
sequently to interpolate in three dimensions the hori-
zontal components of the wind onto the temperature
points. This choice was mainly motivated by coding
simplicity rather than actual physics considerations, and
other avenues are being investigated. Each 3D matrix
of the dynamics is transposed vertically because the
computational levels within the physics package are or-

dered from top down (pressurewise indexing), the op-
posite of the MC2 dynamics (heightwise indexing).

The last step that needs to be completed before run-
ning the physics is to compute and provide the physics
with the local s value of every point of the MC2 3D
temperature mesh. This step is required because the
RPN physics package was developed for models using
a s vertical coordinate and is still operating on that
vertical coordinate in the current version. For the mo-
ment, s values are computed by vertically integrating
the hydrostatic equation from the surface up to each of
the computational levels using a simple trapezoidal rule.
The difference between Gal-Chen and s terrain-follow-
ing surfaces is depicted in Fig. 2 where the height of
the three surfaces are compared. It can be seen that Gal-
Chen surfaces are very parallel to sigma surfaces in the
low levels of the atmosphere. Aloft, they behave like
the hybrid s–p coordinate [such as in the European
Centre for Medium-Range Weather Forecasts
(ECMWF) model] since they flatten out and eventually
become horizontal at the model top H, contrary to the
sigma surfaces that retain their curvature at all levels.

At this stage, the physics package is ready to be run.
This computational task can be concurrently dispatched
to several processors (when the model is executed on a
multi-CPU, O(10), shared-memory computer) because
of the previously mentioned column-independent struc-
ture of the physics package. At the very end, when the
physical parameterizations have been computed for all
columns, the physics package will return to the interface
a whole series of separate tendencies for all the different
physical processes of the current configuration. Those
tendencies need then to be combined appropriately in
order to obtain global physics tendencies for the two
horizontal components of the wind, the temperature, the
humidity, and the cloud water content.

2) HANDLING THE TENDENCIES DUE TO PHYSICS

The global 3D physics tendency matrices need now
to be vertically transposed again to obtain values on
computational levels ordered from the bottom up. Fur-
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FIG. 3. Schematic illustrating the dilemma to be resolved for the calculation of the tendency
values due to the RPN physics for u and y on the first momentum level. This physics package
requires a data level at the surface s 5 1. The dots indicate raw tendencies returned by the
physics on the thermodynamic levels T.

ther, the two tendencies for the horizontal components
of the wind, Fu and Fy, have to be horizontally and
vertically staggered back to the u and y grids, respec-
tively. Vertical staggering from thermodynamic to mo-
mentum levels will leave the top momentum level un-
defined and we chose to impose Fu and Fy on that level
to equal the tendencies directly received from the phys-
ics on the top thermodynamic level. On the lowest ther-
modynamic level, the surface layer, the physics tenden-
cies are computed differently, by calling the SLD rou-
tine to directly compute wind, temperature, and humid-
ity at time t 1 Dt. Since the first MC2 prognostic wind
level is not at the surface but half a layer up, there is
no real justification here for the SLD approach and a
kind of dilemma arises, as depicted in Fig. 3. To obtain
tendency values for u and y on the first momentum level,
we have the choice of either linearly weighting the ten-
dencies between the first two thermodynamic levels
(thus using SLD) or extrapolating from tendencies on
thermodynamic levels 2 and 3 (thereby ignoring SLD).
The latter option was chosen because of a problem that
was diagnosed for at least one case and that will be
briefly discussed in section 5a. Note that this difficulty
does not arise for the temperature and humidity also
computed by the SLD scheme, since no vertical dis-
placement of the results is required for those two quan-

tities. Furthermore, the full impact of the surface stress
and its variation with inhomogeneous roughness are felt
by the MC2 via the vertical diffusional tendencies re-
ceived on thermodynamic levels 2 and upward because
the surface stress is the flux (Neumann) lower boundary
condition to the diffusion differential equation.

Finally, the global physics tendencies are horizontally
nested to zero within the horizontal sponge zone (see
section 4) before being added to the respective 3D dy-
namic matrices. This nesting will damp, in a consistent
manner, the effect of the physics parameterization in the
horizontal sponge zone of the domain, therefore pre-
venting strong physics tendencies to be applied in that
particular part of the domain. This corresponds to as-
suming that the external fields used as lateral boundary
conditions are already properly balanced in terms of
physics. This completes step 2 of the fractional step
method.

3) HORIZONTAL DIFFUSION

The last step (step 3 of the fractional step method)
in the physics interface is the horizontal diffusion that
is actually performed on the eight dynamic prognostic
variables. In order to have a horizontal diffusion co-
efficient that is automatically adjusted to the grid res-
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TABLE 2. Values of horizontal diffusion factor N for dynamics
variable F; each of the eight F symbols corresponds to the main
variable in Eqs. (2.1)–(2.7) and (2.12), respectively.

F N

U
V
w
q
T
M
C
W

1
1
5
1
1
1
1
5

olution, we define a dimensionless viscosity, h, related
to the effective horizontal diffusion coefficient Kh by
the relation Kh 5 (hDx2)/Dt, where Dx is the size of the
grid mesh and Dt the time step; h is usually taken as
1.44 3 1022, which gives a diffusion coefficient similar
to the one used by the 50-km RFE model of CMC. The
horizontal diffusion operator is applied to a generic
field, F, according to the relation ]F/]t 5 NKh¹

2F where
the horizontal diffusion factor N is given in Table 2,
depending on which field is being diffused. The dif-
fusion equation is solved with a fully implicit time
scheme (Jakimow et al. 1992). More rigorous studies
on atmospheric viscosity suggest that Kh should be in-
dependant of time step (e.g., Bartello et al. 1996)

4. Nesting and initialization aspects

a. The current one-way nesting

MC2 being a limited-area model, it is necessary to
specify the lateral and upper boundary conditions at
every time step. Inspired by Davies (1976), the nesting
method used in MC2 was actually developed by Robert
and Yakimiw (1986) and Yakimiw and Robert (1990).
Horizontal and vertical nesting is performed on all the
predictive variables except the cloud water content (this
exception must be overcome in self-nested applications
that include the cloudwater). It is carried out over a
user-defined sponge zone once the variables have been
updated by the dynamics time step. In the horizontal,
the sponge zone consists of a number of grid points (Lx

1 1, Ly 1 1) from the lateral boundary. The nesting
values Cn are gently and gradually blended with the
values Cd obtained from the dynamics time step ac-
cording to the equation

C (i, j, k) 5 P(i, j)C (i, j, k)R n

1 [1 2 P(i, j)]C (i, j, k).d

(4.1)

Here CR is the resulting nested field and P is the atten-
uation function, which is defined as follows along the
x axis (j 5 const):

p i 2 1
2cos , 1 # i # L 1 3/2x1 22 L + 1/2x

p ni 2 iP(i, j) 5 2cos , ni 2 L 2 1/2 # i # nix1 25 2 L + 1/2x

0, elsewhere.

(4.2)

A similar expression for P is used along the y axis
and a value combined from both expressions is applied
in the corners of the grid. Figure 4 shows the attenuation
function P on a 51 3 51 grid with Lx 5 7 and Ly 5
12. Different Lx and Ly have to be allowed in a general
modeling system for the case of ‘‘small’’ rectangular
grids where ni and nj are sometimes very different and
one of them is O(10), such as for approximating a plane-
parallel (x, z) problem. It can be noted that =P is null
at the interface between the horizontal sponge zone and
the free internal domain. Transition between nested and
nonnested values will therefore be smooth, providing
that enough grid points are used in the sponge zone to
resolve the attenuation function P properly. Since eight
grid points are usually considered to be enough to re-
solve one full wavelength numerically, it is suggested
that ten grid points are enough to blend smoothly the
external values with the ones from the dynamics time
step using the attenuation function defined in (4.2).
Thus, the general practice with MC2 on ‘‘large’’ grids
is to take Lx 5 Ly ; 10, whereby the attenuation function
is well sampled.

In the vertical, the sponge zone is a layer of depth Lz

under the model lid. Vertical nesting is performed in
the same manner as horizontal nesting [Eq. (4.1)] but
with an attenuation function Pz defined as

2
Z 2 Z(k)topa 1 2 min 1.0, ,5 6[ ]Z 2 H 1 Ltop z

P (k) 5 (4.3)z Z(k) . H 2 Lz5
0, Z(k) # H 2 L ,z

where Z(k) is the height of the kth computational level,
Ztop is the height of the highest computational level, H
is the model lid (.Ztop), and a is a constant taking value
between 0 and 1 (a 5 0.2 in the current version).

Vertical nesting used here is quite different from the
method described by Burk (1989) for the limited area
Navy Operational Regional Atmospheric Prediction
System (NORAPS). In that model, the dynamics time
step is performed on a coarse vertical grid and the phys-
ics on a finer vertical grid with the same vertical extent.
A double vertical interpolation is performed at every
time step to run the physics on the fine grid and to return
the tendencies on the dynamics coarse grid. As usual,
the model lid must be set high enough to satisfy the
constraint of zero vertical motion at the top of the model.
In the MC2 model, the dynamics and the physics operate
on the same computational levels. The vertical nesting
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FIG. 4. The attenuation function P for the lateral nesting. The sample grid is 51 3 51 and
Lx 5 7, Ly 5 12.

allows one to set the model top lower in the troposphere,
thereby concentrating the whole computational effort on
a smaller vertical domain. On the other hand, vertical
nesting can be used to control gravity wave reflections
at the model top by simulating an absorption layer in
which upward propagating wave energy will be dissi-
pated.

As can be seen from Eqs. (4.2) and (4.3), vertical
nesting will not be performed at all when Lz # (H 2
Ztop), that is, when the nesting layer does not reach the
topmost momentum level, contrary to the horizontal
nesting, which is always performed at least on the hor-
izontal boundary even if Lx 5 Ly 5 0.

It is therefore necessary to provide the model with
sets of nesting values for all the dynamics variables,
valid at regular time intervals, to cover the whole in-
tegration period. Linear interpolation in time between
two consecutive sets of nesting data will be performed
by the model to obtain the required nesting values for
a particular timestep. Nesting values often consist of
output data obtained from another larger-scale model
such as the Canadian RFE or the Canadian Spectral
Finite Element (SFE) model, but they may also consist
of a set of objective analyses covering the integration
period. Finally, output data from a previous run of the
MC2 model itself may be used as nesting values for a

subsequent run, possibly at higher resolution. This self-
nesting (or cascade) capability of the MC2 model is a
very useful feature when trying to run the model at very
high resolution starting with initial analysis available
only at much coarser resolution. It has the advantage of
optimizing the dynamical consistency between the cou-
pled models. This is demonstrated further in section 5.

b. Initialization

The MC2 model uses a type of dynamic initialization.
This simple scheme is performed by first integrating the
model forward in time for a small, O(10), number of
timesteps (without physics) and then backward to the
starting time to begin the forecast itself. As in other
models, the initialization timestep is usually smaller
than the one used for the regular integration; for ex-
ample, Temperton and Roch (1991) take an initialization
timestep of 120 s in the application of a nonlinear nor-
mal mode initialization (NLNMI) to a baroclinic semi-
implicit 3D model whose main time step is 1200 s. In
the NLNMI, the small time step is theoretically required
to eliminate the false response of the semi-implicit
scheme for the gravity waves that are being initialized,
and in practice it improves the convergence of the meth-
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FIG. 5. The 500-hPa vertical motion, contoured every 1 3 1021 Pa s21, after initialization of the (a) MC2
and the (b) RFE models. Dashed lines indicate negative values.

od. MC2 is also semi-implicit, but the justification of
the small step has not been examined yet.

Initialization is used whenever there is doubt about
the balance state of the initial conditions or when a field
such as vertical motion is not provided in the initial

analysis, as is often the case with most current data
assimilation systems. It is in fact very often difficult to
start an integration with an initial vertical motion that
is perfectly balanced with the other dynamical fields
even if the initial conditions come from a previous run
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FIG. 6. Effect of initialization on time traces of surface pressure at
grid point denoted by a heavy dot on Fig. 5a.

FIG. 7. The difference (simulation mode minus forecast mode) between the two 24-h solutions for mean sea level
pressure (solid lines), contoured every 1 hPa, and the 10-m temperature (dashed lines), contoured every 18C, for the
two runs over a verification domain (domain C of Fig. 9).

by another model. This is partly due to the fact that
vertical interpolation of input data to the MC2 com-
putational levels tends to disrupt the balance of the input
dataset. Moreover, it would be incorrect to assume that
the balance state of any set of input data, be it an ob-
jective analysis or model output, is compatible with the
precise numerical balance of the model to be initialized
with such data. For that reason, we tend to omit the
initialization on the finer meshes when these are driven
by a coarser MC2 run.

A sample of the effect of this simple dynamic ini-
tialization scheme is depicted in Fig. 5, which shows
the vertical motion after initialization of both the MC2
and the RFE models. The two models were run at 50-km
horizontal resolution and on 25 vertical levels, with a
720-s time step. The CMC objective analysis of 0000
UTC 13 January 1995 (no vertical motion in the anal-
ysis) was used as an initial condition for both models,
and each employed its own initialization scheme. The
RFE model uses a normal mode initialization, while,
for this particular case, the MC2 model performed a
four-time-step dynamical initialization with a 360-s time
step. The remarkable similarity between the vertical mo-
tions developed by the two initialization schemes is a
clear indication of the validity and utility of a very
simple dynamic initialization scheme. In a more classic
manner, the effect of initialization can also be seen in
time series of surface pressure at selected points of the
domain (Fig. 6). In general, initialization is very helpful
in reducing the spurious pressure oscillations that usu-
ally occur during the beginning of an integration (first
3 h in this case) and can reduce the so-called (conden-
sation) spinup problem. Note that the effect shown here
is mostly related to the external gravity mode, easiest
to control; we make no claim that our simple scheme
has a significant effect for the internal modes.

Vertical interpolation for the initial and lateral bound-
ary conditions is cubic from z (height above sea level)
to z. Input can be in pressure, sigma, Gal-Chen, and
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FIG. 8. CASP 1 IOP 14 analysis for COMPARE 1 valid at (a) 1200
UTC 6 March, (b) 0000 UTC 7 March, and (c) 1200 UTC 7 March
1986. Mean sea level pressure (solid) contoured every 4 hPa and
1000–500-hPa thickness (dashed) contoured every 6 dam.

hybrid (eta) coordinate. Output is cubically interpolated
to pressure levels, or the raw Gal-Chen levels can be
output for cascade purposes.

To complete this subsection, let us summarize our
nesting philosophy for cascade runs. First, the charac-
teristics of the finest integration are chosen (domain size,

mesh, duration) according to the phenomenon being ex-
amined and available data/resources. Then we design
the sequence of coarser runs that will enable the zoom
to this finest run. The ratio of nested grid meshes is
taken between about 2 and 5; MC2 users have not found
sensitivity to this factor and the results shown below
are with values of 3 and 5. The coarsest grid is usually
chosen to have a mesh corresponding with the resolution
of the coarsest source of gridded atmospheric analysis
available for the given problem. The vertical interpo-
lation to pass from one grid to the next finer one is done
directly in a Gal-Chen coordinate, with proper account-
ing for the displacement of the terrain elevation on the
target grid caused by the injection of finer-scale phys-
iographic/topographic fields. The different grids are run
sequentially and not in parallel to give further possibility
of adjusting slightly the features of the remaining grids
based on the obtained simulation. A time shift of the
starting time is introduced between consecutive grids to
cover the spinup time of adjustment of the fields to the
changed terrain.

c. Simulation and forecast modes

The ideas of this section are presented in the context
of atmospheric modeling over a quasi-hemispheric do-
main, to account for the present MC2 limitation to con-
formal mapping coordinates: at this stage, latitude and
longitude coordinates are not implemented and this pre-
vents us from using the full global domain. With the
corresponding application of lateral boundary condi-
tions near the equator, it is clear that the strategy ex-
plained here cannot avoid increased error level in the
lower Tropics.

The MC2 model can be run in two basic modes, de-
pending on the origin of the lateral and upper boundary
values used for nesting. These are the simulation mode
and the forecast mode. In the simulation mode, a series
of gridded analyses or output fields from a previous run
by another model will be used as nesting values. One
can then argue that, in this mode, the model is somewhat
forced toward a particular solution because we impose
on it a known or previously forecast solution via the
nesting sponge zone. In the true forecast mode, the mod-
el starts with only gridded analysis valid at initial time
and produces a forecast without ever using data from
the (still) future state of the atmosphere on the lateral
and upper boundary; in this mode, the model is self-
sufficient and does not rely on any other forecast model.
If the forecast is made with a nest of several meshes,
then it is preferable to start each nested grid from a
distinct analysis gridded on the corresponding resolu-
tion, as in the example below; this is important to rep-
resent the smaller-scale transient/nonforced features in
the initial conditions of the model. It is claimed here
that MC2 can currently operate in the true forecast mode
for time periods relevant for regional models, that is,
about 2 days, as long as the region of interest is away
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FIG. 9. Domains for COMPARE 1 protocol. Domains A and B are (MC2) integration domains,
while domain C is the verification domain.

from the equator. To go beyond that range or to relax
the geographical constraint would at least require having
spherical coordinates in MC2 to allow full global in-
teraction and/or pole translation. The basic idea is first
to perform a coarse-resolution hemispheric run for
which the (equatorial) lateral conditions are kept con-
stant at their initial value throughout the whole inte-
gration period. This constraint is not really of big con-
cern because the objective is to cascade the model at
higher resolution over a subdomain that will most of
the time be far away from the equator. Moreover, syn-
optic conditions at the equator do not change all that
much over a 24–48-h period, which suggests that a
constant state of the atmosphere might by itself be an
acceptable solution over such a period of time. This
strategy is also not very different from the one used by
other hemispheric models such as the RFE, which im-
poses solid wall conditions on the periphery of its do-
main; this wall boundary condition is also maintained
without reported difficulties in the regional data assim-
ilation spinup cycles initiated from a global assimilation
cycle for the RFE (Mailhot et al. 1995a). Allowing time-
independent inflow/outflow boundaries near the equator
poses no difficulty with MC2 and should be somewhat
more realistic than a solid wall.

To demonstrate this point, the MC2 is applied on one
of the two cases that are used extensively in section 5
below on applications of the model. The simulation and

forecast modes have been tested using the Canadian
Atlantic Storm Project 1 (CASP 1) IOP 14 case of 6
March 1986 for which a global analysis at 18 resolution
and a regional analysis at 50-km resolution were avail-
able every 6 h. The synoptics and meteorology of this
case are briefly discussed in section 5a of this paper.
The MC2 was run in both modes for a 36-h forecast at
a horizontal resolution of 50 km over domain A of Fig.
9. In both integrations, the number and placement of
the computational levels, along with the dynamics and
physics configuration, were identical. In the forecast
mode, the hemispheric run, at a resolution of 150 km,
was initialized with the global analysis of 1200 UTC 6
March, while the regional analysis valid at the same
time was used as initial conditions for both 50-km runs.
In simulation mode, the nesting conditions were pro-
vided by the subsequent regional analysis at every 6 h.
In forecast mode, the nesting values consisted of output
data every 6 h of the previous hemispheric MC2 run.
Figure 7 shows the difference (simulation minus fore-
cast) between the 24-h forecasts of mean sea level pres-
sure and 10-m temperature for the two runs over a ver-
ification subdomain (domain C of Fig. 9). One can see
that the two solutions are in general very similar, which
seems to indicate that the model can be run in any of
the two modes with the same degree of confidence. In
this particular case study, however, it seems that the
forecast mode better predicted the position of the sec-
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FIG. 10. The distribution of vertical levels for the COMPARE 1
experiment 2 as (b) originally proposed and as (a) actually used by
MC2. Height above sea level computed for a constant lapse rate
atmosphere for levels over sea.

TABLE 3. Cost comparison of MC2 and RFE on COMPARE case forecast at 50 km; domains defined on the polar stereographic plane true
at 608N. Location of ‘‘A’’ is given in Fig. 9.

Model

Mesh
length
(km)

Time
step
(s) Grid size Domain

Cost
(rela-
tive) Remarks

MC2 150 1800 150 3 150 5 0.88M2 Hemisphere 5 (23 000 km)2 0.29 5 (150/160)2 3 (600/1800)
MC2 50 600 160 3 160 5 M2 A 5 (8000 km)2 1 unit 5 Unit of cost

M2 5 unit of grid size
Total MC2 1.29 sum of two grids

RFE 5 220 3 220 Hemisphere 1.89 size of full grid
Central 50 600 160 3 160 5 M2 A same region as for MC2

1
Exterior 50–1000 600 4(30 3 160 1 30 3 30) 5 0.89M2 Hemisphere minus A ● stretched portion :

stretch ratio 5 1.1
● 4 (side 1 corner)

Total RFE 1.89 5 (220/160)2 single grid

ondary cyclone southeast of Nova Scotia by moving it
a little farther to the northeast than the simulation mode
(see analyses in Fig. 8 and simulation run in Fig. 10).

Table 3 provides detailed comparative cost figures for
the case under consideration here, that is, the 50-km
forecast for the CASP 1 IOP 14; both models are as-
sumed to have similar computational efficiency. In fore-
cast mode, the computational overhead of having an
additional hemispheric 150-km run to perform in order

to produce a 36-h forecast at 50 km is minimal at 0.29
units (one unit is the cost of the main calculation at 50
km), because of the longer time step, 1800 s. The cost
with the variable resolution strategy of the RFE model
with a central domain [domain A of COMPARE (Com-
parison of Mesoscale Prediction and Research Experi-
ment)] corresponding to the whole MC2 computational
grid, at the same horizontal and vertical resolution and
with the same timestep, is 1.89 units. The overall com-
putational cost of the two MC2 runs is 1.29 units, rough-
ly 32% less than 1.89, the computational cost of the
single RFE model run. This is mainly due to the fact
that the variable resolution grid forces the RFE to pro-
cess about 89% more grid points than the MC2 (5M2).
These points must be computed with the 50-km time
step (600 s) even though the RFE resolution reaches
approximately 1000 km near the equator in this config-
uration. The average resolution within the variable por-
tion is about 250 km, computed as (23 000 2 8000)/60,
which is less than in the MC2 hemispheric run, 150 km.

5. A few applications

Since its delivery to the scientific modeling com-
munity in February 1994, the MC2 model has been used
to simulate a wide variety of meteorological features
ranging from large-scale extratropical storms (50–
100-km mesh) to smaller mesoscale events (2-km mesh
and less). The MC2 model has also been used as a real-
time high-resolution forecast model in support of the
field phase of BASE, which took place from 1 Septem-
ber 1994 to 31 October 1994 (Benoit et al. 1995). Other
studies such as high-resolution distribution of precipi-
tation over the Columbia River basin in southern British
Columbia (Mailhot et al. 1995b), lake-driven circula-
tion, mesoscale precipitation bands, surface wind
storms, and others are currently being completed. We
will discuss here only two applications of the MC2 mod-
el involving simulations of a large-scale coastal devel-
opment and of a mesoscale nonhydrostatic downwind
storm.
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TABLE 4. COMPARE 1 participants.

Country Model Type Projection Vertical coordinate

Canada
Canada
United States
United States
United States
United States
United States
France
Italy
Australia
Japan
United Kingdom

MC2
RFE
ETA
FSU (global)
MM4
PSU/NCAR
UW/NMS
PÉRIDOT
BOLAM
CSIRO
JMA
UNIFIED

Nonhydrostatic
Hydrostatic
Hydrostatic
Hydrostatic
Hydrostatic
Hydrostatic
Nonhydrostatic
Hydrostatic
Hydrostatic
Hydrostatic
Hydrostatic
Hydrostatic

PS
PS
L
L
PS
PS
L
PS
L
PS
PS
L

Gal-Chen
s
Step-mountain (eta)
s
s
s
z
s
s
s
s
Hybrid

a. The first COMPARE case: CASP IOP 14

The COMPARE project is an international commu-
nity effort in mesoscale modeling whose goals are to
understand further mesoscale predictive capability,
identify important issues of mesoscale research, and es-
tablish over the years a testbed of a broad range of
mesoscale cases using high-quality raw datasets, assim-
ilation systems, and analyses (Gyakum et al. 1995;
Gyakum et al. 1996). The first case selected for the
COMPARE project is an explosive marine cyclogenesis
case that occurred 6–8 March 1986 over the North
American east coast. A very good database is available
for that case because the storm was covered by an in-
tensive observation period of the Canadian Atlantic
Storms Program (CASP; Stewart et al. 1987) and the
Genesis of Atlantic Lows Experiment (GALE; Dirks et
al. 1988). Chouinard et al. (1994) reviewed the existing
literature. Some 12 models belonging to seven countries
of the international modeling community participated in
this first COMPARE experiment (see Table 4). Among
all participants, the MC2 (using a Gal-Chen vertical
coordinate) and the University of Wisconsin NMS (us-
ing a height vertical coordinate similar to eta) models
were the only nonhydrostatic models.

The first COMPARE case study (CASP 1 IOP14 case
of March 1986) is a spectacular example of wintertime
oceanic explosive cyclogenesis with a maximum deep-
ening rate of 18 hPa (12 h)21 occurring between 0600
and 1200 UTC 7 March. By 0000 UTC 7 March, a
cyclone, having formed two days earlier in the lee of
the Canadian Rockies, had traveled eastward to the Lake
Erie area (Fig. 8). At this time, a secondary low pressure
center was developing off the coast just south of Long
Island in the trough extending from the parent low. Dur-
ing the next 12 h this coastal cyclone intensified rapidly
as it moved northeastward across the strong sea surface
temperature (SST) gradient of the Gulf Stream. By 1200
UTC 7 March the central pressure had deepened to 979
hPa as the storm was approaching southeastern Nova
Scotia. The storm then traveled across the Gulf of St.
Lawrence and gradually occluded. As discussed by
Mailhot and Chouinard (1989), the surface cyclone in-
tensified downstream of a mobile upper-level trough and

below the entrance region of the jet. A low-level jet
(LLJ) with high moisture content was also present in
the warm sector just ahead of the cold front (Chouinard
et al. 1994).

1) METHODOLOGY

Included in the COMPARE 1 distribution package
was a set of analyses at 6-h intervals covering the period
from 1200 UTC 5 March to 0000 UTC 8 March 1986,
on a 50-km resolution polar-stereographic domain cov-
ering most of North America (domain A of Fig. 9). Data
was provided on 44 equally spaced vertical isobaric lev-
els.

The MC2 group performed the first five out of seven
proposed experiments aimed at studying the issues of
horizontal and vertical resolution. The focus for all ex-
periments was a 36-h forecast commencing at 1200 UTC
6 March 1986. The proposed experiment 1 is at a hor-
izontal resolution of 100 km over domain A of Fig. 9
and with the following positions for 18 computational
levels in s: 0.01, 0.05, 0.1, 0.15, 0.20, 0.25, 0.30, 0.35,
0.40, 0.50, 0.60, 0.70, 0.75, 0.80, 0.85, 0.90, 0.95, and
1.0. Experiments 2, 3, and 4 would be run on the same
horizontal domain and would respectively double ver-
tical resolution (100 km, 35 levels), double horizontal
resolution (50 km, 18 levels), and double both horizontal
and vertical resolutions (50 km, 35 levels). The sug-
gestion for the placement of levels was to insert one
additional level in each of the layers used in experiment
1. Experiment 5 aimed at quadrupling the horizontal
resolution and tripling the vertical resolution (25 km,
52 levels), and it was suggested that two additional lev-
els be inserted in each layer used in experiment 1. Be-
cause experiment 5 is an expensive high-resolution com-
putation, it was necessary to run it on a reduced-size
domain (corresponding approximately to domain B of
Fig. 9) and for a shorter time period. Results were to
be returned at 6-h intervals on a lat–long verification
domain (grid C of Fig. 9) at 0.58 resolution and on 20
equidistant isobaric levels. The time steps used for the
various experiments are, respectively, 1200, 600, and
300 s for horizontal resolutions of 100, 50, and 25 km.
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TABLE 5. Physics configuration. [Full RPN/CMC physics package
(version 3.0).]

Surface physics (land: force–restore; ocean: fixed SST 1 Charnock
drag)
Prognostic turbulent kinetic energy (TKE)
Shallow moist convection
Orographic gravity wave drag
Kuo convective scheme
Explicit condensation: large-scale supersaturation removal
Advanced radiative computation (solar 1 IR)

FIG. 11. (a) MC2 and (b) RFE 24-h forecasts corresponding to the
(c) COMPARE 1 analysis valid at 1200 UTC 7 March 1986. Mean
sea level pressure (solid) contoured every 4 hPa and 1000–500-hPa
thickness (dashed) contoured every 6 dam.

All experiments were performed with version 3.0 of
the MC2 model (first distributed version in 1994) and
with the very same physics configuration (Table 5) as
the one used in the operational version of the RFE mod-
el. This physics configuration was also used to run the
RFE model on all COMPARE I experiments. We did
not use the proposed number nor positions of the vertical
computational levels because of an earlier problem with
the choice of the wavenumber scan strategy in the ADI
pressure solver for the 3D Helmholtz equation, causing
it not to converge accurately enough. The pressure solv-
er was in fact unable to resolve the full spectrum of
vertical waves imposed by the proposed s-type vertical
layering. We therefore opted for a more uniform dis-
tribution of vertical levels involving a constant stretch-
ing factor between two consecutive levels. Figure 10
shows the difference between the proposed distribution
of vertical levels for experiment 2 (also used by the
RFE model) and the one actually used by MC2. This
problem with the pressure solver has since been cor-
rected and it is now possible to use any reasonable ver-
tical layering. A second set of MC2 runs with the im-
proved ADI solver was made and submitted to the
COMPARE evaluation committtee. Experiment 5 con-
sisted of a self-nested 24-h forecast on domain B of Fig.
9 with lateral boundary and initial conditions extracted
from experiment 4. All experiments were performed
with a model lid at 30 km in order to include the very
strong 10-hPa jet analyzed at 1200 UTC 6 March 1995
over northern Canada and southern Greenland.

2) RESULTS

Here we will concentrate on the 24-h forecast of ex-
periment 5, feeling free to compare the results with those
of other COMPARE participants as all have agreed to
share their individual results. In general, the MC2 per-
formance is relatively good and compares very closely
to that of the RFE model since the two models were
using the very same configuration of their common
physics package. The two models predicted with good
accuracy the secondary low southeast of Nova Scotia
while overpredicting the primary inshore cyclone (Fig.
11). Both models also show a warm bias behind the
continental system, while the position of the thermal
ridge is in rather good agreement with the analysis (Fig.
11c). One can also notice the cold anticyclone over

northeast Quebec, which is underdeveloped and forecast
too far to the southeast.

A cross section through the cold front (Fig. 12) re-
veals the typical circulation associated with baroclinic
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FIG. 12. Vertical cross section along baseline AB of Fig. 11c of
the 24-h MC2 forecasts for (a) experiment 1, (b) experiment 3, and
(c) experiment 5 of COMPARE 1. Potential temperature (solid) is
contoured every 5 K and wind component (dashed) normal to the
cross section is contoured every 5 m s21. Vectors denote velocity and
vertical motion tangent to the cross section with scales indicated at
lower left and a translation speed (at lower right) removed from the
tangent flow.

FIG. 13. As in Fig. 12, but for potential vorticity (dashed) contoured
every 0.5 3 1025 K hPa21 s21 and potential temperature (solid) con-
toured every 5 K. Vertical cross section is taken along baseline CD
of Fig. 11c.

cyclogenesis. The main features of this circulation are
very much in agreement with that of the analysis
(Chouinard et al. 1994) even though the intensity of the
vertical motion over the surface front along with the
upper jet and LLJ are a bit stronger in the MC2 model.
It is interesting to see the progression of the main fore-
cast features as resolution increases. In particular, ver-
tical motion more than triples in strength (reaching val-
ues of 4.7 Pa s21) and becomes much more horizontally
confined when going from 100 to 25 km in horizontal
resolution. However, the strength of the lower- and up-
per-level jets only intensifies when going from 100 to
50 km. Smaller perturbations behind the cold front are

also worth noticing, especially in the upward vertical
motion, which does not show up in the analysis but can
clearly be associated with the cloud structure seen on
the satellite image (Stewart et al. 1987). The potential
vorticity cross section of Fig. 13 is also very much in
agreement with the analysis but reveals more clearly the
potential vorticity (PV) anomaly, associated with the
tropopause fold, which overruns the low-level baroclinic
zone. This result is consistent with that of Hoskins et
al. (1985), who suggested that such a feature is typically
associated with surface cyclogenesis. Potential vorticity
over the surface front increases drastically with reso-
lution as static instability becomes more intense and
more confined horizontally.

Standard scores for both the MC2 and RFE models
were computed for experiment 5 (Fig. 14). Twenty-four-
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FIG. 14. Standard scores for both the MC2 and RFE models for experiment 5 (24-h forecasts) of
COMPARE 1: temperature (a) mean and (b) rms error; wind speed (c) mean and (d) rms error.

hour temperature and wind speed forecasts were com-
pared to the analysis of 1200 UTC 7 March 1986 over
the COMPARE 1 verification domain (domain C of Fig.
9). Results for the two models are in general very sim-
ilar, especially in the temperature forecast where the
largest error can be observed near the surface (rms error
near 58C). The errors associated with the wind speed
forecast are a bit more different as the MC2 model
shows a stronger negative bias than the RFE model in
the upper levels. Near the surface, however, the RFE
shows a much stronger positive bias (4.5 m s21) than
MC2 (1.5 m s21); this also appears in the 1000-hPa rms
errors, with 9 m s21 for the RFE and 7.2 m s21 for the
MC2. It is suggested that this difference be attributed
to the fact that the MC2 model does not use the physics
‘‘tendencies’’ computed by the SLD routine [see section
3b(2)] for the horizontal components of the wind on the
first thermodynamic level. The SLD seems, in this par-
ticular case study, to overestimate the surface wind, es-
pecially in regions where the surface fluxes are impor-
tant, that is, an unstable surface layer. The cross section
of Fig. 15 gives a clear example of the kind of surface
decoupling produced by the SLD under certain condi-

tions ocurring in several cases studied with MC2 but
that we have not attempted to characterize.

In an attempt to measure the nonhydrostatic effects
associated with this rapid oceanic cyclogenesis, exper-
iment 5 has been performed a second time using the
MC2 model in its hydrostatic mode. This particular
mode of operation can easily be selected externally by
the user as part of the run-time model configuration.
The hydrostatic mode is achieved by setting dh 5 0 in
Eq. (2.3). Small differences were observed in the 24-h
forecast, especially in the warm sector. Those differ-
ences mainly consist of very small-scale phase errors
(one to two grid points) and do not affect the overall
forecast in any significant way. Root-mean-square dif-
ferences between the 24-h forecasts were computed on
20 levels for u, y, w, T, and q (Table 6) over a horizontal
domain covering a little more than the warm sector itself
(where differences were observed). Those rms differ-
ences are very small and confirm the absence of sig-
nificant nonhydrostatic effects in a 25-km resolution
run. This result was in fact predictable and is consistent
with the suggested horizontal resolution threshold of 9.5
km (Bubnova et al. 1995) or 8-km wavelength (Daley
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FIG. 15. (a) MC2 (shaded) and RFE (dashed black) 24-h forecasts (experiment 5) of the warm sector LLJ
at 850 hPa. Wind module is contoured every 5 kt. (b) Cross section taken along baseline AB of (a) over the
1000–700-hPa layer; RFE is dashed white.
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TABLE 6. Root-mean-square differences between hydrostatic and
nonhydrostatic 24-h forecast (experiment 5, COMPARE 1).

Max rms
difference

Level
(hPa)

Typical
field values

u (kt)
y (kt)
w (Pa s21)
T (8C)
q (1023)

0.190
0.160
0.031
0.031
0.025

300
300
650
700
800

90.0
100.0

40.0
230.0

8.0

FIG. 16. CMC analysis for (a) 1200 UTC 21 December, (b) 0000
UTC 22 December, and (c) 1200 UTC 22 December 1993. Mean sea
level pressure is contoured every 4 hPa. Wind barbs are in knots.

1988) beyond which nonhydrostatic effects may become
important.

The following example provides a much deeper test
of our nonhydrostatic model.

b. Downslope windstorm over Cape Breton Island

Atmospheric responses to a disturbance created when
stably stratified air is forced to rise over a topographic
barrier are of many types. Among the well-documented
responses are the downslope windstorm events most of-
ten observed on the lee side of major mountain ranges
such as the Rockies, the Alps, and the Pyrénées, where
they sometimes become severe. However, they also sur-
prisingly occur for much shallower mountain ridges
such as the Cape Breton Highlands in Nova Scotia.

Different mechanisms to explain these severe events
have been proposed over the years, for example, the
older hydraulic theory (Long 1954; Smith 1985; Durran
1986), the vertically propagating wave theory (Klemp
and Lilly 1975), and the resonant or breaking wave
theory (Clark and Peltier 1977; Laprise and Peltier
1989a,b). However, these theories often deal with break-
ing wave flows generated by major mountain ridges. A
linear, analytic, and two-dimensional study was first per-
formed by Queney (1948). Long (1953) resolved the
nonlinear problem, revealing certain cases of nonbreak-
ing wave flows associated with downslope windstorms.
Finally, in two-dimensional flow studies, Stein (1992)
with the PERIDOT model (Imbard et al. 1987) and Pinty
et al. (1995) with the MC2 model investigated different
airflow regimes for classic orographic problems. A
slight enhancement of the surface drag, resulting in a
downslope acceleration on the lee side of the mountain
is observed with linear to weakly nonlinear airflow re-
gimes. This slight increase in the surface drag generates
a pattern analogous to the one resulting from a transition
from subcritical to supercritical flow in the hydraulic
theory (hydraulic jump). As suggested by Durran
(1990), there appears to be three different circumstances
in which the atmospheric response is analogous to an
hydraulic jump: 1) wave breaking (Clark and Peltier
1977), 2) Scorer parameter layering (Durran 1986), and
3) capping by a mean-state critical layer (Smith 1985).

The MC2 model was used to simulate the downslope
wind event of 21–22 December 1993 on the western lee
side of the Cape Breton Highlands, Nova Scotia. This

particular type of wind event, locally called ‘‘suete’’ (an
Acadian term meaning southeast), regularly occurs
when strong winds develop from the southeast. At 1200
UTC 21 December, a low pressure system at 992 hPa
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FIG. 17. Grid strategy for the simulation of the suete event of 21–22 December 1993. Four cascaded grids are used, covering windows A,
B, C, D; specifications are given in Table 7. Shading is 50-km terrain.

was developing and moving northeastward from the
Delaware Bay region (Fig. 16a). By 0000 UTC 22 De-
cember (Fig. 16b), the system had moved to northern
Vermont with a quite intense cold front extending to the
south. Strong southeasterly winds had then developed
in the warm sector and led to the onset of the suete
phenomenon. Note that the suete itself is a result of an
early orographic wave that speeds up the formation of
an intense wind core in the lee of the mountain ridge,
before the very strong synoptic winds invade the whole
region. The suete was observed from 2000 UTC 21
December to 0900 UTC 22 December by an automatic
station (CWZQ) located at Grand Etang near Cheticamp
(Fig. 18). Winds of up to 45 kt gusting to 60 kt were
recorded for a few hours after 2300 UTC 21 December
(Fig. 21). After about 0600 UTC, the cold front swept
across Nova Scotia and winds shifted to the southwest
(Fig. 16c), thereby ending the suete phenomenon.

1) METHODOLOGY

The grid strategy used for this simulation is very
similar to the one used by Jackson and Steyn (1994) in
a fjord gap wind simulation (Howe Sound, British Co-
lumbia) using the CSU RAMS model. For our suete
simulation, the model was run on four consecutive one-
way nested grids using the cascade technique described
in section 4. Horizontal resolution was here brought
from 50 km down to 400 m in order to better resolve
the topographic forcing. The four grids are depicted in
Fig. 17 and are fully described in Table 7. The first three
runs (Fig. 17, grids A, B, C) were performed using the
same physics configuration as for the COMPARE 1 case
(see Table 5). The same 25 computational levels were
used for those three runs. The first thermodynamic level
was set at 80 m and a constant stretching factor of about
1.15 was applied on each successive layer to span a
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FIG. 18. The 500-m resolution topography over northern portion of Cape Breton, Nova Scotia. Interval of 50 m.

vertical domain of 30 000 m. No vertical nesting was
performed in the first three runs.

The last run (400-m resolution) (Fig. 17, grid D) was
performed without radiative calculation, convective
scheme, nor gravity wave drag. Vertical layering was
achieved again on 25 levels except with a first ther-
modynamic level set lower at 30 m. A stretching of
about 1.17 was used to cover a vertical domain of 15 000
m thus focusing somewhat the vertical resolution in the
PBL. Vertical nesting was here performed on the top-
most 5000 m below the model lid in order to minimize
upper boundary effects. This 400-m resolution matches
the maximum resolution of our current topography da-
tabase (DEM), that is, 500 m.

The 50-km run was initialized with the CMC 50-km
regional analysis of 0000 UTC 21 December and the
three subsequent analyses at 12-h interval were used to
provide the lateral boundary conditions. That first run
was simply used to capture the synoptic conditions over
a period of 36 h for the next cascade runs and will not
be discussed further. The starting point of the 10-km
run is the 12-h forecast of the 50-km domain and is
integrated for 24 h using an 18-km resolution DEM.

The starting point of the 2-km run is the 9-h forecast
of the 10-km domain and is run for 7 h. Finally, the
starting point of the 400-m run is the 5-h forecast of
the 2-km domain and is run for 1 h. Note that this
gradual time shift of the start time for the higher res-
olution runs, which corresponds generally with the
widely practiced technique of preforecasting, ensures
that the lateral boundary and initial conditions have
gone through a spinup period to adjust with the reso-
lution of the parent grid. The last two runs were per-
formed using a very high resolution DEM (500 m) on
which a special Cressman-type filter is applied as an
averaging operator acting on each of the two target
grids. Figure 18 shows the topography used for the
400-m run.

2) RESULTS

The time evolution of the surface wind patterns from
the 10-km run clearly shows the onset of the suete event,
on the lee side of Cape Breton, between 1800 UTC 21
December and 0000 UTC 22 December (Fig. 19). A
narrow near-surface jet then strengthens just off the west
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FIG. 20. MC2 2-km 6-h forecast valid at 0300 UTC 22 December 1993. Mean sea level pressure (solid) is contoured every 1 hPa. Vectors
denote 10-m horizontal flow with scale (kt) indicated on lower left corner. Shades of gray represent the 2-km topography (with a 50-m
shading increment).

coast, reaching a maximum of 55 kt by 0600 UTC (Fig.
19). At this stage the strong synoptic winds have already
begun to invade the domain, and the suete is not so well
defined. The overall wind structure thereafter changes
drastically as synoptic winds become southwestward
(Fig. 19), hence ending the suete event. Of some interest
is the mesoscale trough developing on the lee side of
the mountain crest along with the ridge that builds up
on the windward side. This pressure dipole (here 4 hPa)
is a typical surface signature of the presence of a moun-
tain wave.

The suete event is captured with much more detail
in the 2-km run where the maximum surface winds are
forecast on an even narrower band closer to the coast
(Fig. 20). Two regions of strong downslope winds can
be observed. One is located near Cheticamp and the
other one near the northern end of the highlands. The
suete is shown here to have an offshore near-surface
extension of about 20–25 km with the strongest winds
located within 10 km of the shore. When compared
against the observations, it can be seen that for the sta-
tion on the lee side of the mountain (Grand Etang, Fig.
21), the accuracy of the surface wind forecast increases
significantly with the resolution, whereas for the station

on the windward side (Sydney, Fig. 21), the resolution
has practically no effect on the accuracy of the forecast.
This is consistent with the fact that high resolution is
needed to capture properly the mesoscale topography
effect on the lee side, whereas a much coarser resolution
is sufficient to forecast the synoptic conditions on the
upstream side far enough from the mountain.

The low-level (900 hPa) vertical velocity of the 2-km
run displays two types of elongated cells mutually per-
pendicular (Fig. 22a): stronger ones that are perpendic-
ular and close to the lee side slope and weaker ones that
are parallel to the exit flow. Figure 22b shows a cross
section, along baseline AB of Fig. 22a, of the vertical
velocity over Cape Breton where a weak downstream
vertical tilt of the main mountain wave can be observed
by drawing an imaginary straight line between the 1220
3 1021 Pa s21 low-level subsidence and the 240 3 1021

Pa s21 ascent above it, at 700 hPa, and to the right. This
is a clear indication that relatively small nonhydrostatic
effects are present in this 2-km solution (Pinty et al.
1995). Taking an average value of 0.015 s21 for the
Brunt–Väisälä frequency (N), 15 km for the half-width
of the mountain (L), and 15 m s21 for the mean hori-
zontal velocity (U) over Cape Breton at 0900 UTC, the
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FIG. 21. MC2 50-, 10-, and 2-km forecasts against the observations
for the suete event of 21–22 December 1993 for (a) downstream
(Grand Etang) and (b) upstream (Sydney) stations. The stations are
indicated in Fig. 18.

TABLE 7. Grid strategy for the suete case.

Grid
Dx

(km) ni 3 nj
Dt
(s) Start date

Fore-
cast
(h)

1
2
3
4

50
10
2
0.4

181 3 155
191 3 161
171 3 141
199 3 151

720
180

30
6

0000 UTC 21 Dec
1200 UTC 21 Dec
2100 UTC 21 Dec
0200 UTC 22 Dec

36
24
07
01

nondimensional mountain half-width number NL/U
reaches a value of only 15. Low values of this number
are normally associated with nonhydrostatic flows. On
the other hand, taking 500 m as the height of the moun-
tain (h), the inverse Froude number Nh/U gives a value
of 0.5 that classifies this mountain wave as weakly non-
linear (Pierrehumbert and Wyman 1985). The vertical
extent of the wave seems here limited by the presence
of a critical level near 5 km above sea level (ASL) where
the horizontal flow is at a 908 angle to the right of the
near surface flow (see Fig. 24). The wave seems there-
fore trapped below 500 hPa (Fig. 22b) and can be seen
to propagate downstream to a distance of about 50 km.
This wave propagation takes here the form of elongated
plumes of vertical motion extending off the whole
length of the west coast. The fine details in the horizontal

(Fig. 22a) and vertical (Fig. 22c) structure of those
plumes have been verified to match closely with the
details in the topography.

A subsequent 2-km hydrostatic run was also per-
formed in order to more formally assess the nonhy-
drostatic effects. For this purpose, we focus on the hy-
drostatic vertical motion and choose to display it (Fig.
23) in the same manner as in the preceding Fig. 22.
Although the hydrostatic solution appears similar in na-
ture, the vertical motion associated with the mountain
wave is much stronger (260 3 1021 Pa s21 ascent at
700 hPa) and the downstream tilt of the main wave is
much smaller than in the nonhydrostatic solution (Fig.
23b). It is also worth noticing that, in this mode, the
waves do not propagate downstream from the west coast
much farther than about 10 km (Fig. 23a) and that the
vertical structure is less trapped below the critical level.
The vertical structure of the propagating plumes of ver-
tical motion (Fig. 23c) is also much weaker and far less
organized than in the nonhydrostatic solution.

In hydraulic theory, the Froude number is often de-
fined as Fr 5 u2/c2 where u is the mean fluid velocity
and c 5 ghDr/r0 (with g as gravity, h as thickness of
the lower fluid layer, and r as density), sometimes re-
ferred to as the reduced gravity for a two-layer fluid.
As an upstream subcritical flow (Fr , 1) ascends the
upslope side of an obstacle, Fr tends to increase both
from the increase in u and the decrease in c. If Fr reaches
1 at the crest, the flow then becomes supercritical and
accelerates very rapidly as it descends the barrier. The
adjustment back to subcritical conditions normally takes
place in what is known as a turbulent hydraulic jump
(Durran 1986, 1990; Holton 1992). Referring now to
Fig. 24, one can easily observe two distinct layers in
the flow going over the mountain. One at a low level,
bounded above by the 290-K isentrope, and the other
one higher above, associated for convenience with is-
entrope 298 K. The low-level flow is much more dis-
rupted than the higher level one as it crosses over the
mountain. Isentropic surfaces are in fact bunching up
together on the lee side and, in the region immediately
following the strong downward vertical motion, a
glimpse of a hydraulic jump can be observed as the
vertical gradient of potential temperature adjusts itself
back to its windward state. Taking h as the height of
the 298-K isentropic surface and using appropriate den-
sities for the two layers defined above, the Froude num-
ber was computed for the 6-h forecast of the 2-km run
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FIG. 22. (a) The 6-h forecast of the 900-hPa vertical motion, valid at 0400 UTC 22 December 1993, from the 2-km nonhydrostatic run.
(b) A vertical cross section taken along baseline AB of (a). (c) A vertical cross section taken along baseline CD of (a). Vertical motion is
contoured every 20 Pa s21 for (a) and (b) and every 10 Pa s21 for (c); dashed for negative (i.e., upward) values. Top of cross sections is the
100-hPa level; terrain silhouette appears therein.

(Fig. 25). Although a bit too large, 1.1 in the far-field
outflow, the Froude number distribution around the
mountain for this suete event shows a remarkable con-
sistency with the hydraulic theory as a maximum value
of 1.5 is reached on the lee side of the mountain and
the critical value of 1 coincides well with the crest line
of the plateau. From its maximum of 1.5, Fr then relaxes
toward lesser values near 1.0 over a relatively small

distance, which can be associated with the hydraulic
jump. Horizontal winds decrease by about 20 kt within
the jump. This strong gradient in the strength of the
surface winds constitutes a definite hazard for naviga-
tion and may in fact be responsible for some of the
shipwrecks that occured during past suete events. The
Froude number analysis presented here compares rather
well with the one of Jackson and Steyn (1994) in the
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FIG. 23. As in Fig. 22 except that vertical motion is from the 2-km hydrostatic run.

above-mentioned fjord gap winds simulation with the
CSU RAMS model.

The 0.4-km run does not offer much more infor-
mation than the 2-km run, although the flow adapts
itself very accurately to the high resolution topography
(Fig. 25). From the terrain silhouette also shown in
Fig. 26, one can appreciate the plateau shape and the
very sharp slopes at the two ends. The western ‘‘cliff,’’
on the right, has a slope of about 1:5, that is, 118. This
last run improves the definition of the hydraulic jump.

Finally, when looking at the Froude number of Fig.
26, one can observe a new feature in the form of an
elongated tongue of high Froude number downstream
from the 1.7 maximum near the coast. The main pur-
pose of the 0.4-km run was in fact to test the model’s
self-nesting capability and the vertical nesting. It is
also the first time that MC2 achieves a quasi-isotropic
3D mesh at about 500-m resolution in all three direc-
tions. Better results at very high resolution will only
be possible with higher-resolution analyses and physics
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FIG. 24. The 6-h forecast from the 2-km run valid at 0300 UTC 22 December 1993. (a) Isentropic cross section, in
Gal-Chen coordinates, along baseline AB of (b). Top of cross section is near 6000 m. Potential temperature contoured
every 2 K. Vectors represent the in-plane flow. (b) Froude number (solid) contoured every 0.1 and 10-m wind module
(dashed) contoured every 5 kt. Shades of gray represent the 2-km topography.
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FIG. 25. Cross section, in isobaric coordinates, along baseline AB of Fig. 26b. Vectors represent the in-plane
flow for the 1-h forecast of the 400-m run valid at 0300 UTC 22 December 1993. Terrain silhouette is
included. Top at 600 hPa.

better adapted for this extremely fine (by NWP stan-
dards) horizontal resolution.

6. Summary and perspective

A rather long time has elapsed in the writing of this
paper since MC2 was first made available, indicative of
the numerous mesoscale applications (and the required
support) for which it was immediately considered to be
interesting. This rapid increase indicates a large previ-
ously unsatisfied need for mesoscale model products in
Canada.

We have summarized the semi-implicit semi-Lagran-
gian (SISL) dynamics of the model and then emphasized
more fully the interfacing with a comprehensive physics
package, particularly the passage from Gal-Chen to sig-
ma vertical coordinate, as well as the handling of wind
in the lowermost layer. Concerning nesting and initial-

ization, the nesting weights were documented, the use-
fulness of a simple forward–backward sequence of dy-
namical steps was demonstrated, and we presented pre-
liminary results showing that MC2 could be used as a
stand-alone forecast model.

The first application of the model discussed in detail
here was the COMPARE 1 cyclogenesis case. We have
established that the model was equal in meteorological
performance to a well-established operational model, at
the meso-a scale (i.e., runs at resolutions not exceeding
25 km). We confirmed the absence of nonhydrostatic
effects at these coarse resolutions.

The second application was a local downslope wind-
storm phenomena (suete winds). It permitted us to dem-
onstrate the high-resolution modeling potential of MC2
by solving a problem on large grids reaching resolutions
exceeding 1 km and thus well into the meso-g nonhy-
drostatic range. Here again the performance was ex-
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FIG. 26. As in Fig 24 except for the 1-h forecast of the 400-m run. Shades of gray represent the 400-m topography.
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cellent and shown to yield features similar to those of
other currently available mesoscale models but having
more traditional numerics for their dynamics.

Much remains to be done to develop the potential of
MC2 fully. What is probably the deepest deficiency is
the current lack of a mesoscale data assimilation ca-
pacity able to absorb all currently available conventional
meteorological observations: this will open the door to
the simulation of mesoscale transient features. Explor-
atory work has begun along the lines of the incremental
approach of Courtier et al. (1994) joined with the 3D
variational method. Highly important from the numer-
ical perspective is the introduction of optional Eulerian
advection to further investigate the claim of P. Bartello
and S. Thomas (personal communication, 1997) that the
semi-Lagrangian approach becomes inefficient at the
finest mesoscales and ‘‘the need for a complete reeval-
uation of the method before application to mesoscale
and small-scale forecasting.’’ Indeed, the initial dem-
onstration by TRL was not definitive since it used a
127-km grid resolution.

On the computer science side, a simplified porting of
the kernel of MC2 to a massively parallel processor
architecture (both distributed and shared memory) is
being examined.

An appealing area for MC2’s capacities is the direct
support for the improvement of larger-scale parametri-
zations. It can take the form of direct very fine-scale
simulation and areal budgeting to validate proposed
parametrizations, such as the new orographic drag par-
ametrization of Lott and Miller (1994). Or, also, iden-
tifying and removing the mean long-term error profiles
due to a given complete physics package; to that end,
the technique of running an LAM over a 1-month period
with perfect lateral BCs, as used by Sass and Christen-
sen (1995), appears very efficient. Also, the advanced
type of interfacing with the model dynamics and the
special conditions for instance with the diabatic term in
our form of the continuity equation allow to investigate
for an optimum coupling of the physics feedbacks, es-
pecially in terms of heat and mass fluxes. In doing so,
MC2 will contribute to the development of new physical
schemes at RPN.

Of course the incipient and future major applications
of this model will be in the air quality, agrometeorol-
ogical, and short-term water management domains.
These are quite distinct from current major goals of
NWP centers. Also, the question of applying MC2 in
CMC’s operations is still unclear as of now. The quality
and efficiency of MC2 have to be examined more care-
fully by mesoscale NWP standards and, in the case of
CMC, weighted against the variable mesh technique on
which its current (and future contemplated, i.e., GEF)
mesoscale models are based.
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