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ABSTRACT

Stripped-envelope (SE) supernovae (SNe) include H-poor (Type IIb), H-free (Type Ib), and He-free (Type Ic) events thought to be
associated with the deaths of massive stars. The exact nature of their progenitors is a matter of debate with several lines of evidence
pointing towards intermediate mass (Minit < 20 M⊙) stars in binary systems, while in other cases they may be linked to single
massive Wolf-Rayet stars. Here we present the analysis of the light curves of 34 SE SNe published by the Carnegie Supernova Project
(CSP-I) that are unparalleled in terms of photometric accuracy and wavelength range. Light-curve parameters are estimated through
the fits of an analytical function and trends are searched for among the resulting fit parameters. Detailed inspection of the dataset
suggests a tentative correlation between the peak absolute B-band magnitude and ∆m15(B), while the post maximum light curves
reveals a correlation between the late-time linear slope and ∆m15. Making use of the full set of optical and near-IR photometry,
combined with robust host-galaxy extinction corrections, comprehensive bolometric light curves are constructed and compared to
both analytic and hydrodynamical models. This analysis finds consistent results among the two different modeling techniques and
from the hydrodynamical models we obtained ejecta masses of 1.1–6.2 M⊙, 56Ni masses of 0.03–0.35 M⊙, and explosion energies
(excluding two SNe Ic-BL) of 0.25–3.0 × 1051 erg. Our analysis indicates that adopting κ = 0.07 cm2 g−1 as the mean opacity serves
to be a suitable assumption when comparing Arnett-model results to those obtained from hydrodynamical calculations. We also find
that adopting He i and O i line velocities to infer the expansion velocity in He-rich and He-poor SNe, respectively, provides ejecta
masses relatively similar to those obtained by using the Fe ii line velocities, although the use of Fe ii as a diagnostic does imply higher
explosion energies. The inferred range of ejecta masses are compatible with intermediate mass (MZAMS ≤ 20 M⊙) progenitor stars
in binary systems for the majority of SE SNe. Furthermore, our hydrodynamical modeling of the bolometric light curves suggests a
significant fraction of the sample may have experienced significant mixing of 56Ni, particularly in the case of SNe Ic.

Key words. supernovae: general

1. Introduction

Stripped-envelope (SE) core-collapse supernovae (SNe) are as-
sociated with the deaths of massive stars that have experienced
significant mass loss over their evolutionary lifetimes. The sever-
ity of the mass loss drives to first order the contemporary spec-
troscopic classification sequence of Type IIb → Ib → Ic (e.g.,
Filippenko 1997; Gal-Yam 2017; Prentice & Mazzali 2017;
Shivvers et al. 2017). The progenitors of SN IIb are thought
to retain a residual amount (∼0.01 M⊙) of hydrogen prior

⋆ Based on observations collected at Las Campanas Observatory.
⋆⋆ Bolometric light curve tables are only available at the CDS via
anonymous ftp to cdsarc.u-strasbg.fr (130.79.128.5) or via
http://cdsarc.u-strasbg.fr/viz-bin/qcat?J/A+A/609/A136

to exploding, and as an outcome they exhibit hydrogen fea-
tures in pre-maximum spectra. However, soon after maximum
(tmax) their spectra typically evolve to resemble normal SNe Ib
(e.g., SN 1993J; Filippenko et al. 1993), exhibiting conspic-
uous helium features and only traces (if any signatures at
all) of hydrogen. Rounding out the spectroscopic sequence
are SNe Ic, which lack hydrogen and helium spectral fea-
tures, and in some instances show exceedingly broad-lined (BL)
spectral features. Some SNe Ic-BL have been discovered to
emerge from long-duration gamma-ray bursts (e.g., SN 1998bw;
Galama et al. 1998).

A large number of single-object studies of SE SNe exist, es-
pecially of events that occurred in nearby galaxies. Historical
examples of a SE SNe that were comprehensively studied in
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single-object papers are SN IIb 1993J (Filippenko et al. 1993,
1994), SN Ib 2008D (Soderberg et al. 2008; Mazzali et al. 2008;
Modjaz et al. 2009; Malesani et al. 2009; Bersten et al. 2013),
SN Ic 1994I (Filippenko et al. 1995), and SN Ic-BL 1998bw
(Galama et al. 1998; Patat et al. 2001).

The light curves of SE SNe are mainly powered by thermal-
ized energy originating from the radioactive decay chain 56Ni→
56Co→ 56Fe. Given the amount of 56Ni synthesized in SE SNe,
their relatively low ejecta masses, and the compact radii of
their progenitors, they almost always display bell-shaped light
curves peaking a few weeks after explosion. For a handful of
cases the SE SNe were discovered within hours to days after
explosion. In some of these cases an initial peak has been
documented, followed by a rapid drop in luminosity. This early
emission is believed to be driven by the shock wave breaking
out through the progenitor’s surface or through an extended
envelope surrounding the progenitor (e.g., Arnett & Falk 1976;
Ensman & Burrows 1992; Woosley et al. 1994; Bersten et al.
2012; Piro & Nakar 2013; Nakar & Piro 2014; Piro 2015). The
early luminosity is mainly dependent on the progenitor radius.
Evidence of this phenomenon was first documented in the
peculiar Type II SN 1987A (e.g., Catchpole et al. 1987), the
Type IIb SN 1993J (e.g., Van Driel et al. 1993), the Type Ib/c
SN 1999ex (Stritzinger et al. 2002), and the Type Ib SN 2008D
(e.g., Mazzali et al. 2008; Soderberg et al. 2008). Recently,
with the advent of both amateur and professional transient
surveys, a handful of additional SE SNe have been discovered
in the midst of their initial peak/adiabatic-cooling phase,
including for example: SN 2009K (Stritzinger et al. 2018a),
SN 2011hs (Bufano et al. 2014), SN 2011dh (Arcavi et al.
2011), PTF11mnb (Taddia et al. 2018), and iPTF15dtg
(Taddia et al. 2016).

In recent years, several studies have presented expanded
SE SN samples. Richardson et al. (2006) presented the analysis
of a sample of V-band light curves for 27 SE SNe. Drout et al.
(2011) published the first multi-band (V and R bands) sample of
SNe Ib/c, studying 25 SNe; more recently, Bianco et al. (2014),
Modjaz et al. (2014), and Liu et al. (2016) have published opti-
cal and near-infrared light curves and visual-wavelength spec-
troscopy of >60 SE SNe followed by the Center for Astro-
physics (CfA) SN group. Taddia et al. (2015) studied the ugriz
light curves of a sample of 20 SNe Ib/c obtained by the Sloan-
Digital-Sky-Survey II (SDSS-II) SN survey. Additionally, Cano
(2013), Lyman et al. (2016), and Prentice et al. (2016) have used
large SE SN samples (61, 38, and 85 SNe, respectively) based
on collections of optical data from the literature to constrain ex-
plosion and progenitor properties. From these studies, SE SNe
are found to be characterized by relatively small average ejecta
masses (Mej) ranging between 1–5 M⊙, average explosion ener-
gies (EK) of a few 1051 erg, and average 56Ni masses of ≈0.1–
0.3 M⊙. Hydrodynamical modeling of several specific SE SNe
indicate similar values for the explosion properties. For example,
SN 2011dh, modeled by Bersten et al. (2012) and Ergon et al.
(2014), was characterized by Mej = 1.8–2.5 M⊙, energy 0.6–
1.0 × 1051 erg, and 56Ni mass of 0.05–0.10 M⊙. Furthermore,
light-curve and spectral modeling reveal that in several cases the
56Ni is mixed into the outer SN ejecta (e.g., Bersten et al. 2012;
Cano et al. 2014; Taddia et al. 2015). As compared to SNe IIb,
Ib, and Ic, SNe Ic-BL are generally characterized by higher EK

and larger 56Ni masses (see, e.g., Cano 2013; Taddia et al. 2015;
Lyman et al. 2016).

The fact that SE SNe generally have small ejecta masses sug-
gests a large fraction of them do not arise from very massive

stars (>25–30 M⊙), whose mass-loss rates would not be high
enough to strip most of the outer layers and leave these low ejecta
masses. Therefore, it is more likely that they arise from binary
systems, where the SN progenitor is an intermediate-mass star
(MZAMS . 20 M⊙) that experiences significant mass loss to its
companion over its evolutionary lifetime (see, e.g., Yoon et al.
2015, and references therein). In the case of SN 1993J, the com-
panion was even identified in images a decade after its explo-
sion (Maund et al. 2004; Fox et al. 2014). Furthermore, a possi-
ble detection of the companion of SN 2011dh’s progenitor star
was suggested by Folatelli et al. (2014a). The SN iPTF13bvn
was the first SN Ib whose progenitor (a relatively low-mass
star) was detected (Cao et al. 2013; Fremling et al. 2014), as re-
cently confirmed by its disappearance in Hubble Space Tele-
scope (HST) post-explosion observations (Folatelli et al. 2016;
Eldridge & Maund 2016).

The analysis of late-phase nebular spectra of SE SNe also in-
dicates relatively low-mass progenitors, particularly in the case
of SNe IIb (Jerkstrand et al. 2015). Specifically, mass constraints
of SE SN progenitors obtained from oxygen-abundance deter-
minations by modeling late-phase spectroscopy point towards
progenitors characterized by MZAMS ≈ 12–13 M⊙ (see, e.g.,
Jerkstrand et al. 2015). This is corroborated by the lack of de-
tections of bright Wolf-Rayet (WR) stars in pre-explosion im-
ages of nearby SE SNe (Eldridge et al. 2013), as well as by the
relatively high rate of SE SNe (Smith et al. 2011; Shivvers et al.
2017). However, a few SE SNe with large ejecta masses (cor-
responding to broad light curves) have been suggested, such as
SN 2005bf (e.g., Folatelli et al. 2006), SN 2011bm (Valenti et al.
2012), iPTF15dtg (Taddia et al. 2016), PTF11mnb (Taddia et al.
2018), and SN 2012aa (Roy et al. 2016). These objects could
have possibly arisen from massive (MZAMS > 30 M⊙) single
stars.

Studies of the environments of SE SNe suggested a differ-
ence in metallicity between SNe Ib and Ic, with the latter being
richer in metals (Anderson et al. 2010; Modjaz et al. 2011). This
suggests an important role for line-driven winds in the stripping
of the SE SN progenitors, as naturally expected for single mas-
sive stars. However, other works did not confirm this difference
(Leloudas et al. 2011; Sanders et al. 2012).

Between 2004 and 2009 the Carnegie Supernova Project
(CSP-I; Hamuy et al. 2006) conducted follow-up observations of
over two hundred SNe using mainly facilities at Las Campanas
Observatory (LCO). A chief aim of the CSP-I was to con-
struct a SE SN sample obtained on a homogeneous, stable, and
well-understood photometric system. By the completion of the
CSP-I follow-up program, optical broad-band observations of
34 spectroscopically classified SE SNe were obtained, with a
subset of 26 objects having at least some near-infrared (NIR)
imaging. Definitive photometry of the sample is presented by
Stritzinger et al. (2018a), while additional companion papers by
Stritzinger et al. (2018b) and Holmbo et al. (in prep.) study the
color/reddening properties and visual-wavelength spectroscopy,
respectively. In this paper we present the analysis of the light-
curve properties and construct comprehensive bolometric light
curves, which are used to estimate key explosion parameters via
semi-analytical and hydrodynamical modeling.

We stress that an overall goal of the CSP-I is to obtain
photometry of a variety of SNe types on a stable, homoge-
neous, and well-understood photometric system. Fortunately, the
stability of the observing conditions offered by LCO and its fa-
cilities, combined with our dedication to leave no stone unturned
in our efforts to understand the CSP-I photometry system (see
Krisciunas et al. 2017), enabled the computation of photometry
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with an accuracy and wavelength coverage unparalleled in other
samples. Another important aspect of our work is the combi-
nation of the accurate photometry of the CSP-I SE SN sam-
ple with robust host-galaxy reddening corrections, which we
have studied in a dedicated paper (see Stritzinger et al. 2018b).
The wavelength coverage and the host-reddening corrections al-
lowed us to construct comprehensive UltraViolet-Optical-near-
InfraRed (UVOIR) bolometric light curves, which are modeled
using both semi-analytical and hydrodynamical modeling. The
consistency of the inferred explosion parameters between the
two methods is also investigated. An important limitation in the
determination of the explosion parameters is the relatively large
uncertainty associated to the explosion epoch for the majority of
the events, which we discuss in Sect. 6.1.

The organization of this paper is as follows. Section 2 pro-
vides a brief summary of the CSP-I SE SN sample, including
pertinent details regarding each SN. Section 3 contains the de-
tailed analysis of the light-curve shape properties. This is fol-
lowed by Sect. 4, which examines the absolute magnitudes. Sub-
sequently, in Sect. 5 spectral energy distributions (SEDs) are
used to construct UVOIR light curves, from which progenitor
and explosion parameters are estimated in Sect. 6. Finally, a dis-
cussion on our results is presented in Sect. 7 and conclusion are
given in Sect. 8.

2. The CSP-I stripped-envelope supernova sample

Table 1 contains the list of the 34 SE SNe followed by the
CSP-I (Stritzinger et al. 2018a). Twenty-nine of the objects have
ugriBV-band light curves, five objects lack u-band photome-
try (i.e., SN 2004ew, SN 2006bf, SN 2007ag, SN 2007rz, and
SN 2009dp), and 26 objects have Y JH-band photometry.

The sample consists of 10 SNe IIb, 11 SNe Ib, and 13
SNe Ic, with the classification of all of the objects based
on visual-wavelength spectra obtained by the CSP-I (Holmbo
et al., in prep.). Among the SN Ib sub-sample is the pecu-
liar SN 2005bf, which is characterized by a prominent sec-
ond peak, which has never been seen before in these objects.
Given its uniqueness, it is omitted from our light-curve anal-
ysis. However, a detailed study of it based on CSP-I light
curves and spectroscopy has been presented by Folatelli et al.
(2006), in addition to earlier papers by Anupama et al. (2005)
and Tominaga et al. (2005). In addition, among the SN Ic sub-
sample both SN 2009bb (Pignata et al. 2011) and SN 2009ca are
broad-lined objects. Beside SN 2005bf and 2009bb, the CSP-I
data of SN 2007Y were published and analyzed in a single ob-
ject paper by Stritzinger et al. (2009). A number of SNe in our
sample were observed by other groups or included in literature
sample analyses. In Table 1 we marked the eighteen SNe which
were also observed by Bianco et al. (2014), which is the sample
with which we have the largest number of SNe in common.

Basic information for each SN and its host galaxy were com-
piled using the NASA/IPAC Extragalactic Database (NED) and
the Asiago Supernova Catalog (Barbon et al. 1999), and com-
piled into Table 1. This includes SN designation, coordinates and
spectral type, host-galaxy designation and coordinates, Galactic
visual extinction, redshift, and distance. Values are also provided
for semi-major and semi-minor axes, morphological type, and
position angle (PA) of the host galaxy, as well as the de-projected
SN distance from the host-galaxy center.

Milky Way extinction values (AMW
X

, where X corresponds
to a given passband) are obtained from NED1’s listings of the

1 http://ned.ipac.caltech.edu

Schlafly & Finkbeiner (2011) recalibration of the Schlegel et al.
(1998) dust maps. Host-galaxy reddening values are estimated
through the comparison of observed optical and NIR colors to
intrinsic color-curve templates constructed from sub-samples of
minimally-reddened CSP-I SE SNe (Stritzinger et al. 2018b).
Nine minimally-reddened events were selected among those
with no or little Na iD absorption, with the observed bluest B−V
color at ten days past peak, located far from their host-galaxy
centers, and in galaxies which are not strongly tilted. For seven
highly-reddened objects, we directly determined the reddening
parameter Rhost

V
and the Ahost

V
extinction by fitting their measured

color excesses with a Fitzpatrick (1999, hereafter F99) redden-
ing law. These values are taken from Stritzinger et al. (2018b,
last two columns of their Table 3). For objects suffering lower
amounts of extinctions, we adopted the average Rhost

V
value listed

in Stritzinger et al. (2018b, last column of their Table 4).
As explained by Stritzinger et al. (2018b), the Rhost

V
values

used differ for each of the SE SN subtypes. Specifically, for
SNe Ib suffering low reddening we adopt the Rhost

V
value ob-

tained from the most reddened member of this subtype (i.e.,
SN 2007C). This approach is also followed for the other SE SN
subtypes. As demonstrated in Stritzinger et al. (2018b), nine ob-
jects are identified to be minimally-reddened and they are used to
construct intrinsic color-curve templates. When the photometry
of an object could not be used to estimate the reddening via com-
parison of observed and intrinsic color due to poor follow-up, we
instead turn to estimates obtained from the equivalent width of
the Na i D (EWNa i D) feature. Combining the EWNa i D measure-
ments (Stritzinger et al. 2018b, their Table 1) and the relation
between this quantity and Ahost

V
as derived in Stritzinger et al.

(2018b) (i.e., Ahost
V

[mag] = 0.78 · EWNa i D [Å]), we obtain
an estimate of the host extinction. We note that Phillips et al.
(2013) showed that estimating extinction (even in our galaxy)
via EWNa i D implies large uncertainty. The adopted values of
Rhost

V
and Ahost

V
for each SE SN are summarized in Table 1.

The listed redshifts and direct distance estimates are from
the NED and NED-D catalogs. Direct distance measurements
are adopted (mainly obtained through the Tully-Fisher method)
when available. If not, NED-based luminosity distances are
adopted assuming cosmological parameters Ωm = 0.27, ΩΛ =
0.73 (Komatsu et al. 2009), and H0 = 73.8 ± 2.4 km s−1 Mpc−1

(Riess et al. 2011), and corrections for peculiar velocity based
on Virgo, Great Attractor (GA), and Shapley flow models
(Mould et al. 2000).

NED also provides values for the major (2a) and minor (2b)
galaxy diameters, while the morphological t-type and PA of
each galaxy are adopted from the Asiago Supernova Catalog
(Barbon et al. 1999). Following Hakobyan et al. (2009, 2012),
de-projected and diameter-normalized SN distances from the
host-galaxy center (dSN) were computed and are listed in the last
column of Table 1. In this table we also report the values of the
galaxy diameters, position angles, and coordinates, as well as the
SN coordinates that we used to compute the de-projected and
diameter-normalized distances. These parameters allowed us to
confirm that each of the minimally-reddened SE SNe was lo-
cated far from its host’s center (see Stritzinger et al. 2018b).

In the following, all the light curves are corrected for time di-
lation and K corrected. Given the redshifts of the SNe, the time
dilation corrections are <3%, with the exception of SNe 2008gc
and 2009ca whose time corrections are ≈5% and ≈10%, re-
spectively. The K corrections were computed following the
method described by Hsiao et al. (2007). The visual-wavelength
K corrections were calculated using the Nugent SN Ibc spectral
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F. Taddia et al.: CSP-I SE SN light-curve analysis

template2. As the Nugent templates extend out to +70 d and
spectral features evolve slowly at late time, we use the last
spectrum for anything beyond this epoch. At NIR wavelengths,
K corrections were computed using the NIR spectroscopic time
series of SN 2011dh (Ergon et al. 2014). In the vast majority of
objects, the K corrections are on the order of <0.05 mag in the V
band, with the median of all the K correction in the V band being
0.03 mag. Oates et al. (2012) found similar V-band K correction
values for the Type IIb SN 2009mg located at z = 0.0076, which
is about half of the median redshift range of the CSP-I sample.

3. Light-curve shape properties

3.1. Light-curve fits

The broad wavelength coverage afforded by the CSP-I SE SN
sample enables the light-curve shapes to be studied in nine pho-
tometric passbands extending from u to H band. To facilitate
comparison of the various filtered light curves among the entire
sample, each filtered light curve was fit with an analytic function.
The adopted function works well with decently time-sampled
SN follow-up, providing a continuous description of the data and
a set of parameters describing the shape of the light curve that
are useful for comparison.

The shape of SE SN light curves can be represented in terms
of three components consisting of: (i) an initial exponential rise;
(ii) a Gaussian-like peak; and (iii) a late linear decay. The func-
tional form of the analytic function is expressed as

m(t) =
y0 + m(t − t0) + g0exp[−(t − t0)2/2σ2

0]

1 − exp[(τ − t)/θ]
· (1)

Here y0 is the intercept of the linear decline, characterized
by slope m. The final term in the numerator corresponds to
the Gaussian-peak, normalized to phase (t0), amplitude (g0),
and width (σ0). The denominator corresponds to the exponen-
tial rise, where θ is a characteristic time, and τ is a sepa-
rate phase zero-point. This function was originally introduced
by Vacca & Leibundgut (1996) to study the light-curve proper-
ties of thermonuclear supernovae (see additional applications to
SN Ia studies in papers by Contardo et al. 2000; and Stritzinger
2005).

Plotted in Fig. 1 is the best fit of Eq. (1) to the r-band light
curve of SN 2006T. The fit clearly provides a smooth represen-
tation of the light curve, and this is particularly the case when
the rise-to and subsequent fall-from peak brightness is well sam-
pled. Some of the objects in the CSP-I sample were observed
slightly prior to tmax. In these cases the denominator of Eq. (1)
was set to unity in order to ensure convergence of the fit. In addi-
tion, for SNe observed only around peak and for less than seven
epochs, the functional fits to the light curve was limited to a sin-
gle Gaussian. Shown in Fig. 2 are the best fits of Eq. (1) to the
optical and NIR light curves of the CSP-I SE SN sample. Over-
all, regardless of filter, the light curves are characterized by a
single Gaussian-shape peak, followed a few weeks past tmax by a
linear declining phase. In Sect. 3 we only consider those SE SNe
whose light-curve data begin before or just at maximum bright-
ness at least in one band (26 events).

3.2. Light-curve peak epochs

An important parameter computed from the light-curve fitting
described in Sect. 3.1 is tmax. Estimates of tmax for the filtered
2 https://c3.lbl.gov/nugent/nugent_templates.html
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Fig. 1. Best fit of Eq. (1) (black solid line) to the r-band light curve
(triangles) of SN 2006T normalized to its peak brightness. The three
components of the analytic fit are shown: blue for the exponential rise,
green for the Gaussian peak, and red for the linear decay. The corre-
sponding terms in Eq. (1) are color-coded accordingly. The residuals
between the fit and the photometry are plotted in the bottom panel, and
in this case they never exceed 0.03 mag.

light curve of each SN with pre-maximum follow-up observa-
tions are reported in Table 2. Plotted in Fig. 3 is tmax for each
observed passband [normalized to t(r)max: tmax − t(r)max] versus
wavelength, where the effective wavelength of each CSP-I pass-
band is indicated with a solid vertical line. In the top panel, the
data are plotted individually for each SN, while in the bottom
panel all of the data are combined into one figure.

Each SN reaches tmax first in the u band, and subsequently
peaks in red optical passbands sequentially with increasing
wavelength from the B to i bands. Close inspection of Fig. 3 in-
dicates that the NIR passbands peak after the optical passbands,
but the J- and/or H-band light curves often reach tmax simulta-
neously or even prior to t(Y)max. This holds independent of the
SE SN subtype. The dispersion around the general trend of later
peak epochs at longer wavelength is larger in the NIR.

The behavior of the blue passbands peaking prior to the red
passbands confirms a trend noted in the SDSS-II SE SN sam-
ple (Taddia et al. 2015), and is a reflection of the rapid cooling
of the SN ejecta around maximum (see Sect. 5.3). Compared
to the SDSS-II SE SN sample, the CSP-I SE SN sample ex-
tends the observed wavelength coverage out through 1.8 mi-
crons. This is highlighted by the solid red line in the bottom
panel of Fig. 3, corresponding to a low-order polynomial fit to
the data, as compared to the solid blue line, which is a similar
fit to the SDSS-II SN survey’s SE SN sample. The function is
steep at optical wavelengths and turns over to being nearly flat at
NIR wavelengths. In the caption of Fig. 3 we report the expres-
sion of this best polynomial fit. The extended fit allows for the
prediction (with ≈±1.4 d uncertainty) of tmax for SE SNe with
light curves observed prior to maximum in the red passbands
but that lack pre-maximum observations in the blue passbands.
In Table 2 a star indicates any peak epochs derived using this
method.

3.3. Light-curve decline-rate parameter ∆m15

A common light-curve decline-rate parameter to characterize
the light curves of thermonuclear Type Ia supernovae (SNe Ia)
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Fig. 2. Light curves in u- to H-band of 26 SE SNe with data obtained prior to tmax in at least one band. Each filtered light curve is normalized
to peak brightness and aligned to tmax estimated from the best fit of Eq. (1) (colored solid lines) to the observed photometry. Shown below each
light-curve panel are the residuals of the light-curve fits. Objects are color-coded based on their subtype: SNe IIb are green, SNe Ib are blue, SNe Ic
are red, and SNe Ic-BL are magenta.

is ∆m15 (Phillips 1993). By definition ∆m15 is the difference in
the brightness of a SN between peak and 15 days later. In the
case of SNe Ia, the luminosity-decline rate is known to correlate
with luminosity in the sense that smaller ∆m15 values correspond
to more luminous objects (Phillips 1993).

The light-curve parameter ∆m15 is readily computed from
the light-curve fits presented in Sect. 3.1, and the resulting values
are listed in Table 3 and plotted in Fig. 4. Plotted individually in
the top panel of Fig. 4 is ∆m15 versus wavelength for 24 SE SNe
(those with observed maxima in the light curves and with at
least 15 days of observations after peak), where the effective
wavelengths of the CSP-I passbands are indicated with vertical
lines. Clearly passbands with bluer effective wavelengths ex-
hibit higher ∆m15 values, implying faster declining light curves.
This trend holds irrespective of SE SN subtype, with an aver-
age ∆m15(u) ≈ 2.0 mag and an average ∆m15(H) ≈ 0.4 mag.

Plotted in the bottom panel of Fig. 4 are all of the SNe along
with a low-order polynomial fit to the data (solid red line, re-
ported in the caption). Examination of the distributions of ∆m15
values yields no significant differences between the different
SE SN subtypes, which is in agreement with previous studies
by Drout et al. (2011) and Taddia et al. (2015).

3.4. Light curves beyond a month past maximum

Beginning around three weeks past maximum, the light-curve
evolution of SE SNe begins to show significant diversity (see
Fig. 2). This motivated us to consider the alternative light-curve
parameter ∆m40. Measurements of ∆m40 from the r-band light
curves are found to show standard deviation of 0.31 and
0.50 mag for the SN Ib and SN Ic sub-samples, and 0.07 mag for
the SN IIb sub-sample. The fact that the light curves of SNe IIb

A136, page 6 of 30

http://dexter.edpsciences.org/applet.php?DOI=10.1051/0004-6361/201730844&pdf_id=2


F. Taddia et al.: CSP-I SE SN light-curve analysis

T
a

b
le

2
.
O

pt
ic

al
-

an
d

N
IR

-b
an

d
ep

oc
hs

of
pe

ak
m

ax
im

um
(J

D
−

2
45

0
00

0)
.

SN
t m

ax
(u

)
t m

ax
(B

)
t m

ax
(g

)
t m

ax
(V

)
t m

ax
(r

)
t m

ax
(i

)
t m

ax
(Y

)
t m

ax
(J

)
t m

ax
(H

)
20

04
ex

33
06

.0
8(

0.
07

)
33

06
.6

9(
0.

03
)

33
07

.0
6(

0.
01

)
33

08
.2

2(
0.

02
)

33
09

.1
0(

0.
03

)
33

10
.5

5(
0.

02
)

33
14

.8
7(

0.
03

)
33

10
.2

2(
0.

01
)

33
13

.0
1(

0.
11

)
20

04
ff

33
10

.9
5(

1.
37

)∗
33

12
.6

0(
0.

03
)

33
12

.6
4(

0.
05

)
33

14
.3

2(
0.

03
)

33
14

.6
7(

0.
01

)
33

16
.3

4(
0.

04
)

33
18

.8
2(

1.
37

)∗
33

19
.8

7(
1.

37
)∗

33
20

.0
2(

1.
40

)∗

20
04

gq
33

56
.5

3(
0.

11
)

33
57

.9
0(

0.
02

)
33

58
.5

0(
0.

05
)

33
59

.8
6(

0.
04

)
33

61
.5

6(
0.

05
)

33
63

.9
2(

0.
02

)
33

67
.5

6(
0.

02
)

33
70

.3
5(

0.
37

)
33

66
.9

2(
0.

02
)

20
04

gt
33

59
.5

1(
1.

37
)∗

33
60

.3
7(

0.
08

)
33

61
.9

7(
0.

44
)

33
62

.5
1(

0.
11

)
33

63
.2

3(
0.

04
)

33
65

.9
4(

0.
20

)
33

68
.1

4(
0.

07
)

33
68

.5
8(

0.
01

)
33

68
.9

9(
0.

02
)

20
04

gv
33

64
.6

2(
0.

01
)

33
65

.2
7(

0.
31

)
33

65
.5

1(
0.

04
)

33
67

.0
9(

0.
01

)
33

68
.6

0(
0.

02
)

33
70

.3
6(

0.
24

)
33

71
.8

0(
0.

01
)

33
71

.7
0(

0.
12

)
33

77
.1

8(
0.

02
)

20
05

aw
34

55
.4

5(
1.

37
)∗

34
56

.4
8(

1.
37

)∗
34

57
.0

2(
1.

36
)∗

34
58

.0
6(

1.
36

)∗
34

59
.1

7(
0.

07
)

34
60

.0
2(

0.
01

)
34

64
.6

0(
0.

01
)

34
64

.3
1(

0.
02

)
34

64
.5

2(
1.

40
)∗

20
05

em
36

47
.9

4(
1.

37
)∗

36
48

.9
7(

1.
36

)∗
36

49
.5

1(
1.

36
)∗

36
48

.9
5(

0.
03

)
36

51
.6

6(
0.

02
)

36
52

.4
5(

0.
10

)
36

60
.1

5(
0.

13
)

36
57

.4
3(

3.
09

)
36

57
.1

3(
0.

86
)

20
06

T
37

79
.1

0(
0.

03
)

37
79

.6
1(

0.
01

)
37

80
.0

8(
0.

01
)

37
81

.0
0(

0.
02

)
37

81
.9

3(
0.

02
)

37
83

.4
3(

0.
01

)
37

84
.0

6(
0.

08
)

37
84

.9
8(

0.
10

)
37

87
.2

1(
1.

65
)

20
06

ba
38

19
.8

9(
1.

37
)∗

38
20

.9
2(

1.
36

)∗
38

21
.4

6(
1.

36
)∗

38
22

.5
0(

1.
36

)∗
38

23
.6

1(
0.

01
)

38
25

.9
4(

0.
01

)
38

28
.4

8(
0.

21
)

38
27

.1
1(

0.
13

)
38

28
.9

6(
1.

40
)∗

20
06

bf
38

16
.4

3(
2.

03
)∗

38
17

.4
6(

2.
03

)∗
38

18
.0

0(
2.

03
)∗

38
19

.0
4(

2.
02

)∗
38

20
.1

5(
1.

50
)∗
∗

38
21

.8
6(

2.
03

)∗
38

24
.3

0(
2.

03
)∗

38
25

.3
5(

2.
03

)∗
38

25
.5

0(
2.

05
)∗

20
06

ep
39

84
.0

8(
0.

52
)

39
85

.4
1(

0.
05

)
39

86
.0

9(
0.

21
)

39
87

.8
3(

0.
28

)
39

89
.8

6(
0.

18
)

39
91

.4
2(

0.
16

)
39

94
.3

5(
0.

14
)

39
95

.8
2(

0.
03

)
39

96
.0

6(
0.

17
)

20
06

ir
39

98
.0

4(
2.

03
)∗

39
99

.0
7(

2.
03

)∗
39

99
.6

1(
2.

03
)∗

40
00

.6
5(

2.
02

)∗
40

01
.7

6(
1.

50
)∗
∗

40
03

.4
7(

2.
03

)∗
40

05
.9

1(
2.

03
)∗

40
06

.9
6(

2.
03

)∗
40

07
.1

1(
2.

05
)∗

20
06

lc
40

40
.2

2(
1.

37
)∗

40
41

.3
3(

0.
04

)
40

41
.8

8(
0.

01
)

40
42

.9
2(

0.
05

)
40

43
.9

4(
0.

01
)

40
42

.9
9(

0.
01

)
40

48
.0

9(
1.

37
)∗

40
49

.1
4(

1.
37

)∗
40

49
.2

9(
1.

40
)∗

20
07

C
41

14
.2

2(
1.

38
)∗

41
15

.2
5(

1.
37

)∗
41

15
.7

9(
1.

37
)∗

41
16

.8
4(

1.
37

)∗
41

17
.9

4(
1.

37
)∗

41
19

.6
6(

1.
37

)∗
41

22
.0

9(
0.

17
)

41
21

.9
2(

0.
50

)
41

24
.1

0(
0.

48
)

20
07

Y
41

62
.0

1(
0.

09
)

41
62

.9
9(

0.
01

)
41

63
.8

0(
0.

01
)

41
65

.0
6(

0.
02

)
41

66
.3

1(
0.

01
)

41
67

.0
6(

0.
02

)
41

66
.3

3(
0.

08
)

41
68

.2
2(

0.
06

)
41

67
.5

5(
1.

06
)

20
07

ag
41

62
.2

6(
1.

43
)∗

41
63

.2
9(

1.
42

)∗
41

63
.8

3(
1.

42
)∗

41
64

.8
8(

1.
42

)∗
41

65
.9

8(
1.

42
)∗

41
67

.7
0(

1.
42

)∗
41

70
.1

3(
0.

40
)

41
70

.2
2(

0.
64

)
41

71
.3

3(
1.

46
)∗

20
07

hn
43

50
.6

0(
1.

42
)∗

43
51

.6
3(

1.
41

)∗
43

52
.1

7(
1.

41
)∗

43
54

.6
5(

0.
18

)
43

54
.3

2(
0.

36
)

43
58

.7
4(

0.
01

)
43

58
.4

7(
1.

41
)∗

43
59

.5
2(

1.
41

)∗
43

59
.6

7(
1.

45
)∗

20
07

kj
43

81
.0

0(
0.

02
)

43
80

.9
1(

0.
03

)
43

81
.7

0(
0.

02
)

43
81

.3
7(

0.
09

)
43

83
.8

4(
0.

06
)

43
85

.5
2(

0.
04

)
43

88
.1

3(
0.

05
)

43
86

.5
6(

0.
48

)
43

91
.5

4(
0.

41
)

20
07

rz
44

36
.2

8(
2.

03
)∗

44
37

.3
1(

2.
03

)∗
44

37
.8

5(
2.

03
)∗

44
38

.8
9(

2.
02

)∗
44

40
.0

0(
1.

50
)∗
∗

44
41

.7
1(

2.
03

)∗
44

44
.1

5(
2.

03
)∗

44
45

.2
0(

2.
03

)∗
44

45
.3

5(
2.

05
)∗

20
08

aq
45

29
.5

7(
1.

38
)∗

45
31

.1
5(

0.
02

)
45

30
.9

9(
0.

05
)

45
32

.3
5(

0.
03

)
45

33
.2

9(
0.

16
)

45
33

.9
8(

0.
02

)
45

35
.1

8(
0.

35
)

45
35

.7
4(

0.
09

)
45

38
.0

2(
0.

15
)

20
08

gc
47

43
.2

3(
1.

37
)∗

47
44

.2
6(

1.
37

)∗
47

44
.8

0(
1.

36
)∗

47
45

.8
5(

1.
36

)∗
47

46
.9

5(
1.

36
)∗

47
48

.6
7(

1.
36

)∗
47

51
.1

0(
0.

07
)

47
52

.1
5(

1.
37

)∗
47

52
.0

7(
0.

71
)

20
09

K
48

66
.3

7(
0.

01
)

48
67

.2
2(

0.
01

)
48

68
.2

4(
0.

16
)

48
70

.2
7(

0.
01

)
48

72
.0

7(
0.

03
)

48
74

.5
8(

0.
01

)
48

77
.5

6(
0.

01
)

48
77

.1
4(

0.
03

)
48

81
.1

6(
0.

16
)

20
09

Z
48

77
.9

3(
0.

27
)

48
76

.9
4(

0.
01

)
48

77
.6

5(
0.

09
)

48
79

.4
2(

0.
08

)
48

79
.9

5(
0.

03
)

48
81

.8
4(

0.
05

)
48

84
.1

0(
1.

37
)∗

48
85

.1
5(

1.
37

)∗
48

85
.3

0(
1.

40
)∗

20
09

bb
49

18
.5

8(
0.

03
)

49
20

.0
5(

0.
02

)
49

21
.2

8(
0.

07
)

49
23

.0
2(

0.
06

)
49

24
.9

2(
0.

12
)

49
26

.0
4(

0.
21

)
49

30
.5

2(
0.

02
)

49
28

.7
9(

0.
03

)
49

27
.7

6(
0.

18
)

20
09

ca
49

25
.1

4(
2.

03
)∗

49
26

.1
7(

2.
03

)∗
49

26
.7

1(
2.

03
)∗

49
27

.7
5(

2.
02

)∗
49

28
.8

6(
1.

50
)∗
∗

49
30

.5
7(

2.
03

)∗
49

33
.0

1(
2.

03
)∗

49
34

.0
6(

2.
03

)∗
49

34
.2

1(
2.

05
)∗

20
09

dt
49

57
.2

8(
1.

39
)∗

49
58

.3
1(

1.
38

)∗
49

58
.8

6(
1.

38
)∗

49
59

.9
0(

1.
38

)∗
49

61
.0

1(
1.

38
)∗

49
62

.7
2(

0.
22

)
49

65
.1

5(
1.

39
)∗

49
66

.2
1(

1.
39

)∗
49

66
.3

5(
1.

42
)∗

20
04

ew
32

75
.0

8(
2.

03
)∗

32
76

.1
1(

2.
03

)∗
32

76
.6

5(
2.

03
)∗

32
77

.6
9(

2.
02

)∗
32

78
.8

0(
1.

50
)∗
∗

32
80

.5
1(

2.
03

)∗
..

.
..

.
..

.
20

04
fe

33
14

.8
3(

0.
03

)
33

16
.7

9(
0.

11
)

33
17

.4
4(

0.
01

)
33

18
.7

7(
0.

02
)

33
20

.2
4(

0.
03

)
33

21
.1

1(
0.

01
)

..
.

..
.

..
.

20
05

Q
34

05
.7

6(
0.

59
)

34
06

.1
0(

0.
04

)
34

06
.7

7(
0.

01
)

34
07

.7
1(

0.
04

)
34

08
.2

0(
0.

04
)

34
09

.2
2(

0.
01

)
..

.
..

.
..

.
20

05
bj

34
70

.8
6(

1.
37

)∗
34

71
.8

9(
1.

37
)∗

34
72

.4
3(

1.
36

)∗
34

73
.4

7(
1.

36
)∗

34
74

.5
8(

0.
06

)
34

74
.2

8(
0.

01
)

..
.

..
.

..
.

20
06

fo
40

02
.1

4(
1.

37
)∗

40
03

.1
7(

1.
36

)∗
40

03
.7

1(
1.

36
)∗

40
04

.7
5(

1.
36

)∗
40

05
.8

6(
0.

05
)

40
09

.0
5(

0.
01

)
..

.
..

.
..

.
20

08
hh

47
90

.4
7(

2.
03

)∗
47

91
.5

0(
2.

03
)∗

47
92

.0
4(

2.
03

)∗
47

93
.0

8(
2.

02
)∗

47
94

.1
9(

1.
50

)∗
∗

47
95

.9
0(

2.
03

)∗
..

.
..

.
..

.
20

09
dp

49
48

.7
8(

2.
03

)∗
49

49
.8

1(
2.

03
)∗

49
50

.3
5(

2.
03

)∗
49

51
.3

9(
2.

02
)∗

49
52

.5
0(

1.
50

)∗
∗

49
54

.2
1(

2.
03

)∗
..

.
..

.
..

.

N
o

te
s.

A
ho

ri
zo

nt
al

lin
e

se
pa

ra
te

s
th

e
ob

je
ct

s
ob

se
rv

ed
in

bo
th

op
tic

al
an

d
N

IR
fr

om
th

os
e

ob
se

rv
ed

on
ly

in
th

e
op

tic
al

.(∗
)

O
bt

ai
ne

d
fr

om
th

e
re

la
tio

n
sh

ow
n

in
Fi

g.
3.

(∗
∗
)

O
bt

ai
ne

d
fr

om
th

e
fit

to
th

e
te

m
pl

at
es

sh
ow

n
in

Fi
g.

6.

A136, page 7 of 30



A&A 609, A136 (2018)

0.5 1 1.5

−5

0

5

10

04ex
0.5 1 1.5

04ff
0.5 1 1.5

04gq
0.5 1 1.5

04gt

0.5 1 1.5

−5

0

5

10

04gv
0.5 1 1.5

05em

0.5 1 1.5

06ba
0.5 1 1.5

06ep
0.5 1 1.5

06lc
0.5 1 1.5

−5

0

5

10

06T

R
e
s
t−

fr
a
m

e
 t

m
a
x
 (

λ
) 
−
 t

m
a
x
(r

) 
[d

a
y
s
]

0.5 1 1.5

07hn
0.5 1 1.5

07kj
0.5 1 1.5

−5

0

5

10

07Y
0.5 1 1.5

08aq

0.5 1 1.5

09bb

                                       Rest wavelength (µm)

0.5 1 1.5

09K

0.5 1 1.5

−5

0

5

10

09Z

04fe

u BgVr i Y J H

05Q 05aw 05bj

06fo

0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
−8

−6

−4

−2

0

2

4

6

8

10

12

R
e
s
t−

fr
a
m

e
 t

m
a
x
(λ

) 
−
 t

m
a
x
(r

) 
[d

a
y
s
]

Rest wavelength [µm]

 

 

IIb Ib Ic Ic−BL

u Bg V r i Y J H

04ex
04fe
04ff
04gq
04gt
04gv
05Q
05aw
05bj
05em
06T
06ba
06ep
06fo
06lc
07Y
07hn
07kj
08aq
09K
09Z
09bb

Fig. 3. Top panel: epoch of maximum light (relative to tmax in the r
band) as a function of wavelength, where the effective wavelengths of
the CSP-I passbands are indicated with solid vertical lines. Included
here are 22 objects whose light curves cover the r-band maximum. The
SE SN subtype of each object is indicated by the color of its name
with green, blue, red, and magenta corresponding to Type IIb, Type Ib,
Type Ic, and Type Ic-BL, respectively. Bluer optical bands peak prior
to redder optical bands, while in the NIR, tmax is nearly coeval amongst
the Y , J, and H passbands. Bottom panel: same as in the top panel, but
here all the SNe are plotted together. The red solid line corresponds to
a low-order polynomial fit, with the associated fit uncertainty of ≈1.4
days indicated by dashed red lines. The functional form of the polyno-
mial fit is: tmax(λ) − tmax(r) = −8.0285λ2 + 23.234λ − 11.476, with time
in days and λ in µm. The solid blue line corresponds to the polynomial
fit obtained from the SDSS-II SE SN sample (Taddia et al. 2015).

are more uniform than those of the other SE SN subtypes was re-
cently noted by Lyman et al. (2016), and this applies to all of the
optical band light curves. The average ∆m40 values are similar
among the three different subtypes (1.5–1.7 mag in r band).

Further inspection of the r-band light-curve fits in Fig. 2
indicates that the majority of objects with observations up to
at least +40 d follow a similar linear decline rate of ≈2 mag
per one hundred days at late epochs. The post maximum linear
decline phase marks the time when energy deposition is dom-
inated by the 56Co → 56Fe decay chain. In principle, steeper
slopes in the light curves correspond to events with higher
gamma-rays escape fractions due to higher explosion energy

to ejecta mass ratios and/or to higher degrees of 56Ni mix-
ing (defined as the fraction of the total ejecta mass enclosed
in the maximum radius reached by radioactive 56Ni). SNe IIb,
Ib, and Ic exhibit rather uniform slopes quantified by 0.016–
0.021 mag d−1, 0.014–0.018 mag d−1, and 0.017–0.027 mag d−1,
respectively (see Fig. 5). These values are also consistent with
the slopes measured in the other optical light curves. Compar-
ing the late phase decline rates of our sample to that of the 56Co
to 56Fe decay chain shows differences of ≈50%, suggesting that
a significant fraction of gamma rays are not deposited into the
SN ejecta. We will return to this issue in Sect. 7. In comparison,
the r-band decline rate of normal SNe Ia is slower with a value
of ≈0.014 mag d−1 (e.g., Stritzinger et al. 2002; Lair et al. 2006;
Leloudas et al. 2009).

As evident from Fig. 2, the light curves of Type Ic
SN 2005em evolve very rapidly over the SN’s post maximum
decline phase. Indeed this object appears similar to a sub-class
of fast evolving Type Ic objects that includes the well-studied
SN 1994I (see, e.g., Clocchiatti et al. 2011).

In Fig. 5 we plot the late-time linear decay slope (parame-
ter m in Eq. (1)) for those SNe with observations extending out
to +40 d past V- and r-band maximum versus ∆m15 in the same
bands. This figure suggests a trend in the sense that objects char-
acterized by faster decline rates in the two weeks after peak are
also characterized by steeper slopes at later phases. This trend is
also present in the i band (albeit less striking), whereas it is less
clear whether it is present in bluer bands and in the NIR bands,
where we have less late-time data. A possible interpretation of
this trend is provided in Sect. 5. Finally, we note for comparison
as indicated in the top panel of Fig. 5 that SNe Ia do not follow
the same behavior in the V band.

3.5. Light-curve templates

Armed with the light-curve fits presented in Sect. 3.1, we pro-
ceed to construct template light curves covering the assortment
of passbands used to observe SNe by the CSP-I. The resulting
template light curves are plotted in Fig. 6. Templates were con-
structed by taking the average of the fits to the observed light
curves, while the associated uncertainty is defined by the stan-
dard deviation of these fits.

The fit to the light curves that we used to build the tem-
plates are normalized to peak luminosity, so the templates show
small dispersion around peak. After ≈+20 d the uncertainties of
the templates become more significant given the large variety
of decline rates that characterize the light curves (see Sect. 3.3)
and the small sample size. Clearly the templates are broader
in the red bands compared to the blue bands around maximum
brightness.

With the r-band template light curve in hand, t(r)max is es-
timated for seven objects whose maximum was not entirely ob-
served in the optical and/or NIR passbands. Estimates of t(r)max
were obtained by fitting the r-band template (in the range be-
tween −5 d and +30 d) to the observed light curves, and the best
estimates of t(r)max are indicated in Table 2 with a double star.
We allow fits to the template from −5 d, as in some cases (e.g.,
SN 2009dp) the light curve around peak was poorly observed
and the first detection may actually have occurred before peak.

The best fits are shown in the central panel of Fig. 6. An
uncertainty of 1.5 days is adopted for all tmax values inferred
from the template light-curve fits. For these seven objects, tmax in
the other bands were then determined using the relation shown
in Fig. 3. The r-band template is used to establish tmax in the
bands without maximum coverage as r-band maximum occurs
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Table 3. Optical and NIR band ∆m15 values.

SN ∆m15(u) ∆m15(B) ∆m15(g) ∆m15(V) ∆m15(r) ∆m15(i) ∆m15(Y) ∆m15(J) ∆m15(H)
(mag) (mag) (mag) (mag) (mag) (mag) (mag) (mag) (mag)

2004ex 0.00(0.06) 1.34(0.03) 1.06(0.02) 0.93(0.02) 0.74(0.02) 0.55(0.02) 0.35(0.02) 0.38(0.03) 0.27(0.04)
2004ff . . . 1.45(0.04) 1.19(0.03) 1.05(0.02) 0.80(0.01) 0.61(0.02) . . . . . . . . .
2004gq 2.23(0.01) 1.36(0.02) 1.11(0.01) 0.86(0.01) 0.64(0.01) 0.55(0.02) 0.34(0.02) 0.58(0.04) 0.29(0.02)
2004gt . . . 0.81(0.04) 0.79(0.07) 0.62(0.03) 0.44(0.02) 0.42(0.03) 0.49(0.04) 0.41(0.02) 0.22(0.03)
2004gv 2.60(0.13) 1.32(0.08) 1.03(0.01) 0.83(0.01) 0.58(0.01) 0.47(3.13) 0.00(0.02) 0.00(0.02) 0.00(0.02)
2005aw . . . . . . . . . . . . 0.53(0.01) 0.47(0.00) 0.34(0.01) 0.34(0.01) . . .
2005em . . . . . . . . . 0.92(0.04) 0.80(0.03) 0.62(0.03) 0.84(0.04) 0.70(0.25) 0.37(0.08)
2006T 2.44(0.05) 1.49(0.02) 1.22(0.01) 0.99(0.01) 0.74(0.01) 0.52(0.01) 0.35(0.02) 0.37(0.03) 0.26(0.09)
2006ba . . . . . . . . . . . . 0.65(0.03) 0.55(0.01) 0.54(0.05) 0.42(0.04) . . .
2006ep 2.11(0.18) 1.39(0.04) 1.10(0.04) 0.94(0.04) 0.77(0.03) 0.65(0.03) 0.58(0.08) 0.59(0.03) 0.45(0.03)
2006lc . . . 1.57(0.06) 1.46(0.03) 1.32(0.03) 1.05(0.02) 0.57(0.02) . . . . . . . . .
2007C . . . . . . . . . . . . . . . . . . 0.54(0.03) 0.59(0.05) 0.53(0.08)
2007Y 0.00(0.04) 1.69(0.02) 1.40(0.01) 1.11(0.01) 0.81(0.01) 0.53(0.01) 0.25(0.02) 0.44(0.03) 0.25(0.30)
2007ag . . . . . . . . . . . . . . . . . . 0.54(0.13) 0.22(0.16) . . .
2007hn . . . . . . . . . 0.89(0.07) 0.38(0.01) 0.38(0.02) . . . . . . . . .
2007kj 0.00(0.04) 1.77(0.09) 1.40(0.04) 1.11(0.04) 0.96(0.03) 0.85(0.03) 0.94(0.05) 0.41(0.08) 0.43(0.14)
2008aq . . . 1.60(0.02) 1.15(0.01) 0.92(0.02) 0.60(0.02) 0.54(0.02) 0.46(0.03) 0.51(0.02) 0.31(0.02)
2009K 0.00(0.03) 0.00(0.01) 0.00(0.01) 0.00(0.01) 0.00(0.01) 0.00(0.01) 0.28(0.01) 0.22(0.01) 0.00(0.01)
2009Z 1.94(0.13) 1.15(0.03) 0.99(0.03) 0.84(0.03) 0.68(0.02) 0.55(0.02) . . . . . . . . .
2009bb 1.83(0.10) 1.51(0.03) 1.28(0.04) 1.13(0.02) 0.92(0.05) 0.82(0.05) 0.79(0.01) 0.67(0.01) 0.59(0.01)
2004fe 1.95(0.09) 1.65(0.05) 1.43(0.02) 1.16(0.02) 0.95(0.02) 0.78(0.01) . . . . . . . . .
2005Q 1.51(0.08) 1.17(0.03) 1.00(0.03) 0.84(0.02) 0.55(0.02) 0.52(0.01) . . . . . . . . .
2005bj . . . . . . . . . . . . 0.63(0.02) 0.42(0.01) . . . . . . . . .
2006fo . . . . . . . . . . . . 0.45(0.01) 0.35(0.01) . . . . . . . . .

IIb 1.96(0.46) 1.37(0.18) 1.10(0.10) 0.93(0.08) 0.67(0.08) 0.53(0.05) 0.40(0.10) 0.38(0.11) 0.28(0.03)
Ib 2.31(0.26) 1.52(0.19) 1.25(0.19) 1.03(0.19) 0.75(0.21) 0.57(0.16) 0.53(0.27) 0.52(0.09) 0.39(0.11)
Ic 1.95(0.00) 1.23(0.59) 1.11(0.45) 0.90(0.22) 0.62(0.24) 0.53(0.17) 0.55(0.21) 0.42(0.20) 0.30(0.11)

Notes. ∆m15 values for the CSP SE SNe observed at early epochs. A single horizontal line separates the objects observed in both optical and NIR
from those observed only in the optical.

relatively late compared to the other optical passbands. Further-
more, for several objects their r-band light curves exhibit smaller
scatter compared to the NIR light curves. The light curve tem-
plates are electronically3 available and can be used to constrain
the phase and magnitude of peak for SE SNe observed after peak,
as demonstrated in our analysis for several objects, and can also
be used to aid in the photometric classification of SE SNe.

4. Absolute magnitude light curves

Absolute magnitudes are computed from all apparent magni-
tudes corrected for reddening (see Sect. 2 and Table 1) and
adopting the distances to their hosts given in Table 1 to set the ab-
solute flux scale. The resulting absolute magnitude light curves
are plotted in Fig. 7, and the peak absolute magnitude for each
filtered light curve is reported in Table 5. The majority of ob-
jects (16 objects out of 22 in r band) reach peak absolute magni-
tudes ranging between −17 mag and −18 mag. The Type Ic-BL
SN 2009ca is a significant outlier, reaching a maximum bright-
ness Mr ≈ −20 mag, while the other Type Ic-BL in the sample,
SN 2009bb, only lies at the bright end of the normal luminosity
distribution of the sample.

To display the distribution of luminosities amongst SN IIb,
SN Ib, and normal SN Ic subtypes, shown in Fig. 8 are the

3 The template light curves can be downloaded in electronic for-
mat from the Pasadena-based CSP-I webpage: http://csp.obs.
carnegiescience.edu/data/ and we point out to any potential users
that the templates are on the CSP-I photometric system.

cumulative distribution functions (CDFs) of the peak absolute
magnitudes for each of the CSP-I passbands. The CDFs for
the SNe Ib and SNe Ic are consistent with those obtained from
the SDSS-II SN Ib/c sample (Taddia et al. 2015). Inspection of
the CDFs reveals no significant difference amongst the different
subtypes. Indeed, a Kolmogorov–Smirnov (K–S) test reveals
p-values > 0.05 in all but the Y band, where the comparison be-
tween SNe Ib and SNe Ic indicates p = 0.02 with SNe Ic being
more luminous on average. The average peak absolute magni-
tudes for each subtype are reported in Table 5 and indicated by
dashed vertical lines in Fig. 8.

In Table 5, next to the absolute-magnitude peak averages, we
also report the associated dispersions for each band and each SE
SN subtype. These are obtained from the standard deviations of
the peak magnitudes. For instance, the dispersion of the r-band
peak magnitudes are 0.54/0.60/0.21 mag for SNe IIb, Ib, and Ic,
respectively. We investigated if these dispersions are mainly in-
trinsic or if they are mostly associated with uncertainties in the
adopted distance and extinction. First, for each object we com-
puted the uncertainty in the peak absolute magnitude, which is
reported next to each peak magnitude in Table 5. These uncer-
tainties are also reported as dotted lines in the cumulative distri-
bution plots in Fig. 8, next to each peak magnitude value. The
uncertainty of the peak of the absolute magnitudes was obtained
by summing in quadrature the uncertainties associated with (i)
the inferred peak apparent magnitude (see Table 4); (ii) the ex-
tinction; and (iii) the distance (see Table 1). We found, for ex-
ample, that the r-band peak magnitudes extend from −17.38
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Fig. 4. Top panel: light-curve decline-rate parameter, ∆m15, plotted as
a function of wavelength where the effective wavelengths of the CSP
passbands are indicated by vertical lines. At optical wavelengths the
blue bands exhibit larger ∆m15 values than the red bands, while in the
NIR ∆m15 is similar among the different bands. Bottom panel: same as
in the top panel but with all SNe plotted in one panel, along with a low-
order polynomial fit (solid red line) and its associated 1σ uncertainty
(≈0.2 mag; dashed red line). The functional form of the polynomial fit
is given by: ∆m15(λ) = −11.88λ5 + 63.74λ4 − 134.17λ3 + 138.81λ2 −

71.00λ+15.00. Here λ is in units of µm and ∆m15 in units of magnitude.
Shown in blue is a polynomial fit obtained from the same analysis of the
SDSS-II SE SN sample (Taddia et al. 2015).

to −17.91 mag for SNe Ic (so there are 0.53 mag between the
faintest and the brightest object of the SN Ic sample), but when
we consider the uncertainty in their peak magnitudes, their con-
fidence intervals do not completely overlap only in the region
between −17.53 and −17.59 mag. This implies that accounting
for the uncertainty of the extinction and on the distance might
reduce the observed difference among SN Ic peaks to a very
tiny intrinsic difference. However, for SNe Ib and IIb the range
where their peak r-band magnitude confidence intervals do not
completely overlap is rather wide, ranging between −17.69 and
−16.44 mag, and between −18.10 and −16.69 mag, respectively.
Therefore, the dispersion in their peak luminosities is not only
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Fig. 5. Late-time linear decay slope in V and r band versus ∆m15 for the
CSP-I SE SNe with both their peak luminosity covered and their last
observation being >+40 d days post maximum. Faster declining light
curves (higher ∆m15) tend to decline faster at late phases. Objects with
both large uncertainties on the slope and on ∆m15 are excluded from the
figure. SN IIb, Ib, Ic, and Ic-BL are represented in green, blue, red, and
magenta, respectively. SN 2005em is not included and falls far from the
correlation due to its large late-time slope. With gray points we repre-
sent the results for the SNe Ia fit by Contardo (2001), which do not
show any clear trend.

driven by the uncertainties of the distance and of the extinction,
but reflects an intrinsic difference.

We now turn to the absolute peak magnitudes as a func-
tion of wavelength as plotted in Fig. 9. Strikingly, within the
visual-wavelength region the peak luminosities are found to be
dependent on the wavelength in the sense that red passbands tend
to exhibit lower peak absolute magnitudes than the blue bands.
Moving out to the NIR wavelengths the peak magnitudes con-
tinue to follow a trend of reaching lower values, though these
values appear to be insensitive to the exact wavelength interval
contained between ≈1.1 to 1.8 µm. Figure 9 suggests that the flux
(in erg s−1 Å−1) at the effective wavelength of each passband and
at the time of maximum in each specific band is higher at shorter
effective wavelength. We note that since the peak magnitudes are
measured at different epochs it is not a spectral energy distribu-
tion of the SN shown in the figure.

To end this section, in Fig. 10 we plot the peak absolute mag-
nitudes of our SE SN sample versus the light-curve decline rate
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Fig. 6. SE SN light-curve templates. The templates were constructed by averaging the light-curve fits plotted in Fig. 2. The templates are
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having follow-up observations beginning past peak (see central panel). Depending on their subtype, that is, IIb, Ib, Ic, and Ic-BL, these objects are
represented in green, blue, red, and magenta, respectively.

parameter ∆m15 (see Sect. 3.3). Inspection of these parameters
reveals mostly scatter plots in the various passbands. However,
in the B band (and possibly also in the u band) the SNe IIb
and SNe Ib exhibit a correlation between the two quantities in
the sense that the more luminous objects tend to have broader
light curves. A Spearman correlation test between the two quan-
tities in the B band reveals a highly significant correlation with
a p-value of 0.034. On the contrary, the correlation is not sta-
tistically significant in the u band. The correlation in B band
is reminiscent of the well-known luminosity decline-rate rela-
tion of thermonuclear SNe Ia (Phillips 1993). This trend was
not found in the bolometric light-curve analysis presented by
Prentice et al. (2016) or in the ugriz light curves of the SDSS
SNe Ib/c studied in Taddia et al. (2015). It is possible this cor-
relation obtained from the CSP-I sample is due to the detailed
treatment of host reddening (see Stritzinger et al. 2018b), which
has a significant impact on the inferred peak absolute B-band

magnitude. However, the accuracy of the CSP-I data themselves
compared to that found in the literature may also be a significant
contributing factor.

5. Bolometric properties

5.1. Spectral energy distributions

To capitalize on the extended wavelength range covered by the
CSP-I observations, spectral energy distributions (SEDs) are
constructed ranging from the u (320 nm) band redward to the
H (1800 nm) band. Building a complete set of SEDs for each
SN first requires the interpolation of each filtered light curve. In-
terpolation is accomplished with Gaussian process spline func-
tions (see Stritzinger et al. 2018a), enabling measurements of
both the optical and NIR flux at common epochs. Next, the mag-
nitudes are corrected for dust extinction using reddening values
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computed by Stritzinger et al. (2018b). The extinction-corrected
magnitudes are then converted to specific fluxes at the effective
wavelength of each filter.

Unfortunately it was not possible to obtain complete light-
curve coverage for some of the objects in the u and/or NIR
passbands. In the u band this is typically due to a combination
of low intrinsic brightness and fast evolution of the light curve,
while at NIR wavelengths, gaps in follow-up are largely due to
limitations of observational resources. To account for gaps in
the u-band post-maximum follow-up, we resort to extrapolation
when necessary. Specifically, a constant u−B color computed
from photometry typically obtained after +15 d was adopted, and
when combined with the B-band light curve, provides an accu-
rate extrapolation of the u-band flux. If u-band photometry is
completely missing, we make use of bolometric corrections (see
below). Constructing SEDs that encompass some measure of the

flux blue-wards of the atmospheric cutoff, we extrapolate from
the wavelengths covered by the u band to zero flux at 2000 Å.
This has been shown to provide a reasonable approximation of
the flux in this wavelength region based on UV observations of
a literature-based SE SN sample (Lyman et al. 2014). For SNe
lacking NIR follow-up observations, we resort to extrapolation
based on black-body (BB) fits to the optical-band SEDs, and the
corresponding Rayleigh-Jeans tail accounts for flux red-ward of
H band for the entire sample. By the end of this process, each SN
has a set of SEDs with conservative corrections accounting for
missing observations and flux emitted at the wavelength regions
extending beyond those covered by the CSP-I passbands.

For the SNe with complete coverage between u and H band,
the contribution to the total UVOIR flux in the UV (λ ≤ 3900 Å),
optical (OPT; 3900 Å < λ < 9000 Å), and NIR (λ > 9000 Å)
passbands can be determined as a function of phase. Doing so
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Table 4. Peak optical and NIR apparent magnitudes.

SN umax Bmax gmax Vmax rmax imax Ymax Jmax Hmax

(mag) (mag) (mag) (mag) (mag) (mag) (mag) (mag) (mag)
2004ex 19.05(0.06) 18.11(0.02) 17.78(0.01) 17.42(0.01) 17.30(0.01) 17.36(0.01) 17.11(0.02) 16.95(0.02) 16.85(0.03)
2004ff . . . 18.37(0.02) 18.04(0.01) 17.73(0.01) 17.62(0.01) 17.59(0.01) . . . . . . . . .
2004gq 16.33(0.01) 15.83(0.01) 15.56(0.01) 15.36(0.01) 15.26(0.01) 15.12(0.01) 14.58(0.02) 14.50(0.03) 14.34(0.01)
2004gt . . . 16.31(0.03) 15.90(0.02) 15.40(0.02) 15.10(0.02) 14.90(0.03) 14.18(0.04) 14.00(0.02) 13.85(0.03)
2004gv 18.18(0.03) 17.67(0.02) 17.43(0.01) 17.20(0.01) 17.11(0.01) 17.14(0.30) 16.80(0.02) 16.68(0.02) 16.48(0.02)
2005aw . . . . . . . . . . . . 15.75(0.01) 15.78(0.01) 15.12(0.01) 15.02(0.01) . . .
2005em . . . . . . . . . 17.83(0.02) 17.79(0.03) 17.92(0.02) 17.31(0.03) 17.65(0.18) 17.38(0.08)
2006T 17.55(0.03) 16.47(0.02) 16.09(0.01) 15.70(0.01) 15.51(0.01) 15.55(0.01) 15.15(0.02) 15.02(0.02) 14.87(0.03)
2006ba . . . . . . . . . . . . 17.85(0.02) 17.72(0.01) 17.14(0.03) 17.02(0.04) . . .
2006ep 18.46(0.10) 17.93(0.03) 17.65(0.02) 17.34(0.02) 17.21(0.01) 17.10(0.01) 16.50(0.01) 16.46(0.02) 16.21(0.03)
2006lc . . . 18.48(0.02) 18.04(0.01) 17.61(0.02) 17.31(0.01) 17.28(0.01) . . . . . . . . .
2007C . . . . . . . . . . . . . . . . . . 14.77(0.01) 14.70(0.01) 14.53(0.01)
2007Y 15.77(0.04) 15.62(0.01) 15.44(0.01) 15.34(0.01) 15.30(0.01) 15.34(0.01) 14.97(0.01) 14.87(0.01) 14.69(0.30)
2007ag . . . . . . . . . . . . . . . . . . 17.35(0.06) 17.11(0.08) . . .
2007hn . . . . . . . . . 18.22(0.01) 18.16(0.01) 18.24(0.01) . . . . . . . . .
2007kj 18.19(0.04) 17.96(0.01) 17.77(0.01) 17.62(0.01) 17.58(0.01) 17.68(0.02) 17.13(0.02) 17.28(0.05) 17.10(0.06)
2008aq . . . 16.33(0.01) 16.15(0.01) 15.94(0.02) 15.88(0.01) 15.81(0.02) 15.43(0.02) 15.26(0.01) 15.15(0.02)
2008gc . . . . . . . . . . . . . . . . . . 18.59(0.06) . . . 18.35(0.12)
2009K 17.39(0.03) 16.65(0.01) 16.36(0.01) 16.05(0.01) 15.85(0.01) 15.86(0.01) 15.44(0.01) 15.40(0.01) 15.30(0.01)
2009Z 18.19(0.07) 17.75(0.02) 17.49(0.01) 17.22(0.01) 17.17(0.01) 17.24(0.01) . . . . . . . . .
2009bb 17.91(0.02) 17.06(0.02) 16.56(0.01) 16.09(0.01) 15.86(0.02) 15.84(0.02) 15.00(0.01) 14.88(0.01) 14.75(0.01)
2009dt . . . . . . . . . . . . . . . 16.89(0.03) . . . . . . . . .
2004fe 18.02(0.02) 17.50(0.01) 17.26(0.01) 17.06(0.01) 16.97(0.01) 17.10(0.01) . . . . . . . . .
2005Q 18.04(0.04) 17.54(0.01) 17.34(0.01) 17.12(0.01) 17.04(0.01) 17.19(0.01) . . . . . . . . .
2005bj . . . . . . . . . . . . 17.52(0.01) 17.57(0.01) . . . . . . . . .
2006fo . . . . . . . . . . . . 17.32(0.01) 17.31(0.01) . . . . . . . . .

Notes. Peak optical and NIR magnitudes for the CSP SE SNe observed at early epochs. A horizontal line separates the objects observed in both
optical and NIR from those observed only in the optical.

for the best observed objects provides the information shown in
Fig. 11, which expresses the fraction of flux from these wave-
length regions as a function of t(r)max. The fraction of flux in the
optical always dominates, with the UV flux being non-negligible
prior to t(r)max and the NIR flux becoming increasingly impor-
tant after t(r)max. These findings are similar to those shown by
Lyman et al. (2014), where slightly different wavelength ranges
are considered.

The UV corrections obtained from extrapolation to zero flux
at 2000 Å consist of ≈10% of the total flux around peak, whereas
the mid- and far-IR corrections consist of only ≈3% of the total
flux at similar epochs. At +20 d after peak the UV correction
fraction drops to ≈3%, while the mid- to far-IR corrections rise
to ≈5%.

5.2. UVOIR bolometric light curves

To produce a UVOIR light curve for a given SN, its time-series
of SEDs are integrated over wavelength, and then the resulting
total flux is placed on the absolute flux scale through the mul-
tiplication of the factor 4πD2

L
, where DL is the luminosity dis-

tance to the host galaxy. In the case of those objects without
any u-band photometry, we resort to constructing the UVOIR
light curve by making use of the g-band photometry, the g−i
color, and the bolometric corrections presented by Lyman et al.
(2014). Through the comparison between the UVOIR light
curves produced via the integration of SEDs and by the use
of bolometric corrections, both techniques are found to provide
fully consistent results over all epochs, in line with the preci-
sion discussed by Lyman et al. (2014, their Appendix B). The

obtained UVOIR light curves of the CSP-I SE SN sample are
plotted in the top panel of Fig. 12 and made available online on
the Pasadena-based CSP-I webpage4. The associated uncertain-
ties of the UVOIR luminosities are dominated by the error of the
distance (∆L/L ≈ 2∆D/D), which is on the order of 7% (see
the errors on the distances in Table 1). The majority of objects
reach peak luminosities ranging between 1–10 × 1042 erg s−1.
SN 2009ca is an outlier with Lmax ≈ 4 × 1043 erg s−1.

Each UVOIR light curve was fit with Eq. (1) and the re-
sults are over-plotted in Fig. 12 (top panel) as colored solid lines.
This provides parameters characterizing the shape of these light
curves, namely the epoch of bolometric peak [t(bol)max], the
corresponding luminosity [L(bol)max], the decline-rate parame-
ter [∆m15(bol)], and the slope of the linear decaying phase.

We find a correlation between ∆m15(bol) and the late time
slope (for the objects with at least one bolometric estimate +40 d
after t(r)max). This is consistent with the same trend observed
in the V and r bands, and it is shown in Fig. 13 (top-panel).
This correlation might be explained in terms of the ratio be-
tween energy and ejecta mass. SE SNe with larger EK/Mej ra-
tios will be less effective in trapping gamma-rays, and there-
fore will show steeper slopes at late times (see the parameter T0
in Wheeler et al. 2015). At early epochs, a larger EK/Mej ratio
implies a shorter diffusion time and thus a narrower light curve,
and therefore a larger ∆m15(bol). However, when we check if
the objects with broader (narrower) light curves and shallower
(steeper) decay rates are also those with lower (higher) EK/Mej
ratios (as computed in Sect. 6) this is not always the case.

4 http://csp.obs.carnegiescience.edu/data/
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Table 5. Peak absolute magnitudes in the optical and NIR bands.

SN umax Bmax gmax Vmax rmax imax Ymax Jmax Hmax

(mag) (mag) (mag) (mag) (mag) (mag) (mag) (mag) (mag)
2004ex −15.98(0.17) −16.67(0.16) −16.94(0.15) −17.16(0.15) −17.16(0.15) −17.02(0.15) −17.24(0.15) −17.38(0.15) −17.45(0.15)
2004ff . . . −17.12(0.16) −17.36(0.16) −17.51(0.15) −17.48(0.15) −17.42(0.15) . . . . . . . . .
2004gq −16.47(0.42) −16.81(0.41) −17.02(0.41) −17.11(0.41) −17.12(0.41) −17.16(0.40) −17.59(0.40) −17.62(0.40) −17.74(0.40)
2004gt . . . −17.18(0.26) −17.46(0.24) −17.65(0.22) −17.70(0.19) −17.62(0.17) −18.07(0.16) −18.15(0.16) −18.19(0.15)
2004gv −16.62(0.16) −17.07(0.16) −17.29(0.16) −17.48(0.15) −17.54(0.15) −17.47(1.57) −17.77(0.15) −17.87(0.15) −18.05(0.15)
2005aw . . . . . . . . . . . . −17.91(0.16) −17.69(0.15) −18.24(0.15) −18.29(0.15) . . .
2005em . . . . . . . . . −17.55(0.15) −17.55(0.15) −17.36(0.15) −17.90(0.15) −17.53(0.23) −17.77(0.17)
2006T −16.39(0.43) −17.04(0.42) −17.30(0.42) −17.45(0.41) −17.43(0.41) −17.24(0.41) −17.55(0.41) −17.65(0.41) −17.75(0.41)
2006ba . . . . . . . . . . . . −17.06(0.41) −17.08(0.41) −17.60(0.41) −17.69(0.41) . . .
2006ep −16.50(0.42) −16.89(0.41) −17.11(0.41) −17.32(0.41) −17.37(0.41) −17.33(0.41) −17.72(0.41) −17.69(0.41) −17.86(0.41)
2006lc . . . −17.20(0.55) −17.49(0.53) −17.58(0.51) −17.59(0.49) −17.33(0.47) . . . . . . . . .
2007C . . . . . . . . . . . . . . . . . . −17.34(0.41) −17.30(0.41) −17.34(0.41)
2007Y −15.65(0.37) −15.79(0.37) −15.95(0.37) −16.05(0.37) −16.07(0.37) −16.02(0.37) −16.37(0.37) −16.47(0.37) −16.65(5.26)
2007ag . . . . . . . . . . . . . . . . . . −17.81(0.17) −17.95(0.17) . . .
2007hn . . . . . . . . . −17.83(0.20) −17.79(0.19) −17.54(0.18) . . . . . . . . .
2007kj −16.45(0.16) −16.64(0.15) −16.80(0.15) −16.91(0.15) −16.91(0.15) −16.77(0.15) −17.26(0.15) −17.09(0.16) −17.25(0.16)
2008aq . . . −15.98(0.41) −16.15(0.41) −16.33(0.41) −16.38(0.41) −16.42(0.41) −16.76(0.41) −16.92(0.41) −17.02(0.41)
2008gc . . . . . . . . . . . . . . . . . . −18.19(0.11) . . . −18.32(0.14)
2009K −16.58(0.92) −17.12(0.86) −17.35(0.84) −17.53(0.82) −17.63(0.81) −17.54(0.81) −17.90(0.80) −17.92(0.80) −17.99(0.80)
2009Z −17.18(0.07) −17.59(0.02) −17.84(0.01) −18.08(0.01) −18.11(0.01) −18.01(0.02) . . . . . . . . .
2009bb −17.40(0.25) −17.82(0.22) −18.18(0.21) −18.37(0.20) −18.38(0.18) −18.07(0.17) −18.53(0.16) −18.51(0.16) −18.50(0.15)
2009dt . . . . . . . . . . . . . . . −17.54(0.17) . . . . . . . . .
2004fe −16.38(0.15) −16.88(0.15) −17.11(0.15) −17.30(0.15) −17.38(0.15) −17.23(0.15) . . . . . . . . .
2005Q −16.86(0.52) −17.35(0.52) −17.54(0.52) −17.74(0.52) −17.82(0.52) −17.64(0.52) . . . . . . . . .
2005bj . . . . . . . . . . . . −18.01(0.15) −17.77(0.15) . . . . . . . . .
2006fo . . . . . . . . . . . . −17.91(0.22) −17.76(0.19) . . . . . . . . .

IIb −16.60(0.46) −16.98(0.52) −17.21(0.54) −17.40(0.55) −17.45(0.54) −17.35(0.47) −17.41(0.43) −17.51(0.38) −17.55(0.42)
Ib −16.34(0.39) −16.73(0.50) −16.94(0.54) −17.07(0.56) −17.22(0.60) −17.12(0.57) −17.46(0.57) −17.34(0.51) −17.60(0.56)
Ic −16.38 −17.03(0.21) −17.28(0.24) −17.58(0.22) −17.66(0.21) −17.50(0.17) −18.00(0.19) −17.98(0.33) −17.98(0.30)

Notes. Peak absolute magnitudes in the different bands for the CSP SE SN sample observed at early epochs. A single horizontal line separates
the objects observed in both optical and NIR from those observed only in the optical. The associated uncertainty is the sum in quadrature of the
uncertainty in the distance modulus, the uncertainty in the extinction, and the uncertainty in the apparent peak magnitude value.

The correlation between ∆m15(bol) and M(bol)max is not as
clear as is found for the B band (see bottom panel of Fig. 13).
Finally, excluding the SN Ic-BL objects, there is no statistically
significant difference between the peak luminosities of the var-
ious SE SN subtypes. The bolometric parameters discussed in
this section are reported in Table 6.

5.3. Black-body fits: temperature, photospheric radius,
and color-velocity (Vc) evolution

Byproducts of fitting BB functions to the SEDs of the CSP-
I SE SN sample are estimates of the BB temperature (T BB

gVri
)

and the “photospheric” radius (RBB
gVri

) of the emitting region.
Estimates of these parameters determined from BB fits to the
gVri-band flux points are plotted in the middle and bottom panel
of Fig. 12. The evolution of T BB

gVri
for the sample is remarkably

uniform and this holds across subtypes and exhibits a scatter of
no more than ≈1000 K beyond +5 d. Prior to maximum the scat-
ter is more pronounced with T BB

gVri
found to reach peak values

extending from 6000 K up to 10 000 K. By a couple of months
past maximum T BB

gVri
is found to be 5500 ± 1000 K, irrespective

of the SE SN subtype. We emphasize that the computed T BB
gVri

values are not sensitively dependent on the exact passbands used
in the fit, for example, if g band is included or not, and this is a
reflection of the photosphere cooling over time.

However, the uniformity of the temperatures is at least
partly a consequence of the assumption on the host-extinction
corrections, which were derived assuming intrinsic colors for
each SN subtypes (Stritzinger et al. 2018b). This basically
means that the extinction corrections to some degree minimize
the temperature dispersion within each sub-class.

The RBB
gVri

is found to increase in all objects, reaching a max-
imum value around 15 days past r-band maximum. After the
turnover it follows a slow decline. Typical values of the radius at
tmax are 0.6−2.4 × 1015 cm, consistent with results obtained for
the SDSS-II SE SN sample (Taddia et al. 2015).

With BB fits to each object’s set of SEDs in hand, it is
straightforward to compute the color velocity (Vc) parameter and
its gradient (V̇c) (Piro & Morozova 2014, see their Eq. (1)). The
color velocity corresponds to the velocity of the material at RBB

gVri
.

Piro & Morozova argue that high values of Vc and V̇c are indica-
tive of ejecta material characterized by large density gradients
as expected in the outer regions of the expanding ejecta. Con-
versely, low values of Vc and V̇c are indicative of material lo-
cated in deeper regions of the ejecta that are expanding more
slowly than in the outer layers near the surface. Plotted in Fig. 14
(top panel) is Vc versus days past explosion (hereafter texp, see
Sect. 6.1). Clearly Vc is highest in the moments following the
explosion and subsequently decreases over time. We notice that
a peak in the Vc profiles occurs at ≈30 d, and this is due to
the evolution of RBB, which also peaks around that epoch. By
texp = +20 d a little over half of the sample’s Vc value drop below
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Fig. 11. Contribution of the UV, optical, and IR fluxes to the bolomet-
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≈10 000 km s−1, while by texp = +60 d, Vc extends from as much
as ≈4000 km s−1 down to as little as ≈1500 km s−1. Each of the
SE SN subtypes are represented at the high end of the Vc distri-
bution (e.g., SN Ic 2004fe, SN Ib 2006ep, and SN IIb 2009Z),
while at the low end only two SNe Ic (2005aw, 2009dp) are
present. Indeed, most of the SNe Ic in the sample appear to ex-
hibit relatively high Vc values at the time of explosion. SNe Ic
also show the highest values of V̇c, again with the exceptions of
SN 2005aw and SN 2009dp. We plotted V̇c in the bottom panel of
Fig. 14. Examination of the low end of the Vc distribution reveals
the presence of several SNe IIb and SNe Ib with low Vc, such
as SN 2006T, SN 2006lc, SN 2007Y, SN 2008aq, SN 2007C,
SN 2007kj, and SN 2008gc. We note that Folatelli et al. (2014b)
recently identified a family of SNe Ib/IIb that exhibit flat and
low (≈4000 and 8000 km s−1) helium velocity evolution extend-
ing from before maximum light to past +30 d.

6. Modeling

We now turn to modeling the CSP-I SE SN bolometric light
curves in order to estimate key explosion parameters including:
the explosion energy (EK), the ejecta mass (Mej), the 56Ni mass,
and the degree of 56Ni mixing in the ejecta. In what follows,
these parameters are computed by both semi-analytical model-
ing (where 56Ni mixing is not accounted for) and more sophis-
ticated hydrodynamical modeling. To perform this modeling re-
quires an estimation to the explosion epoch and a measure of the
ejecta velocity.
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Fig. 12. Plotted in the top panel are the bolometric light curves of 33 SE SNe. Each of the light curves was fit with the function presented in
Eq. (1), and the best fit is shown by solid colored lines. Shown in the middle and bottom panels is the temporal evolution of T BB

gVri
and radius from

the BB fit, respectively. SNe IIb, Ib, Ic, and Ic-BL are represented in green, blue, red, and magenta, respectively.

6.1. Explosion epochs

To accurately fit the synthetic light curve to the UVOIR light
curve of each SN requires an estimate of its explosion epoch.
Depending on the discovery details and the subsequent follow-
up observations, several techniques are utilized to estimate the
explosion epochs for the SNe in our sample. In cases when the
last non-detection and discovery epoch are less than four days
apart, a mean value is adopted. If such limits are not available,
the explosion epoch is computed from a power-law (PL) fit to the
photospheric radius for all epochs prior to t(r)max. The adopted
PL follows as rph(t) ∝ (t− texpl)0.78 (see Piro & Nakar 2013), and
it is used to predict an explosion epoch constrained to occur be-
tween the last non-detection and the discovery epoch. For objects

with poor pre-explosion limits and limited early-time coverage
their explosion epochs are extrapolated assuming a typical r-
band rise time (tr). Here we adopt tr = 13 ± 3 days for SNe Ic
and tr = 22 ± 3 days for SNe Ib and SNe IIb (cf. Taddia et al.
2015). Relying on these assumptions enables reasonable explo-
sion epoch estimates for objects with well-constrained values of
t(r)max (see Table 2). Our best inferred explosion epochs are re-
ported in Table 7, which also provides the method used to esti-
mate them, and details regarding the last non-detection, discov-
ery, and confirmation epochs. The application of these various
methods to fit for the explosion epoch is demonstrated in Fig. 15.

To summarize, we adopted the average between last non-
detection and discovery in four cases (method “L” in Table 7,
where we had good constraints); we used the fit to the
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Fig. 13. The decline parameter ∆m15 computed for the bolometric light
curves versus the late-time linear decay slope (top panel) and the peak
bolometric magnitude (bottom panel). A possible correlation is ob-
served in the first case, which might be explained by a range of values of
the EK/Mej ratio (see Sect. 5). SNe IIb, Ib, Ic, and Ic-BL are represented
in green, blue, red, and magenta, respectively.

Table 6. Bolometric light-curve parameters.

SN tmax(bol) Mmax(bol) ∆m15(bol) Late-time slope (bol)
(JD) (mag) (mag) (mag day−1)

2004ex 2453309.54(0.01) –17.00(0.06) 0.79(0.06) 0.0199(0.0001)
2004ff 2453313.52(0.22) –17.52(0.06) 0.70(0.06) 0.0237(0.0002)
2004gq 2453358.08(0.01) –17.07(0.06) 0.46(0.06) 0.0151(0.0001)
2004gt 2453362.32(0.45) –17.53(0.06) 0.46(0.06) 0.0353(0.0001)
2004gv 2453367.46(0.27) –17.47(0.05) 0.60(0.05) . . .
2005aw 2453457.97(0.03) –17.73(0.06) 0.50(0.06) . . .
2006T 2453781.54(0.15) –17.23(0.06) 0.75(0.06) 0.0199(0.0001)
2006bf . . . . . . . . . 0.0092(0.0000)
2006ep 2453989.11(0.08) –17.26(0.06) 0.66(0.06) 0.0150(0.0002)
2006ir . . . . . . . . . 0.0169(0.0000)
2006lc 2454040.34(0.06) –17.42(0.06) 0.60(0.06) . . .
2007C . . . . . . . . . 0.0185(0.0000)
2007Y 2454164.64(0.29) –16.02(0.05) 0.86(0.05) . . .
2007hn 2454357.11(2.71) –17.84(0.04) 0.00(0.04) . . .
2007kj 2454381.51(0.17) –16.97(0.05) 0.91(0.05) 0.0283(0.0006)
2008aq 2454532.59(0.82) –16.19(0.05) 0.56(0.06) 0.0210(0.0001)
2009K 2454869.12(0.13) –17.45(0.06) 0.00(0.06) . . .
2009Z 2454879.74(0.05) –18.18(0.06) 0.73(0.06) 0.0208(0.0002)
2009bb 2454922.24(0.08) –18.21(0.05) 0.83(0.05) 0.0261(0.0008)
2004ew . . . . . . . . . 0.0179(0.0000)
2004fe 2453319.04(0.07) –17.21(0.06) 0.73(0.06) 0.0285(0.0017)
2005Q 2453407.84(0.37) –17.82(0.06) 0.61(0.06) . . .

Notes. Bolometric light-curve parameters for the CSP SE SNe ob-
served before bolometric peak, as obtained by fitting the bolometric
light curves with Eq. (1). A horizontal line separates the objects ob-
served in both optical and NIR from those observed only in the optical.
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Fig. 14. Color velocity (Vc) plotted as a function of days past explosion
(top-panel), and color velocity’s gradient (bottom panel).

black-body radius in seven cases (method “R” in Table 7); we
adopted an average rise time based on the spectroscopic class
(method “T”) for 19 SNe; finally, we adopted explosion epochs
from the literature in three cases (see notes a, b, and c in Table 7).
We decided to infer the explosion epoch following these meth-
ods and to propagate its uncertainty instead of leaving it as a free
parameter in the modeling of the bolometric light curves (see
Sect. 6.3), because the explosion epoch parameter is strongly
degenerate with the ratio of energy and ejecta mass and with
the amount of 56Ni mass intended to be estimated.

6.2. Photospheric and ejecta velocities

Another key input parameter required to fit semi-analytical
and hydrodynamical models to the UVOIR light curves is the
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Table 7. JD and magnitude of last-non detection, discovery, and confirmation epochs and estimated explosion epoch for 33 CSP-I SE SNe.

SN Discovery Last non-detection Discovery Confirmation Last non-detection Discovery Confirmation Explosion date
telegram (JD–2 450 000) (JD–2 450 000) (JD–2 450 000) (mag) (mag) (mag) (JD–2 450 000)

2004ex IAUC 8418 3272.77 3289.84 3291.83 >19.0 17.7 17.7 3288.400.33
−0.33

R

2004ff IAUC 8425 3291.91 3308.90 3309.91 >19.0 18.0 18.0 3298.168.22
−6.25

R

2004gq IAUC 8452 3343.88 3350.86 3351.43 >19.5 15.5 15.9 3347.373.49
−3.49

L

2004gt IAUC 8454 3136.75 3351.58 3355.51 >15.7 14.9 14.6 3343.334.08
−4.08

R

2004gv IAUC 8454 3338.24 3353.17 3354.07 >18.6 17.6 17.4 3345.771.54
−1.54

R

2005aw CBET 127 3436.82 3453.77 3454.75 >17.9 15.3 15.3 3446.173.00
−3.00

R

2005em IAUC 8604 3615.93 3640.94 3641.88 >19.5 18.1 18.0 3638.662.28
−3.00

T

2006T CBET 385 3752.45 3766.49 3767.35 >18.0 17.2 17.4 3758.140.92
−0.92

R

2006ba CBET 443 3771.54 3814.31 3820.35 >18.8 18.4 17.7 3801.613.00
−3.00

T

2006bf IAUC 8693 3741.50 3821.85 3822.62 >19.3 17.7 17.7 3798.153.35
−3.35

T

2006ep CBET 609 3974.14 3977.85 3979.10 >19 17.8 17.8 3975.991.86
−1.86

L

2006ir CBET 658 . . . 4001.80 . . . . . . 16.9 . . . 3988.763.35
−3.35

T

2006lc CBET 688 . . . 4029.50 . . . . . . 20.2 . . . 4015.241.97
−1.97

b

2007C CBET 798 4093.37 4108.36 4109.20 >18.5 15.9 16.0 4095.943.30
−2.57

T

2007Y CBET 845 4083.35 4147.27 4148.24 >18.0 17.5 17.1 4145.502.00
−2.00

a

2007ag CBET 868 4155.50 4166.79 4167.62 >19.4 18.0 17.5 4155.503.32
−0.00

T

2007hn CBET 1050 . . . 4343.70 . . . . . . 18.6 . . . 4341.322.38
−3.02

T

2007kj CBET 1092 4364.11 4376.10 4376.95 >19.0 17.4 17.3 4364.113.00
−0.00

T

2007rz CBET 1158 4423.91 4442.90 4443.92 >19.5 16.9 16.9 4427.003.35
−3.09

T

2008aq CBET 1271 4506.97 4523.94 4524.90 >19.1 16.3 16.2 4511.293.00
−3.00

T

2008gc CBET 1529 4651.78 4742.66 4743.65 >18.0 17.4 17.3 4724.953.29
−3.29

T

2009bb CBET 1731 4909.70 4911.61 4913.51 >18 17.0 16.6 4909.600.60
−0.60

c

2009K CBET 1663 4842.58 4845.57 4846.56 >18.0 14.9 15.0 4844.071.49
−1.49

L

2009Z CBET 1685 4617-67** 4865.03 4866.97 >19.4 18.1 17.8 4860.540.56
−0.56

R

2009ca CBET 1750 4766.69 4920.87 4924.86∗ >18.5 17.1 17.1 4915.863.35
−3.35

T

2009dt CBET 1785 4942.86 4949.83 4950.82 >19.0 17.2 16.6 4946.343.49
−3.48

L

2004ew CBET 96 3260.71 3288.42 3289.26 >18.1 17.5 17.5 3260.713.35
−0.00

T

2004fe IAUC 8425 3300.78 3308.79 3309.80 >19.0 18.1 17.7 3307.241.55
−3.00

T

2005Q CBET 106 3370.31 3399.30 3400.26 >20.5 17.2 17.1 3386.203.00
−3.00

T

2005bj CBET 137 3191.50 3471.60 3472.51 >19.5 17.7 17.7 3452.583.00
−3.00

T

2006fo CBET 624 . . . 3994.50 . . . . . . 18.2 . . . 3983.863.00
−3.00

T

2008hh CBET 1575 4759.50 4789.62 4790.65 >19.2 16.6 16.6 4781.193.35
−3.35

T

2009dp CBET 1779 4923.60 4944.60 4945.62 >18.5 17.7 17.7 4939.503.35
−3.35

T

Notes. A horizontal line separates the objects observed in both optical and NIR from those observed only in the optical. (a) From Stritzinger et al.
(2009). (b) From Taddia et al. (2015). (c) From Pignata et al. (2011). (L) From good pre-explosion limits. (R) From the fit of the photospheric radius
before rmax. (T ) From the rise time.

photospheric velocity (vph). Measured as the Doppler velocity at
maximum absorption, vph serves as an important constraint on
the ratio between the EK and Mej. In the following, vph values
are adopted from Doppler velocity measurements of the Fe ii
λ5169 feature (cf. Branch et al. 2002; Richardson et al. 2006),
which are presented in a companion paper by Holmbo et al.
(in prep.). Plotted in Fig. 16 are the resulting vph values versus
days relative to explosion epoch, with the associated uncertain-
ties being on the order of 500 km s−1. Inspection of the vph mea-
surements reveals similar values for each of the SE SN subtypes

over the same epochs, and the evolution of vph is found to be
well-represented by a PL function characterized by an index
α = −0.41 (dashed line in Fig. 16). As expected, the Type Ic-BL
SN 2009bb and SN 2009ca exhibit significantly higher vph val-
ues, several thousand of km s−1 higher than the rest of the sample
over the same epochs. These two objects are omitted when com-
puting the PL fit.

For the semi-analytic models we use the value of vph at peak
luminosity [vph(tmax)] to constrain EK/Mej. These are computed
by fitting a PL to the measured Fe ii λ5169 velocities for each
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SN and taking the value of the best fit at the peak epoch. As-
suming the ejecta are spherical and with constant density the EK

to Mej ratio is given by the expression: EK/Mej =
3

10 vph(tmax)2

(Wheeler et al. 2015).
Following Dessart et al. (2016, see their Sect. 5.3), an alter-

native approach to constrain the EK to Mej ratio is to determine
the quantity Vm =

√

2EK/Mej. In the case of helium rich SNe IIb
and SNe Ib, the Doppler velocity of the He i λ5875 feature can
provide a measure of Vm, while for SNe Ic the O i λ7774 feature
is appropriate.

Doppler velocity measurements of these lines and other
spectral features are presented in the companion CSP-I SE SN

spectroscopy paper (Holmbo et al., in prep.). The corresponding
He i and O i Doppler velocity measurements are plotted in the
central and bottom panels of Fig. 16, respectively. The Doppler
velocity evolution of these features is well fit by PL functions
(dashed lines) characterized by index values of −0.21 (He i) and
−0.18 (O i). When fitting the Fe ii, He i, and O i line velocities,
we adopted a unique PL index for all the objects. This is done
to more robustly fit the velocity profiles of the events with a low
number of spectra. However, we have also tested if this index is
well suited for the events with numerous spectra. In particular,
in the case of SN 2006T, we found that fitting its velocity pro-
file with the PL index as a free parameter gives a similar index
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Fig. 16. Top panel: evolution of the Doppler velocity at maximum ab-
sorption of the Fe ii λ5169 feature for 32 SE SNe. SNe IIb, Ib, Ic, and
Ic-BL are represented in green, blue, red, and magenta, respectively.
The SNe IIb, Ib, and Ic follow a similar evolution that can be repre-
sented by a PL function. The SNe Ic-BL are found to exhibit higher
velocities at all epochs and have therefore been excluded from the PL
fit (dashed line). Middle panel: velocity evolution of He i λ5876 for
SNe IIb (green) and Ib (blue), fitted by a PL. Bottom panel: velocity
evolution of O i λ7772 for SNe Ic (red) and Ic-BL (magenta), fitted by
a PL.

(−0.35 instead of −0.41) and an interpolated velocity at the max-
imum epoch, which differs from the one derived with fixed in-
dex by merely ≈290 km s−1, that is, below the typical velocity
uncertainty. For each SN, the He i (if Type IIb or Ib) or O i (if

Type Ic) velocities are fit with the proper PL in order to derive
the velocity at peak, and this is used to directly estimate Vm.

6.3. Progenitor parameters from Arnett’s equations

We first proceed to fit the bolometric light curves with an Arnett
(1982) model, assuming the explosion epochs given in Table 7
and EK/Mej =

3
10 vph(tmax)2. This provides a measure of EK , Mej,

and the 56Ni mass. The specific function to model the UVOIR
luminosity is presented by Cano (2013, see their Eq. (1)). In
the process of computing a light-curve model, a constant opacity
κ = 0.07 cm2 g−1 is adopted, as was done in Cano (2013) and
Taddia et al. (2015), and implied by the models of SN 1998bw
presented by Chugai (2000). The fit is done only including lumi-
nosity measurements obtained prior to 60 days past the explosion
epoch, when the SNe are in their photospheric phase. When
computing the best-fit Arnett model, the gamma-ray escaping
fraction was also considered using the method of Wheeler et al.
(2015) and recently utilized by Karamehmetoglu et al. (2017).

Plotted in Fig. 17 are the UVOIR light curves of the CSP-
I SE SN sample along with the best-fit analytical and hydro-
dynamical models (see below). Also plotted within the panel
of each UVOIR light curve is a sub-panel displaying the mea-
sured vph values, and the adopted vph(tmax) value at the epoch
of t(r)max is also indicated in each sub-panel. The resulting key
explosion parameters obtained from the two methods are re-
ported in Table 8, along with averaged values for each SE SN
subtype. The error on the 56Ni mass is dominated by the er-
ror on the SN distance, but also includes the error associated
with the explosion epoch estimate as well as the fit uncertainty.
The errors on EK and Mej are largely dominated by the uncer-
tainty of the explosion epoch. SNe IIb, Ib, and Ic show typical
ejecta masses of 4.3(2.0) M⊙, 3.8(2.1) M⊙, and 2.1(1.0) M⊙, re-
spectively; kinetic energies are found to be 1.3(0.6) × 1051 erg,
1.4(0.9) × 1051 erg, and 1.2(0.7) × 1051 erg, respectively; 56Ni
masses are 0.15(0.07) M⊙, 0.14(0.09) M⊙, and 0.13(0.04) M⊙,
respectively.

Plotted in Fig. 18 is a clear correlation between EK and
Mej as found from the Arnett model, and there are possible
correlations between these two parameters and the 56Ni mass.
Similar results were found by Lyman et al. (2016). In Fig. 19,
the cumulative distributions of the three parameters for the three
main classes indicates that the only difference between SNe IIb,
Ib, and Ic is that SNe Ic possibly have lower ejecta masses. A
K–S test reveals the difference is significant (p-value = 0.007)
for the comparison between SNe Ic and SNe IIb.

A major limitation in applying semi-analytic modeling tech-
niques to SE SN UVOIR light curves is the assumption of a con-
stant opacity, denoted κ. Dessart et al. (2016) showed how differ-
ent assumptions on the value of κ can lead to different results for
the best progenitor parameters, and that ultimately, the assump-
tion of constant opacity is quite poor for SE SNe. In the context
of the semi-analytic model, we explore how our results vary de-
pending on the value adopted for κ. Instead of κ = 0.07 cm2 g−1,
we perform Arnett fits with κ = 0.05, 0.10, and 0.15 cm2 g−1.
In Fig. 20 the best fit parameters for the four different values of
opacity are reported. It is evident how larger opacities can lead
to lower values of both EK and Mej, without modifying the 56Ni
mass. Looking at the average for each subtype, a change in opac-
ity from κ = 0.05 cm2 g−1 to κ = 0.15 cm2 g−1 reduces EK and
the ejecta mass by 67% for each SE SN subtype.

We also explore how our results are affected by using vph
values obtained from the Fe ii line velocities compared to using
Vm as derived from the He i and O i line velocities at peak.
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Fig. 17. Semi-analytic and hydrodynamical models of the bolometric light curves and vph profiles of 33 CSP-I SE SNe. Dashed black lines
represents to the best-fit Arnett bolometric model and the vph(tmax) velocity derived from Fe ii λ5169 lines. Solid black lines represents the best-fit
hydrodynamical model and corresponding velocity evolution.

Assuming a constant opacity (i.e., κ = 0.07 cm2 g−1), this com-
parison reveals nearly identical 56Ni masses, very similar ejecta
masses, while the energies differ, especially for the SNe Ic. The
comparisons between the parameters derived with the two dif-
ferent assumptions on the velocity and using the Arnett model is
shown in Fig. 21.

6.4. Progenitor parameters from hydrodynamical models

Estimates for the explosion parameters are also obtained through
hydrodynamical models compared to the UVOIR light-curve and
velocity evolution of each SN. To do so a grid of light-curve
models and their associated velocity evolution is computed using
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Table 8. Explosion parameters for 33 CSP-I SE SNe from the semi-analytic and hydrodynamical modeling of their bolometric light curves.

SN Type Mej EK M(56Ni) Mej EK M(56Ni) 56Ni mixing
(M⊙) (1051 erg) (M⊙) (M⊙) (1051 erg) (M⊙)

Arnett model Hydrodynamical model
2004ex IIb 3.2(0.1) 0.6(0.1) 0.09(0.01) 2.5 0.8 0.10 0.88
2004ff IIb 2.2(0.7) 0.8(0.3) 0.12(0.02) 1.9 1.0 0.135 0.88
2004gq Ib 2.3(1.5) 2.0(1.3) 0.08(0.02) 3.4 3.0 0.11 0.98
2004gt Ic 4.1(1.3) 1.3(0.4) 0.16(0.02) 3.4 1.2 0.16 1.00
2004gv Ib 6.0(1.0) 2.5(0.4) 0.15(0.01) 3.4 2.0 0.16 0.68
2005aw Ic 2.7(0.1) 2.3(0.1) 0.14(0.02) 4.3 2.5 0.17 0.95
2005em Ic 0.7(0.5) 0.2(0.1) 0.11(0.01) 1.1 0.25 0.13 1.00
2006T IIb 5.5(0.4) 1.5(0.1) 0.11(0.02) 3.4 1.5 0.12 0.65
2006ba IIb 2.6(0.4) 0.5(0.1) 0.12(0.02) 1.9 1.0 0.19 1.00
2006bf IIb 3.0(0.5) 0.8(0.1) 0.09(0.02) 1.9 0.6 0.11 1.00
2006ep Ib 0.8(0.6) 0.3(0.2) 0.09(0.02) 1.9 1.0 0.12 1.00
2006ir Ic 1.4(0.1) 1.1(0.1) 0.19(0.03) 4.3 2.5 0.20 0.73
2006lc Ib 8.3(1.0) 2.9(0.4) 0.16(0.04) 3.4 1.3 0.14 0.45
2007C Ib 3.4(0.8) 1.3(0.3) 0.08(0.02) 6.2 2.8 0.07 0.50
2007Y Ib 3.1(0.8) 0.8(0.2) 0.03(0.01) 1.9 0.6 0.03 0.75
2007ag Ic 2.4(0.4) 1.0(0.2) 0.10(0.01) 2.5 0.6 0.12 1.00
2007hn Ic 1.8(0.7) 0.5(0.2) 0.17(0.02) 1.5 0.4 0.25 1.00
2007kj Ib 2.8(0.4) 1.2(0.2) 0.07(0.01) 2.5 1.2 0.066 0.75
2007rz Ic 1.7(0.9) 1.0(0.5) 0.08(0.02) . . . . . . 0.08 . . .
2008aq IIb 4.3(1.4) 1.5(0.5) 0.05(0.01) 3.4 0.9 0.04 0.85
2008gc Ib 2.6(0.2) 0.6(0.1) 0.35(0.04) 2.5 0.6 0.35 0.85
2009K IIb 9.1(2.3) 2.5(0.6) 0.20(0.08) 2.5 0.8 0.18 0.70
2009Z IIb 3.8(0.2) 1.8(0.1) 0.25(0.01) 2.5 1.3 0.28 0.82
2009bb Ic-BL 3.4(0.4) 6.2(0.8) 0.20(0.02) 4.3 8.0 0.25 0.90
2009ca Ic-BL 4.7(1.6) 6.5(2.3) 1.73(0.19) 6.2 10.0 2.40 1.00
2009dt Ic 1.7(0.6) 0.4(0.1) 0.12(0.02) 1.9 0.4 0.13 1.00
2004ew Ib 3.7(0.4) 0.8(0.1) 0.12(0.01) . . . . . . 0.150 0.80
2004fe Ic 1.3(1.0) 0.7(0.6) 0.08(0.01) 2.5 2.0 0.10 1.00
2005Q IIb 4.9(1.3) 1.6(0.4) 0.22(0.05) 2.5 1.0 0.22 0.80
2005bj IIb 3.9(0.5) 1.6(0.2) 0.25(0.03) 6.2 3.0 0.23 0.70
2006fo Ib 5.1(1.8) 1.7(0.6) 0.23(0.03) 3.4 1.5 0.25 0.75
2008hh Ic 2.9(1.2) 2.4(1.0) 0.10(0.01) 4.3 3.0 0.12 1.00
2009dp Ic 1.8(1.2) 1.1(0.7) 0.12(0.02) 1.9 1.0 0.25 1.00

Full SN sample
IIb (10) 4.3(2.0) 1.3(0.6) 0.15(0.07) 2.9(1.3) 1.2(0.7) 0.16(0.07) 0.83(0.12)
Ib (10) 3.8(2.1) 1.4(0.9) 0.14(0.09) 3.2(1.3) 1.6(0.9) 0.14(0.09) 0.75(0.18)
Ic (11) 2.1(1.0) 1.2(0.7) 0.13(0.04) 2.8(1.2) 1.4(1.0) 0.16(0.06) 0.97(0.09)
Ic-BL (2) 4.1(0.9) 6.3(0.2) 0.96(1.09) 5.2(1.3) 9.0(1.4) 1.32(1.52) 0.95(0.07)

SNe with observed bolometric peak
IIb (7) 4.7(2.2) 1.5(0.6) 0.15(0.07) 2.7(0.5) 1.0(0.3) 0.15(0.08) 0.80(0.09)
Ib (6) 3.9(2.7) 1.6(1.0) 0.10(0.05) 2.8(0.7) 1.5(0.9) 0.10(0.05) 0.77(0.20)
Ic (4) 2.5(1.2) 1.2(0.8) 0.14(0.04) 2.9(1.2) 1.5(0.9) 0.17(0.06) 0.99(0.03)
Ic-BL (1) 3.4(0.0) 6.2(0.0) 0.20(0.00) 4.3(0.0) 8.0(0.0) 0.25(0.00) 0.90(0.00)

Notes. A single horizontal line separates the objects observed in both optical and NIR from those observed only in the optical. Uncertainties on
the average of each sub-sample are the standard deviations.

one-dimensional Lagrangian local thermal equilibrium (LTE) ra-
diation hydrodynamics calculation (Bersten et al. 2011), based
on hydrogen deficient He-core stars (see Bersten et al. 2012, for
more details). The grid of models is constructed by explod-
ing a series of relatively compact (R < 3 R⊙) structures with
Helium-core masses of 3.3 M⊙ (He3.3), 4 M⊙ (He4), 5 M⊙
(He5), 6 M⊙ (He6), and 8 M⊙ (He8). These pre-supernova mod-
els originate from stellar evolutionary calculations of single stars
with zero-age-main-sequence masses of 12 M⊙, 15 M⊙, 18 M⊙,
20 M⊙, and 25 M⊙, respectively (Nomoto & Hashimoto 1988).

To explode the initial hydrostatic configuration some energy
is artificially injected near the center of the pre-supernova star,
yielding the formation of a shock wave that propagates through
and unbinds the stars. As is well known, most of the light-
curve evolution in SE SNe is powered mainly by the energy pro-
duced by radioactive decay because the explosion energy itself
is rapidly degraded due to the compactness of the progenitor. To
treat the γ photons produced from radioactive decay we assume
gray transfer with a γ-ray mean opacity of κγ = 0.06 Ye cm2 g−1

(see Swartz et al. 1995), where Ye is the electron to baryon
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Fig. 18. Correlations between the explosion parameters obtained from
the Arnett models of 33 CSP-I SE SNe. SNe IIb, Ib, Ic, and Ic-BL are
represented in green, blue, red, and magenta, respectively.

fraction. We allow for any distribution of 56Ni inside the ejecta.
In this analysis, we have assumed a linear 56Ni distribution with
a maximum value in the central region, and extended inside the
configuration out to a specific fraction of the total mass (defined
as the mixing parameter; see Table 8). Our calculations enable us
to self-consistently determine the propagation of the shock wave
through the star, and follow it through breakout and its subse-
quent light-curve emission out to late phases. However, we do
not calculate the 56Ni production as a consequence of the explo-
sive nucleosynthesis. We simply assume it as a free parameter of
the model to be estimated by fitting the bolometric light curve.

In order to find an optimal model for each object in our sam-
ple, we have calculated an extensive grid of models for different
values of the explosion energy, 56Ni mass, and distribution for
a given pre-supernova structure. The grid of hydro models was
then compared to our UVOIR light curves and the photospheric
velocity evolution estimated from Fe ii λ5169 (see Sect. 6.2).
This allowed us to select models that simultaneously reproduce
both observables thus reducing the known degeneracy between
Mej and Eexp. We note that the light-curve peak is extremely sen-
sitive to the amount of 56Ni produced during the explosion, while
the width around the main peak is primarily sensitive to Mej and
Eexp. If very early observations are available, that is, before the
rise to the main peak, then it is possible to estimate the size of the
progenitor via hydrodynamical modeling. However, even with
the excellent coverage of the CSP-I sample, the early cooling
phase of the light curves is missing in most of the objects with
the possible exception of the Type IIb SN 2009K.

Best-fit-model light curves and velocity profiles are plot-
ted on top of the corresponding SN data in Fig. 17. The cor-
responding model parameters are listed in Table 8. Overall,
the results are rather similar to those obtained with the Arnett
models. Figure 22 shows the cumulative distributions for the
parameters of the three main subtypes, revealing very similar
ejecta mass, energy, and 56Ni mass distributions. SNe IIb, Ib,
and Ic have average ejecta masses of 2.9(1.3) M⊙, 3.2(1.3) M⊙,
and 2.8(1.2) M⊙, respectively; kinetic energies are found to
be 1.2(0.7) foe5, 1.6(0.9) foe, and 1.4(1.0) foe, respectively;
and 56Ni masses are 0.16(0.07) M⊙, 0.14(0.09) M⊙, and
0.16(0.06) M⊙, respectively.

Interestingly, the average degree of 56Ni mixing, which is
defined as the fraction of mass enclosed within the maximum
radius of the 56Ni distribution, is found to be larger in SNe Ic
compared to SNe IIb and Ib. Quantitatively, for the CSP-I sample
of SNe Ic the mixing parameter is found to be 1.0 for all the
objects except SNe 2006ir and 2005aw (the average is 0.95), as
compared to 0.75 ± 0.18 and 0.83 ± 0.12 for the SNe IIb and Ib,
respectively. All our SE SNe are found to have 56Ni mixed out
to &45% of the ejecta mass.

It is important to note that the mixing parameter is extremely
sensitive to the estimate of the explosion time, which in some
cases is not tightly constrained. Another factor that can affect
our results, in particular for SN Ic progenitors, is the initial pro-
genitor star model. Helium stars were adopted for the initial
configurations in our calculations, whereas SN Ic progenitors
are thought to be largely stripped of their helium envelopes. We
adopted helium-rich models since there are currently no helium-
free structures available in the literature to use in our hydro cal-
culations for SNe Ic bolometric light curves.

7. Discussion

Key explosion parameters for the SN sample were estimated
using both semi-analytic and hydrodynamical modeling tech-
niques. In our analysis we elected to include all of the objects
not observed early enough to directly estimate their peak bolo-
metric light curve. At the end of Table 8 we report the average
EK , Mej, and 56Ni mass obtained from our modeling efforts when
excluding these objects. We note that, if average explosion pa-
rameters are estimated using the entire CSP-I sample, consistent
results are obtained (within the errors) compared to those ob-
tained from just the best-observed subset. This is an encouraging
finding and suggests our efforts to estimate the explosion epoch
and the peak luminosity for poorly observed objects do provide
for reasonable estimates on their explosion parameters.

We proceed to compare our semi-analytic results to those
obtained from other SE SN samples in the literature, as well as to
compare the parameters derived from the two different methods.
Based on the results concerning these parameters, we discuss the
implications for the nature of the SE SN progenitor stars.

7.1. Comparison with other samples in the literature

In Table 9 we present the average explosion and progenitor pa-
rameters for the different SE SN subtypes as derived from a
number of samples in the literature. We compare these published
results with our semi-analytic estimates, and the comparison is
illustrated in Fig. 23. We stress that we are comparing works

5 A foe is a unit of energy equivalent to 1051 erg.
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Fig. 19. Cumulative distributions (solid lines) of the explosion parameters obtained from the Arnett models of 31 CSP-I SE SNe (the two SNe Ic-
BL are not included). SNe IIb, Ib, and Ic are represented in green, blue, and red, respectively. The average value of each distribution is marked by
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Fig. 20. Best explosion parameters (EK , Mej, M(56Ni)) from the Arnett models of 33 CSP-I SE SNe as a function of the opacity. SNe IIb, Ib, Ic,
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Fig. 21. Best explosion parameters (EK , Mej, M56Ni) from the Arnett models of 33 CSP-I SE SNe as computed using vph from Fe ii versus those
computed using Vm from He i and O i as explained in Dessart et al. (2016). SNe IIb, Ib, Ic, and Ic-BL are represented in green, blue, red, and
magenta, respectively. The dashed lines indicate when the parameters are identical with the two methods. Identical 56Ni masses are derived and
very similar ejecta masses, whereas the energy obtained with the velocities from He i and O i are typically larger than those obtained with the Fe ii
velocity, especially for SNe Ic.
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Fig. 22. Cumulative distributions (solid lines) of the explosion parameters obtained from the hydrodynamical models of 31 CSP-I SE SNe (the
two SNe Ic-BL are not included). SNe IIb, Ib, and Ic are represented in green, blue, and red, respectively. The average value of each distribution
is marked by a vertical dashed line.

Table 9. Comparison of the explosion parameters for different SE SN
samples in the literature, from semi-analytic models.

Sample Type Mej EK M(56Ni)
(M⊙) (1051 erg) (M⊙)

Richardson et al. (2006) IIb (2) 1.1 ± 0.3 0.4 ± 0.3 0.09 ± 0.01
Ib (6) 1.8 ± 1.2 0.8 ± 0.7 0.56 ± 0.55
Ic (7) 0.8 ± 0.4 0.5 ± 0.4 0.28 ± 0.26

Drout et al. (2011) Ib (11) − − 0.20± 0.16
Ic (10) − − 0.24 ± 0.15

Cano (2013) Ib (19) 4.7 ± 2.8 3.3 ± 2.6 0.21 ± 0.22
Ic (13) 4.6 ± 4.5 3.3 ± 2.6 0.23 ± 0.19

Taddia et al. (2015) Ib (6) 3.6 ± 1.5 1.5 ± 0.9 0.30 ± 0.11
Ic (3) 5.7 ± 3.6 1.7 ± 0.4 0.33 ± 0.11

Lyman et al. (2016) IIb (9) 2.2 ± 0.8 1.0 ± 0.6 0.11 ± 0.04
Ib (13) 2.6 ± 1.1 1.6 ± 0.9 0.17 ± 0.16
Ic (8) 3.0 ± 2.8 1.9 ± 1.3 0.22 ± 0.16

Prentice et al. (2016) IIb (11) − − 0.11+0.04
−0.04

Ib (13) − − 0.14+0.04
−0.04

Ic (13) − − 0.16+0.03
−0.10

This work IIb (10) 4.3 ± 2.0 1.3 ± 0.6 0.15±0.07
Ib (10) 3.8 ± 2.1 1.4 ± 0.9 0.14 ± 0.09
Ic (11) 2.1 ± 1.0 1.2 ± 0.7 0.13 ± 0.04

Notes. Uncertainties on the average of each sub-sample are the standard
deviations.

where the parameters were computed with similar models, and
in particular the ejecta mass and the explosion energy parameters
were derived based on almost identical assumptions regarding
the adopted opacity (0.06–0.07 cm2 g−1). The only exceptions

are the EK and Mej values derived by Richardson et al. (2006),
who adopted κ ≃ 0.4 cm2 g−1.

The results of our UVOIR light-curve fits confirm relatively
low values (2.1–4.3 M⊙) of the ejecta mass for SNe IIb, Ib, and
Ic. Among the subtypes, we found SNe Ib and IIb to exhibit
larger average ejecta mass than SNe Ic. However, within the un-
certainty, these averages are still similar, as found for example
by Lyman et al. (2016). Turning to the explosion energy, each of
the subtypes exhibit values of EK = 1.2–1.4 × 1051 erg, which is
entirely consistent with estimates of previous works. The aver-
age 56Ni mass for the three main subtypes ranges between 0.13
and 0.15 M⊙. These values are somewhat lower than those found
from the study of the untargeted SDSS-II SN survey, though this
discrepancy is due to their sample containing more distant ob-
jects (see Taddia et al. 2015). In summary, the comparison be-
tween the parameter estimates from the Arnett models indicates
no significant differences among the subtypes, with the possible
exception of the ejecta masses of SNe Ic being lower than those
of SNe IIb, at least in our work.

In Table 9 and in Fig. 23 we do not include a comparison for
the SNe Ic-BL, since we only have two objects in our sample.
However, we notice that, in agreement with other works in the
literature, our SNe Ic-BL clearly exhibit higher values of EK and
56Ni compared to the other subtypes.

7.2. Comparison between hydrodynamical and semi-analytic
models

One of the properties that we can derive with the hydrodynam-
ical models is the degree of 56Ni mixing. This is not possible
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Fig. 23. Explosion and progenitor parameter comparisons among different works in the literature (R+06 = Richardson et al. 2006;
D+1 = Drout et al. 2011; C 13 = Cano 2013; T+15 = Taddia et al. 2015; L+16 = Lyman et al. 2016; P+16 = Prentice et al. 2016; T. w. = this
work), which include samples of SE SNe (IIb, Ib, Ic) and make use of semi-analytic models.

with Arnett’s model, where the radioactive material is assumed
to be centrally located in the ejecta. The mixing parameter is im-
portant to estimate because a 56Ni distribution that reaches the
outer ejecta can affect the light-curve shape, in particular on the
rising part. In our models we found SNe Ic are more mixed than
SNe Ib and IIb. All of the SE SNe are found to be affected by
a large degree of 56Ni mixing. With the exception of one event,
all the SNe Ic are found to be fully mixed. Studies on the mixing
of 56Ni in core-collapse SN ejecta date back to SN 1987A (see
Shigeyama & Nomoto 1990; Woosley & Weaver 1995, and ref-
erences therein). Numerical modeling shows the possibility that
low 56Ni mixing can imply the absence of He lines in the spec-
tra despite the presence of He in the ejecta (e.g., Dessart et al.
2011). However, recently we have found evidence for significant
mixing in the SNe Ic from studying the SDSS-II SE SN sample
(Taddia et al. 2015). Recently, Cano et al. (2014) has also pre-
sented evidence for significant mixing from their analysis of the
Type Ib SN 1999dn.

Upon comparison of the other key explosion parameters de-
rived from the Arnett and hydrodynamical models, as shown
in Fig. 24, we find that 56Ni masses, Mej, and EK are in good
agreement, with the Arnett models providing slightly larger
ejecta masses and kinetic energies for three objects. Dessart et al.
(2016) have recently suggested that Arnett models can give

very different light curves compared to those obtained from
hydrodynamical models. This suggestion is inconsistent with
our results and we conclude that adopting a mean opacity of
κ = 0.07 cm2 g−1 provides reasonable results to be compared
to the more sophisticated hydrodynamical modeling.

7.3. Implications for the progenitor systems of SE SNe

Stellar-evolution theory shows that single stars below a certain
initial mass are unable to strip their outer envelopes, given that
their line-driven winds are not strong enough to sustain large
mass-loss rates for enough time (see, e.g., Smith 2014, for a re-
cent review on the mass loss of massive stars). For relatively
low initial-mass stars, to strip the outer hydrogen layers, and
in the case of SNe Ic, also the helium envelopes, mass trans-
fer to a companion star is required (see, e.g., Yoon et al. 2010).
We can consider the ejecta-mass estimates of our SNe and in-
terpret them by using stellar-evolution models in order to infer
the nature of their progenitor stars. Following the approach by
Lyman et al. (2016), we consider that single progenitor star mod-
els with initial masses above 20 M⊙, computed by the binary
population and spectral synthesis (BPASS) code (Eldridge et al.
2008; Eldridge & Stanway 2009), cannot produce ejecta masses
below a value of about five M⊙. However, binary models of less
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Fig. 24. Explosion and progenitor parameter comparisons between the
hydrodynamical models and the semi-analytic models.

massive stars calculated with the same code can easily leave be-
hind lower (<4 M⊙) H-poor ejecta masses when they explode.
The left panel of Fig. 19 and the probability distribution func-
tions (PDFs) in the top panel of Fig. 25 show that the Arnett
models suggest our SE SNe have ejecta masses .6 M⊙. For
SNe Ic the limit is even lower, with only a small probability of
events having ejecta masses above ≈5 M⊙.

In order to build the probability distribution of the SN ejecta
masses, we consider each ejecta mass estimate Mej and its as-
sociated error σ, and construct a Gaussian distribution centered
around Mej, with standard deviation equal to σ, and a normal-
ization equal to one divided by the number of event of each
subclass. Finally, to obtain the final probability distribution, all
of the Gaussian distributions were summed.

In Lyman et al. (2016), the ejecta-mass distribution for
SNe IIb and SNe Ib peaks at lower values compared to our dis-
tributions, favoring the binary scenario for the progenitors of
these SNe. In our study, a scenario with a significant major-
ity (92%) of helium-poor SNe coming from low-mass stars in
binary systems still holds. To compute this 92%, we assumed
Mej = 4.5 M⊙ from Lyman et al. as the upper limit to have low-
mass binary progenitors with initial masses <20 M⊙. If we in-
stead assume Mej = 5.5 M⊙ from Lyman et al. as the threshold
to have single massive progenitors (with initial masses >28 M⊙),
only 1.6% of the SNe Ic possibly come from massive single
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Fig. 25. Top panel: probability distribution function of the ejecta masses
obtained from the Arnett models of 31 CSP-I SE SNe. SNe IIb, Ib, and
Ic are represented in green, blue, and red, respectively. Bottom panel:
probability distribution function of the ejecta masses obtained from the
hydrodynamical models of 29 CSP-I SE SNe.

stars, or from massive binary progenitors with initial masses
>20 M⊙. In the case of helium-rich SNe, a non-negligible frac-
tion (SNe IIb ≈ 19% and SNe Ib ≈ 21%) might come from mas-
sive binaries or massive single stars. These values are higher than
those found by Lyman et al..

However, we have to keep in mind that our ejecta mass es-
timates from Arnett’s models are strongly dependent on the as-
sumption regarding the opacity. As clearly shown in the central
panel of Fig. 20, the ejecta masses of the most massive SE SNe
would drop from ≈6 M⊙ to ≈5 M⊙ and from ≈5 M⊙ to ≈4 M⊙ if
instead of κ = 0.07 cm2 g−1 we adopt κ = 0.10 cm2 g−1. On the
other hand, a lower opacity (κ = 0.05 cm2 g−1) would increase
the number of SE SNe with ejecta masses above ≈5 M⊙, and thus
they could possibly arise from single stars. Overall, the ejecta
masses derived from the Arnett models for our SE SNe still favor
the binary scenario for the majority of their progenitors, though
we do not exclude the existence of a small fraction of single mas-
sive progenitors. We also note that the discussion above does not
consider models with fast rotating SN progenitors, which can
make a 40 M⊙ initial-mass star produce only ≈5.2 M⊙ of ejecta
Dessart et al. (see 2017).

In order to overcome the degeneracy inherent to the assump-
tion of constant opacity in the ejecta-mass estimates, we turn for
guidance to our hydrodynamical models. To do so, assuming an
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uncertainty of ±1 M⊙ for our ejecta mass estimate from the hy-
drodynamical models, we can draw the probability density func-
tions for the ejecta masses that are shown in the bottom panel of
Fig. 25. In this case the SNe Ic are more similar to SNe IIb and
Ib, which in turn have lower masses than those obtained with the
application of Arnett’s model. The probability of having single
massive stars as the progenitors of these SE SNe is rather low
for all the subtypes, in good agreement with the PDF obtained
by Lyman et al. (2016). Finally, the large degree of mixing found
for SNe Ic suggests (see also Taddia et al. 2015) that the lack of
helium is real for this SE SN subtype, and it is not due to the he-
lium not being ionized by radioactive material (see Dessart et al.
2011).

8. Conclusions

We presented the analysis of a sample of 34 SE SNe from the
CSP-I. Our main findings concerning their light-curve shapes
are:

– SE SNe show similar light-curve properties among the three
main subtypes, in particular similar ∆m15 and peak absolute
magnitudes (typically −18 < Mmax(r) < −17 mag).

– ∆m15 is found to correlate with the slope of the light curve
during its linear decay. This can be explained in terms of the
large spread of explosion energy over ejecta mass (EK/Mej),
with larger values corresponding to larger ∆m15 and steeper
late-time slopes.

– A possible correlation between ∆m15(B) and peak absolute
B-band magnitude is found, reminiscent of a well-known
trend followed by thermonuclear SNe Ia.

Our main findings concerning the progenitor properties based on
bolometric modeling are:

– From our hydrodynamical models, typical ejecta masses for
SE SNe are found to be relatively small (1.1–6.2 M⊙) and
thus incompatible with the majority of events arising from
massive single stars.

– This result for the mass is similar when we consider the
ejecta masses from the semi-analytic models, even though
these are known to be affected by the assumptions regarding
the constant value of the opacity. We found that assuming
κ = 0.07 cm2 g−1 provides a good agreement between the
results of the hydrodynamical models and those of the semi-
analytical models. We also found that inferring the expansion
velocity directly from Fe ii or via He i and O i for He-rich
and He-poor SNe does not significantly alter the results on
the ejecta mass.

– SNe Ic tend to exhibit a larger degree of mixing among the
various SE SN subtypes, suggesting that the lack of helium
in their spectra corresponds to an actual lack of this element
in the progenitors.
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