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Educated people are generally healthier, have fewer comorbidities and live longer than 40 

people with less education.(1–3) Much of the evidence about the effects of education 41 

comes from observational studies, which can be affected by residual confounding. A 42 

potentially more robust source of evidence about the effects of education are increases to 43 

minimum school leaving age laws. Previous studies have exploited this natural 44 

experiment using population-level administrative data to investigate mortality, and 45 

surveys to investigate the effect on morbidity. Here, we add to the evidence using data 46 

from a large sample from the UK Biobank. We exploit the raising of the minimum 47 

school leaving age in the UK in September 1972 as a natural experiment. We used a 48 

regression discontinuity design to investigate the causal effects of remaining in school. 49 

We found consistent evidence that remaining in school causally reduced risk of diabetes 50 

and mortality in all specifications. 51 

 52 

We do not know if the differences in outcomes across education groups is because 53 

education directly causes these outcomes, by affecting behaviors, such as smoking, or if 54 

these differences are due to other factors, such as socioeconomic or genomic 55 

differences. Whether education causes differences in outcomes later in life has been the 56 

subject of considerable debate by epidemiologists, economists and other social 57 

scientists.(1–14) Economists have argued that in addition to its effects on income, a 58 

substantial portion of the benefits of education accrue via its potential effects on 59 

mortality and morbidity.(3) Epidemiologists have found that people who attended 60 

university have higher fluid intelligence in adulthood.(15) These associations are robust 61 

to adjustment for parental social class and adolescent cognition, which has been taken 62 

by some as proof that education causes later outcomes.(16) Despite this, many 63 

epidemiologists and economists are acutely aware that correlations and multivariable 64 

adjusted regressions can be unreliable evidence of causation.(17–19) The ideal 65 
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experiment to test this hypothesis, randomizing the age at which children leave school, 66 

is unlikely to be ethical, cost-effective, or timely. A more feasible, and potentially 67 

robust, research design is to exploit natural experiments that affected when people left 68 

school but are not related to confounding factors.(20, 21) One widely used natural 69 

experiment are changes to the legal minimum school leaving age. These changes forced 70 

some people to stay in school for longer than they would have otherwise chosen.  71 

 72 

In September 1972, the school leaving age increased from age 15 to 16 for children in 73 

England. Before the reform, the vast majority of those who left school at age 15 went 74 

into the labor force and found employment. The 1971 census indicated that in April 75 

1971 32% of 15-year olds were non-students, of whom 87% were in the labor force. At 76 

this time, the unemployment rates in this group were 21.7% and 14.9% for males and 77 

females respectively.(22) Government discussions at the time of the reform raised 78 

concerns at the impact of the immediate withdrawal of 400,000 15-year olds from the 79 

labor force as a result of the reform. School leavers at this time were strongly attached to 80 

the labor market.(23) Researchers have previously used this policy change to investigate 81 

the effects of forcing students to stay in school longer using administrative data and 82 

longitudinal cohort studies.(2, 24–26) However, the cohort studies had relatively small 83 

samples and, as a result, produced relatively imprecise estimates of the effects of 84 

education. Previous results from administrative data lacked detailed information needed 85 

to identify people born in England affected by the reform, or on many outcomes of 86 

interest such as cognition or clinical measures of aging such as grip strength. 87 

 88 

In the current study, we used the raising of the school leaving age in 1972 as a natural 89 

experiment to estimate the causal effects of schooling. We used a regression 90 
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discontinuity design and data from the UK Biobank.(27, 28) We add to the literature in 91 

two ways. First, this is the largest sample with detailed individual-level information 92 

from the school years immediately before and after the reform. Second, we used 93 

genome-wide data to demonstrate that the observational associations of education and 94 

other outcomes are likely to suffer from genomic confounding. 95 

Results 96 

Of the 502,644 participants in the UK Biobank, who were all aged between 37 and 74 at 97 

recruitment in 2008, 390,412 were born in England, (see Figure S1 for a flow diagram 98 

of inclusion and exclusion of participants in this study, and Table S1 for a description of 99 

their characteristics). The youngest participants, those born between 1960 and 1971, 100 

obtained more education than those born earlier in the twentieth century (Figure 1). 101 

This is consistent with the well-documented secular increase in the length of education 102 

over the period.(2) UK Biobank includes 11,240 and 10,898 participants who turned 15 103 

years old in the last year before and the first year after the school leaving age increased. 104 

Before the reform, 85% of participants remained in school after the age of 15, whereas 105 

after the reform almost 100% of participants remained in school after the age of 15. The 106 

proportions of men and women who remained in school after age 15 increased over time 107 

(Figure S2). Participants born in July and August could still technically leave school 108 

before their 16th birthday, this is why participants born in the summer term were more 109 

likely to report leaving school before the age of 16.  110 

 111 

Covariate Balance Tests 112 

People who remained in school after age 15 had higher birth weights, their mothers were 113 

less likely to smoke during pregnancy, were more likely to have been breastfed, were 114 
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more likely to have parents who were alive, and had fewer siblings (Table S2). In 115 

addition they had more genetic variants (single nucleotide polymorphism (SNPs)) 116 

known to associate with higher educational attainment(29) (Table S2). This suggests 117 

that the association of educational attainment and later outcomes will suffer from 118 

residual genomic confounding. In comparison, there were few detectable pre-existing 119 

differences between people affected and unaffected by the reform. The only detectable 120 

difference was that the parents of participants in the first year affected by the reform 121 

were more likely to be alive when they attended the assessment center in 2008-2010 (4.3 122 

95% confidence intervals (95%CI): 2.5 to 6.1) and 3.7 (95%CI: 2.6 to 4.8) percentage 123 

points for father and mother respectively). These associations could be due to age 124 

effects, because on average the parents of those in the first year affected by the reform 125 

will be a year younger than parents’ of those in the previous school year. Alternatively, 126 

having more educated, and potentially richer offspring may increase parents’ longevity, 127 

perhaps via improved care.(30) There was some evidence that fewer participants in the 128 

younger cohort were breastfed. On average, participants in the cohorts before and after 129 

the reform had similar numbers of education associated genetic variants. This suggests 130 

that associations of the reform and later outcomes are unlikely to suffer from residual 131 

genomic confounding. The participants affected by the reform are, by definition, an 132 

average of one year younger than those who were not affected. The raw differences 133 

above do not account for this age difference. There was little evidence of manipulation 134 

around the discontinuity (McCrary robust bias-corrected regression discontinuity 135 

manipulation test p=0.21).(31) 136 

 137 
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Regression discontinuity results 138 

In this section we report two comparisons: first, the differences between participants 139 

who chose to stay in school after the age of 15 and those who left, and second, the 140 

regression discontinuity results. The regression discontinuity results are the difference 141 

between participants not affected by the reform (those born before September 1957) and 142 

those affected by it (those born in or after September 1957). 143 

 144 

On average, participants who chose to stay in school after age 15 had better outcomes 145 

later in life. They were less likely: to be diagnosed with hypertension, diabetes, a stroke 146 

or a heart attack, to die, smoke or have ever smoked, and were more likely to be 147 

diagnosed with depression (left columns in Table 1). Rates of cancer diagnoses were 148 

similar across education levels. Participants who remained in school had stronger grips, 149 

lower arterial stiffness, and lower systolic and diastolic blood pressure. They also 150 

reported higher incomes, were taller, thinner, achieved higher scores on the intelligence 151 

test, drank more, watched less television, and exercised less. There was little difference 152 

in happiness.  153 

 154 

Turning to the regression discontinuity results, there was little evidence that the reform 155 

affected rates of depression, diastolic blood pressure, and rates of moderate and vigorous 156 

exercise (right columns in Table 1). For the other outcomes, the effect of the reform was 157 

consistent in direction with the association of choosing to remain in school and the 158 

outcomes. We found some evidence that the reform may have had a larger effect on 159 

male’s likelihood of earning more than £31,000 (p-value for interaction=0.008), but 160 

little evidence of interactions by gender with any other outcomes (Tables S3 and S4). 161 

There was some evidence that the reform had larger effects on participants predicted to 162 
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leave before the age of 16: specifically increasing the likelihood of earning over £18,000 163 

or £31,000, increasing grip strength and happiness, and alcohol consumption (Table 164 

S5). 165 

 166 

As a sensitivity analysis we repeated the analyses reported in Table 1 using Calonico, 167 

Cattaneo, and Titiunik (2014) optimal bandwidths (reported in Tables S6, sex stratified 168 

in S7 and S8). These bandwidths are calculated using each outcome and the running 169 

variable (the difference between the participant’s date of birth and 1st of September 1957 170 

in months). They minimize the mean squared error of the estimates. The bandwidths 171 

ranged from 24 to 65.4 months, greater than the 12 months used for the results above. 172 

These analyses allow for differential linear time trends either side of the reform. This 173 

substantially increased the sample size and statistical power (standard errors fell by a 174 

factor of between 1.25 and 4). The results were consistent in direction with the main 175 

results reported in Table 1, except for cancer, income over £100,000 and happiness. 176 

However, these differences are consistent with sampling error. Tables S9, S10 and S11 177 

provide the results for the regression discontinuity results using a one year bandwidth 178 

without using inverse probability weights (see methods below). 179 

 180 

Instrumental variables 181 

The associations reported in Table 1 are valid tests of the null hypotheses that education 182 

does not affect the outcomes. However, these associations are not informative about the 183 

size of the effect of remaining school. We estimated the effect of remaining in school 184 

using instrumental variable analysis. Participants affected by the reform were 23.0 185 

(95%CI: 21.7, 24.4) percentage points more likely to remain in school past age 15 than 186 

those who were unaffected. This suggests that these analyses are unlikely to suffer from 187 
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weak instrument bias (min partial F-statistic=811). In Table S12 we report instrumental 188 

variable estimates of the effect of remaining in school past the age of 15. The 189 

instrumental variable estimates are consistent in direction with the effect of the reform 190 

described above. There was evidence that the linear regression overestimated the effect 191 

of remaining in school on rates of ever or current smoking, income, intelligence, 192 

sedentary behavior, and exercise (all Hausman test for difference p<0.007). 193 

 194 

The instrumental variable results imply that staying in school increases the likelihood of 195 

earning more than £18,000, £31,000 or £52,000 by 11.1 (95%CI: 8.9 to 13.3), 24.0 196 

(95%CI: 21.8 to 26.2) and 14.6 (95%CI: 9.8, 19.3) percentage points. These results 197 

exceeded the Benjamini and Hochberg (1995) false discovery rate threshold at δ=0.05 198 

for 18 of the 25 outcomes.(32) Figures S3 and S4 plot the point estimates and 199 

confidence intervals for the conventional linear regression and the instrumental variable 200 

estimates using a 12 month bandwidth. Tables S13 and S14 report the instrumental 201 

variable results stratified by sex. There was little evidence the reform had larger effects 202 

on men than women, except for the likelihood of having income above £31,000 (p-value 203 

for interaction=0.009). 204 

 205 

Difference-in-differences 206 

We investigated whether the differences in the outcomes seen in the regression 207 

discontinuity results could be solely explained by the aging process using a difference-208 

in-difference approach. We created a series of non-overlapping negative control samples 209 

which contained participants born in consecutive school years in the 10 years before and 210 

after the reform. For each of these samples, we allocated the younger cohort to a 211 

“placebo” reform (see Figure S1 for diagram and sample sizes). Within each of these 212 
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negative control samples all the participants experienced the same minimum school 213 

leaving age. Therefore any differences between the younger and older school cohort 214 

cannot be due to the raising of the school leaving age in 1972, and are likely to be due to 215 

the aging process and not an effect of education.  216 

 217 

Forest plots of the differences in the outcomes for the negative control analyses are 218 

reported in the supplementary materials (Figures S5 to S29). There was evidence of an 219 

effect of age. On average, younger participants in both the ROSLA and negative control 220 

cohorts were less likely to: report having had a diagnosis of hypertension, a heart attack, 221 

or cancer, die during follow-up, currently smoke, report higher incomes, have higher 222 

grip strength, lower arterial stiffness, be taller and slimmer, have lower diastolic and 223 

systolic blood pressure, have higher scores on the intelligence tests, be less sedentary, 224 

and do less moderate exercise. The effect of the reform on diastolic blood pressure was 225 

similar to year-on-year differences seen before the reform, but smaller than differences 226 

observed after the reform. The effect of the reform on likelihood of earning over 227 

£18,000 and £52,000 was similar to the year-on-year differences observed before the 228 

reform, but larger than the differences observed after the reform. 229 

 230 

The effects of the reform on the outcomes after accounting for age are shown in Figure 231 

2. The effect of the reform exceeded the false discovery threshold for: diabetes, stroke, 232 

mortality, former smoker, current smoker, earning over £18,000 or £31,000, grip 233 

strength, BMI, intelligence, alcohol consumption, and sedentary behavior. We report 234 

sensitivity analyses of the overall result without using inverse probability weights (see 235 

methods below) in Figures S30 and S31. The effects of the reform exceed the false 236 
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discovery rate threshold in both the weighted and unweighted analysis for diabetes, 237 

stroke, mortality and grip strength. 238 

Discussion 239 

This study provides some of the strongest evidence to date about the causal effects of 240 

education. We found that the raising of the school leaving age in 1972 affected some 241 

health outcomes. A conservative analysis is to focus on the effects which were 242 

consistently found across all estimation methods. We found there was consistent 243 

evidence that the reform had generally beneficial effects on risk of diabetes and 244 

mortality. Finally, we found molecular genetic evidence that regression discontinuity 245 

designs using raising of the school leaving age are unlikely to suffer from residual 246 

genomic confounding. 247 

 248 

Clark and Royer found the participants of the Health Survey for England and the 249 

General Household Survey affected by the reform were by 26.1 (95%CI: 23.0 to 29.2) 250 

percentage points more likely to stay in school after age 15.(2) After correcting for 251 

under sampling of people who left school at 15, we found a slightly smaller difference 252 

(23.0 95%CI: 21.7, 24.4). Clark and Royer found that people affected by the reform may 253 

have had lower mortality between the ages of 40 and 44 (odds-ratio=0.95, 95%CI: 0.89 254 

to 1.01), but had no detectable effects on current or ever smoking, or drinking. Figure 3 255 

presents a sensitivity analyses using identical bandwidths and covariates as in Clark and 256 

Royer for mortality, current and ever smoking, and drinking alcohol (coded as a binary 257 

rather than ordinal variable in our main analysis). As with our main results, the estimates 258 

using Clark and Royer’s specification suggest those affected by the reform had a 259 

substantially lower risk of mortality (odds-ratio=0.58, 95%CI: 0.39 to 0.87) (Figure 3). 260 
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Furthermore, this difference was greater than the average year-on-year difference in 261 

mortality seen before and after the reform (Figure S11).  262 

 263 

The difference between the UK Biobank and Clark and Royer mortality results may be 264 

because the UK Biobank participants were almost ten years older (mean age=53.2 years) 265 

than the Clark and Royer sample. Clark and Royer sampled those aged 40 to 44 and had 266 

a five year follow-up. The 5 year mortality rate for this age group is 0.79%.(33) The five 267 

leading causes of death for this age group in 2001 were cancer (22.9%), ischemic heart 268 

disease (14.9%), alcohol related disease (13.3%), suicides (12.1%) and accidental 269 

injuries (7.0%). In contrast, the subsample of the UK Biobank used in the study is 270 

comprised of individuals aged between 42 and 62 and has a 7.78 year follow-up. The 8 271 

year probability of mortality between the ages of 42 and 62 was 3.44% in 2008. The five 272 

leading causes of death for this age group in 2008 were cancer (37.0%), ischemic heart 273 

disease (20.0%), alcohol related disease (9.0%), cerebrovascular diseases (5.7%) and 274 

chronic obstructive pulmonary disease (4.8%). Therefore, the absolute probability of 275 

mortality is over four times as high in the UK Biobank, and the causes of death differ. In 276 

particular, the risk of mortality due to smoking related illness, such as ischemic heart 277 

disease, cancer (particularly lung cancer), and chronic obstructive pulmonary disease 278 

was much higher in UK Biobank. Therefore it is possible that Clark and Royer’s sample 279 

was too young to detect any difference in mortality. Finally, Clark and Royer could not 280 

exclude immigrants, who were not affected by the reform, from their sample. This could 281 

attenuate their estimates towards the null. 282 

 283 

In the sensitivity analysis reported in Figure 3, our estimates of the effect of the reform 284 

on smoking and alcohol consumption were almost identical to Clark and Royer. 285 
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However, we found some evidence that the reform affected alcohol consumption and 286 

smoking rates using an ordinal measure of alcohol consumption, and tighter bandwidths. 287 

These effects exceeded the age effects found in the difference-in-difference analysis for 288 

the inverse probability weighted but not in the unweighted analysis. This suggests that 289 

the reform may have affected the frequency of alcohol consumption in those who drink 290 

alcohol, but had little effect on whether participants drank or not. 291 

 292 

Epidemiologists have argued that education has causal effects on intelligence later in 293 

life. Richards and Sacker found that educational attainment by age 26 was associated 294 

with intelligence at age 53,(34) which they argue was evidence that education had a 295 

causal effect on intelligence.(16) However, Deary and Johnson raised doubts about this 296 

interpretation and called for greater clarity about the assumptions underlying these 297 

analyses.(19) We found modest evidence of a causal effect of education on intelligence 298 

later in life from the inverse probability weighted estimates. This suggests the raw 299 

differences in intelligence between those who remain and leave school at age 15 may 300 

over-estimate the effect of schooling on cognition. Our results are also consistent with 301 

Nguyen and colleagues, who used increases in the legal school leaving ages in the 302 

United States to investigate the effects of education on risk of dementia later in life.(21) 303 

They found evidence that education reduced the risk of dementia. We cannot test this 304 

hypothesis directly in the UK Biobank because too few participants have been 305 

diagnosed with dementia. 306 

 307 

People with more education were much less likely to smoke. However, it is not clear 308 

whether this is due to a causal effect of education. Gilman and colleagues found the 309 

association between education and smoking status was attenuated in sibling fixed effects 310 
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designs.(35) We found evidence that participants affected by the reform were less likely 311 

to smoke, or have ever smoked. Educated participants drank more heavily, but the 312 

instrumental variable estimates suggested that this was likely to be an over-estimate of 313 

the causal effect of education on alcohol consumption. However, these effects only 314 

exceeded the false discovery rate in the weighted analysis. We found some evidence that 315 

the effects of the reform on income were greatest in participants who would otherwise 316 

have been expected to leave at age 15. Our results are consistent with those of Turley 317 

and colleagues who used data from the UK Biobank to investigate heterogeneity in the 318 

effects of education on BMI and blood pressure. They used a 110 month bandwidth and 319 

a triangle kernel to weigh their results. Their results allowing for differential linear 320 

trends before and after the reform suggested that remaining in school caused a 0.42 321 

(95%CI: -0.30 to 1.14) kg/m2 reduction in BMI, and a 2.3 (95%CI: -0.1 to 4.7) 322 

percentage point reduction in risk of diabetes.(36) 323 

 324 

A key strength of our study is that we used a natural experiment to identify the effects of 325 

education. The raising of the school leaving age in 1972 provided exogenous variation 326 

in the length of schooling. We found few pre-existing differences between participants 327 

on either side of the reform, suggesting that it can be used as a potentially valid 328 

instrumental variable.(37) A strength of our study is that it uses one of the largest 329 

samples to date to investigate the effects of education on a wide range of outcomes. Our 330 

outcomes were recorded both in clinics and via linked NHS mortality registry data. This 331 

means our outcomes are likely to suffer from relatively little measurement error. 332 

Furthermore, we were able to restrict our sample to people born in England who were 333 

affected by the reform. In addition, we used genome-wide data to show that this natural 334 

experiment is unlikely to suffer from residual genomic confounding. Participants 335 
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unaffected and affected by the reform had very similar genome-wide scores for 336 

education. A potential limitation of our study is that our treatment group, people affected 337 

by the reform, are one year younger than our control group, those born in the last school 338 

year unaffected by the reform. Many of the outcomes we investigated increase linearly 339 

or log-linearly over time. This means it is difficult to determine if any of the differences 340 

we observed in the regression discontinuity design with 12 month bandwidths were due 341 

to an additional year of aging or the reform. We addressed this by using a difference-in-342 

difference approach to estimate the average effects of a year of aging (Figures 3), and 343 

allowed for a differential linear time trend before and after the reform as a sensitivity 344 

analysis using wider bandwidths (Tables S4 to S6). These results suggest that aging 345 

rather than the reform are likely to explain the differences observed across the regression 346 

discontinuity for outcomes such as height. However, it is likely the reform affected 347 

outcomes where substantial effects remained in the difference in difference analysis. 348 

 349 

A representative sample is not a necessary condition for making causal inferences.(38) 350 

Nevertheless, collider (attenuation) bias could affect our results because Biobank is a 351 

volunteer sample, which over-sampled more educated people. People affected by the 352 

reform may be more likely to participate in the study.(39) This could cause less educated 353 

people, who would have remained in school had they attended school after the reform 354 

(the compliers), to be under-represented in UK Biobank. This could attenuate our results 355 

towards the null, because these marginal students would reduce the average outcome in 356 

the “treatment” group, and be missing from the “control” group. This would improve the 357 

control group’s outcomes relative to the treatment group. Despite these differences we 358 

found little evidence that people affected by the reform were more likely to participate 359 

in UK Biobank (see Figure S32). In our primary analysis we used inverse probability 360 
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weighting to account for this sampling. This requires the assumption that the participants 361 

sampled in UK Biobank who left school at age 15 are representative of the population 362 

that left school at age 15. However, this issue warrants further investigation in future 363 

research.  364 

 365 

There was limited time to collect measures during the participants’ assessment center 366 

visits, therefore our measure of intelligence is relatively coarse. Despite this, participants 367 

who remained in school had substantially higher intelligence. The instrumental variable 368 

estimates suggest that this difference substantially overestimates the causal effect. 369 

Finally, our instrumental variable results are estimates of the local average treatment 370 

effect of schooling.(40) They can be interpreted (“point identified”) either under the 371 

assumption that the reform had a monotonic effect on likelihood of staying in school 372 

(monotonicity), or that the effects of schooling on the outcomes was not affected by the 373 

reform (no effect modification).(41) Under the monotonicity assumption, our results are 374 

estimates of the causal effects of being forced to remain in school after the age of 15, on 375 

those who would otherwise have left school. These effects may not be externally valid to 376 

infer either the effects of compelling students to remain in school for longer, or of the 377 

effects of education on other populations.(42, 43) In particular, these results may not be 378 

valid estimates of the effect of education on “always takers”, that is people who would 379 

always remain in school regardless of the reform. Under the no effect modification 380 

assumption, we identify the average effect of education on those who remained in 381 

school. At a minimum, our results are internally valid estimates of the effects of 382 

schooling on people affected by the reform. 383 

 384 
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Does education affect outcomes later in life? Yes, whilst education is not the panacea 385 

implied by naïve multivariable adjusted regression, in this sample increasing the length 386 

of compulsory schooling had substantial benefits. We found robust evidence that staying 387 

in school is likely to have causal effects on risk of diabetes and mortality. These results 388 

add to our understanding of the long-term consequences of educational decisions in 389 

childhood and adolescence.  390 

 391 

Materials and Methods 392 

Data 393 

We used data from 502,624 participants of the UK Biobank project.(27) The 394 

participants, aged between 37 and 74, were originally recruited between 2006 and 2010. 395 

In our regression discontinuity analysis, we restricted our sample to participants were 396 

born in England in the school cohorts in years immediately before and after the reform 397 

took place. We do this because we have a large enough sample born in these years to 398 

precisely identify the effects of schooling. 399 

 400 

Exposure: left school after age 15 401 

The participants were asked if they had a college or university degree. If they did not 402 

have a degree they were asked what age they left full-time education. We coded 403 

participants who reported having a degree as leaving full-time education at age 21. 404 

Participants who did not report the having a degree and did not have data on the age at 405 

which they left education were coded as missing. 406 

 407 

Outcomes 408 
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Health outcomes 409 

The participants were asked whether they had ever been diagnosed by a doctor with the 410 

following health conditions: hypertension, stroke, type 2 diabetes, or heart attack. They 411 

were asked if they had ever had a whole week where they felt depressed or down. The 412 

death of the participants was defined using linked NHS mortality registry data. Follow-413 

up for the linked mortality data started with the first death on 10th May 2006 ended with 414 

the last recorded death on 17th February 2014. The cancer diagnoses were taken from the 415 

national cancer registries. The first recorded cancer diagnosis was on 20th September 416 

1957 and the last on 25th October 2013.  417 

 418 

Height, BMI, blood pressure, arterial stiffness, grip strength, and intelligence 419 

Height and weight were measured during the participants’ visit to a UK Biobank 420 

assessment center. Two measures of diastolic and systolic blood pressure were recorded 421 

via an electronic blood pressure monitor. The measurements were taken two minutes 422 

apart. Arterial stiffness was measured using an electronic measuring device. Grip 423 

strength was measured in kilos using a hydraulic hand dynamometer. We residualized 424 

the measures of grip strength and arterial stiffness to control for potential between 425 

device heterogeneity. Fluid intelligence was measured via the number of 13 logic 426 

puzzles that the participants could answer correctly in 2 minutes. 427 

 428 

Health behaviors and income 429 

During their assessment center visit, the participants were asked to report their health 430 

behaviors. They were asked about how frequently they consumed alcohol. This is coded 431 

6 if they drank every day, 5 for three or four times a week, 4 for once or twice a week, 3 432 

for one to three times a week, 2 for special occasions only, and 1 for never. They were 433 
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asked if they smoked, or had ever smoked. They were asked how often they moderately 434 

and vigorously exercised in a typical week. Finally, they were asked if their pre-tax 435 

income was below £18,000, between £18,000 and £30,999, between £31,000 and 436 

£51,999, between £52,000 and £100,000, or above £100,000. Participants who did not 437 

answer these questions were coded as missing.  438 

Genotype data 439 

The participants provided a blood sample. This sample was used to extract DNA and 440 

genotype using the Axiom and BiLEVE genome-wide arrays. These arrays genotyped 441 

around 800,000 SNPs for each participant. The genotyping data was used to impute 442 

SNPs which were not directly genotyped using the 1000 genomes and UK10K reference 443 

panels. The imputation produced a likelihood of each participant having a specific 444 

genotype (e.g. AA=0.1, TA=0.9, and TT=0). This resulted in a dataset of around 445 

80,000,000 SNPs. For each participant, we created a genome-wide allele score by 446 

summing the number of genetic variants they had that were associated with higher 447 

educational attainment. We weighted each variant by its association with education 448 

reported in a large genome-wide association study, using a version of the GWAS not 449 

including UK Biobank.(29) This study reported the association of 8,259,394 genetic 450 

variants and years of education in a meta-analysis of 64 studies. We normalized the 451 

allele score have mean zero and standard deviation one. This score only explains a 452 

minority (r2=1.32% in the full Biobank sample) of the variation in educational 453 

attainment explained by genome-wide data.(29, 44, 45) This is because of limited 454 

statistical power of existing genome-wide association studies of educational attainment. 455 

One consequence of this is that the genetic score is too poor a proxy for the total genetic 456 

effects on educational attainment to be used as a conventional covariate in a regression. 457 

Therefore we use the educational attainment genome-wide score to test whether on 458 
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average participants affected by the reform had more genetic variants known to 459 

associate with education.(37) 460 

Statistical methods 461 

We use the changes in the school leaving age to identify the effects of schooling on a 462 

range of outcomes. Our empirical strategy has five steps. First, we estimated the effect 463 

of the reforms on the proportion of participants who remained in school after age 15. 464 

Second, we investigated the associations of potential confounders with educational 465 

attainment and across the cohorts affected by the reform.(37) Third, we used a 466 

regression discontinuity design to estimate the effect of the reform on the outcomes. 467 

Fourth, we used instrumental variable estimators to estimate the effects of the remaining 468 

in school. For continuous outcomes, we used conventional Wald estimators,(46) for 469 

binary outcomes we used semi-parametric additive structural mean models.(41) To 470 

address concerns about multiple hypothesis testing, we report whether the instrumental 471 

variable results for each outcome exceed a Benjamini and Hochberg (1995) false 472 

discovery rate threshold at δ=0.05 across 25 outcomes.(32) Fifth, we conducted a 473 

difference in difference analyses.(32)  474 

 475 

Inverse probability weighting 476 

The UK Biobank is a volunteer sample, and as a result people who were left school at 477 

age 16 were less likely to attend the clinics than previous studies (17.5% versus 33% 478 

reported in Clark and Royer, 2013). Non-random (endogenous) sampling can induce 479 

associations in the sampled data, even if an exposure has no causal effect on an 480 

outcome.(47) This is a particular concern when attempting to draw causal inferences. If 481 

the probability of sampling is known, then inverse probability weights can be used to 482 

account for the non-random sampling.(48) Therefore, we corrected for the non-random 483 
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sampling using inverse probability weights (equal to 33/17.5=1.8857) for participants 484 

who left school at age 15.(49) This assumes that the participants who reported leaving 485 

school at age 15 are a representative sample of the sub-population who left at 15. If this 486 

assumption does not hold, for example if the sampled participants who left at 15 were 487 

healthier than those in the population, then the estimates could under estimate the 488 

differences between the groups. We report the unweighted results as a sensitivity 489 

analysis in the appendix. 490 

 491 

Identification  492 

The raising of the school leaving age will be a valid natural experiment for testing 493 

whether remaining in school at age 15 affects later outcomes under the following three 494 

assumptions. First, participants who attended school after the leaving age was increased 495 

must be more likely to stay in school. Second, there must be no pre-existing differences 496 

between the cohort who attended school in the year immediately before and immediately 497 

after the reform. Finally, the reform must not have any other direct effects on the 498 

outcomes. We can test the first assumption by investigating whether participants 499 

affected by the reform are more likely to stay in school. We can falsify the second 500 

assumption by investigating if there were any pre-existing differences between those 501 

affected and unaffected by the reform. The final assumption cannot be empirically 502 

tested, and could be invalid if the reform also affected the labor market around the time 503 

that the participants entered the workforce. However, claimant count statistics for the 504 

UK show that the cohorts entering the labor force immediately before and after the 505 

reform faced broadly similar conditions, with increases in unemployment related to the 506 

oil crises of the 1970s not being seen until 1975 onwards.(50, 51) In particular, youth 507 

unemployment was almost as low as all age unemployment in the years immediately 508 
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before the reform, around 5 to 7% for males and 2 to 3% for females, compared with 5% 509 

and 1.5% respectively for all age unemployment. This continued to be the case in 1974 510 

when the first post-reform cohort entered the labor market: youth unemployment was 511 

3.6% and 2.0% compared with 3.5% and 1.0% for all age unemployment rate for males 512 

and females respectively.(22) 513 

  514 

1. The effect of the reform on educational attainment 515 

We used a fuzzy regression discontinuity design to estimate the effects of increasing the 516 

school leaving age from age 15 to 16 on the proportion of students who report leaving 517 

school before the age of 15. To investigate the effect of the reform on school attendance 518 

we estimated a regression of staying school after age 15 on a dummy variable equal to 519 

one if the participant was a member of the cohort affected by the reform, and equal to 520 

zero if they were not affected. In this and all subsequent analyses we included covariates 521 

for the month of birth, to control for seasonality, and sex. In contrast to Clark and Royer 522 

(2013), we do not include a term for birth cohort because our regression discontinuity 523 

results are restricted to people born in the single school years immediately before and 524 

after the reform. The regression discontinuity design is identified by assuming that the 525 

reform is independent of the unobserved confounding factors, and has no other direct 526 

effects on the outcome. The effect of the reform on the probability of participants 527 

staying in school after the age of 15, our parameter of interest, is the effect of remaining 528 

in school on those who were affected by the reform. We report this parameter on the risk 529 

or mean difference scale for binary and continuous outcomes. Our regressions allow for 530 

general form heteroskedasticity and clustering by year and month of birth. 531 

 532 
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2. Specification tests 533 

We compared the associations of seven potential confounders 𝐶𝑖𝑐𝑡 and the exposure, left 534 

school after the age of 15, 𝐸𝑖𝑐𝑡, and the indicator of the reform, 𝐷𝑖𝑐. We estimated these 535 

associations conditional on the same set of covariates, 𝑿𝒊𝒄𝒕
′ , as above and the standard 536 

errors allow for clustering by year and month of birth. In addition we test for 537 

manipulation of the forcing variable (number of months from 1st September 1957 to the 538 

participant’s birthday) using McCrary density tests to test for selection across the period 539 

before and after reform.(31, 52) 540 

 541 

3. Effects of increasing the school leaving age on outcomes in later life 542 

A. Regression discontinuity 543 

We estimated the associations of leaving school after age 15 and the outcomes and the 544 

association of the reform and each of the outcomes using the following linear 545 

regressions: 546 

𝐻𝑖𝑐𝑡 = 𝛿0 + 𝛿1𝐸𝑖𝑐 + 𝑤𝑖𝑐𝑡, and 547 

 548 

𝐻𝑖𝑐𝑡 = 𝜏0 + 𝜏1𝐷𝑖𝑐 + 𝜁𝑖𝑐𝑡 549 

  550 

The first is a linear regression of each of the health outcomes on whether the participant 551 

remained in school after the age of 15. The second regression is the association of the 552 

health outcomes and the reform. As above, each regression includes terms for sex and 553 

month of birth to account for the season of birth. This is a valid test of the null-554 

hypothesis that remaining in school does not affect the outcomes. 555 

 556 

We tested whether the reform had larger effects on people who would otherwise have 557 

been expected to leave school at age 15. We estimated the probability that a participant 558 

would remain in school after the age of 15 using logistic regression and data from 559 
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individuals born before 31st August 1956. This model included indicators for the 560 

participants’ assessment center, year and month of birth, sex, whether mother smoked 561 

during pregnancy, were breastfed, number of brothers and sisters, the normalized 562 

genome-wide education score, and their ethnicity. Missing data were replaced at the 563 

mean and indicators variables for missing values were included. We estimated the 564 

following regression: 565 

𝐻𝑖𝑐𝑡 = 𝜑0 + 𝜑1𝐷𝑖𝑐 + 𝜑2𝐷𝑖𝑐𝐸̂𝑖𝑐 + 𝜑3𝐸̂𝑖𝑐 + 𝜁𝑖𝑐𝑡 566 

Where 𝐸̂𝑖𝑐 is probability of remaining in education from the logistic regression. For each 567 

outcome we report the coefficients on the reform indicator, and the coefficient on the 568 

interaction term and the effect of the reform. The effect of the reform on participants 569 

predicted to leave is indicated by 𝜑1, and the effect on those expected to stay is 570 

indicated by 𝜑1 + 𝜑2. As with the main results above we adjust for sex and month of 571 

birth, and the interaction of these variables with predicted education.(53) 572 

 573 

As a sensitivity analysis we used a regression discontinuity design with variable month 574 

bandwidths to investigate the robustness of our findings. In our the main analysis above 575 

we present difference in outcomes for the last school cohort of participants before the 576 

reform (those born between September 1956 and August 1957) and the first cohort 577 

affected by the reform (those born between September 1957 and August 1958). This is a 578 

regression discontinuity analysis with a bandwidth of one year. This is a fuzzy 579 

regression discontinuity design, as the reform only increased the probability of staying 580 

in school.(54) In a sensitivity analyses we investigated whether our results were 581 

sensitive to the size of the bandwidth around the reform. We did this by repeating our 582 

instrumental variable analyses on a sample defined using Calonico, Cattaneo, and 583 

Titiunik (2014) optimal bandwidths.(55) Analyses using these bandwidths use the same 584 
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specification as the instrumental variable analyses described above, and in addition 585 

include linear time-trends which vary either side of the reform. We estimated the 586 

optimal bandwidths using the rdbwselect command in Stata. 587 

 588 

B. Instrumental variables 589 

We estimated the causal effect of schooling using instrumental variables estimators. We 590 

estimated mean differences using Wald estimators,(46) and risk differences using 591 

additive structural mean models, for the continuous and binary outcomes 592 

respectively.(41) These models can be identified by making one of three 593 

assumptions.(41) First, for the continuous outcomes we could assume that staying in 594 

school has the same effect on the outcomes for all participants. This identifies the 595 

average effects of staying in school but is implausible for binary outcomes.(56) Second, 596 

for the binary outcomes, we could assume a monotonic relationship between the reform 597 

and the participants’ likelihood of staying in school after the age of 15. In the potential 598 

outcomes framework, that 𝐸[𝑌(1) − 𝑌(0)|𝐸(1) − 𝐸(0) > 0]. This requires that there 599 

were no participants who were “defiers”, who would have remained in school if they 600 

were not affected by the reform, but would have left school if they were affected by the 601 

reform. Under monotonicity, the instrumental variable estimators estimate a local 602 

average treatment effect. This is the effects of treatment in the sub-group of participants 603 

whose decisions were affected by the reform.(46) That is the people in the year after the 604 

reform who would have chosen to leave school at 15 had the reform not been 605 

introduced. Finally, we could assume that the effects of education are not affected by the 606 

reform (no effect modification). This would identify the effects of education on 607 

participants who remained in school. We report the partial F-statistic of the association 608 

of remained in school 𝐸𝑖𝑐𝑡 and the reform 𝐷𝑖𝑐. We also report the test for endogeneity 609 

(using a C-statistic, which is a heteroskedasticity robust Hausman test (57, 58), that 610 
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𝐸[𝐸𝑖𝑐𝑡𝑤𝑖𝑐𝑡] = 0). This implicitly tests for differences between the linear regression and 611 

instrumental variable estimates.(58) All estimates allow for clustered standard errors by 612 

year and month of birth and include controls for sex and month of birth. 613 

 614 

C. Difference-in-difference  615 

We were concerned that differences between the two school years may occur because of 616 

the participants affected by the reform were a year younger on average than participants 617 

unaffected by the reform. To investigate this, we estimated the year-on-year differences 618 

in each outcome for the five non-overlapping two-year cohorts in the 10 years before 619 

and after the reform. Otherwise, we used an identical specification to the regression 620 

discontinuity analysis above. There are no changes to the school leaving ages between 621 

each of these years. Therefore any year-on-year differences observed in these “negative 622 

control cohorts” must be due other factors, such as age effects, and cannot be an effect 623 

of raising the school leaving age in 1972. We compared these estimates using forest 624 

plots, which are reported in the supplementary materials. We pooled the year-on-year 625 

differences from the 5 negative control samples from before and after the reform using 626 

the Stata command metan. We calculated the difference between this pooled estimate 627 

and difference between the years before and after the reform. We estimated the 628 

difference and the standard error of this difference using Bland-Altman tests.(59) 629 

 630 

Data and code availability 631 

All analyses were conducted in StataMP 14.0.(60) Code used to generate these results 632 

can be found at (https://github.com/nmdavies/UKbiobankROSLA) and the data used has 633 

been archived with UK Biobank (http://www.ukbiobank.ac.uk) and can be accessed by 634 

contacting the study (access@ukbiobank.ac.uk). The protocol for this study is available 635 

in the supplementary materials. 636 

https://github.com/nmdavies/UKbiobankROSLA)
http://www.ukbiobank.ac.uk)/
mailto:access@ukbiobank.ac.uk)
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 637 

Data and code availability and approvals 638 

The statistical code used to produce these results can be accessed here: 639 

(https://github.com/nmdavies/UKbiobankROSLA). The data used in this study can be 640 

accessed by contacting UK Biobank (www.ukbiobank.ac.uk). This analysis was 641 

approved by the UK Biobank access committee as part of project 8786. Consent was 642 

sought by UK Biobank as part of the recruitment process. 643 

 644 

  645 

https://github.com/nmdavies/UKbiobankROSLA
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Figure 1. Years of full-time education by quarter of birth. Each dot represents the proportion who left education before the given age per quarter. 

The black line indicates the first cohort of participants who were affected by the reform implemented in September 1972. These participants 

were born after in or after September 1957 and faced a minimum school leaving age of 16. This is a one year increase compared to those born 

before September 1957. The participants who did not have a university degree were asked, “What age did you leave full-time education?” 

People who were born in the summer (July-August) were still able to leave school at age 15. N=384,743. 
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Figure 2: Effect of the reform on outcomes, difference-in-difference estimate accounting for age 

effects. Difference in difference estimate of the effect of the raising of the school leaving age on each 

outcomes. The scale for the binary outcomes is risk difference (top), the units for the continuous 

outcomes are listed on the legend on left hand side (bottom). All estimates control for gender and 

month of birth. Estimates are the difference between the year-on-year difference in outcome across 

the raising of the school leaving age compared to the average year on year difference. Estimated 

using robust linear regression, with standard errors clustered by month of birth and weighting. 

Differences and confidence intervals calculated using Bland-Altman tests.(59) The estimates for 

diabetes, stroke, mortality, former and current smoking, income over £18k, and £31k, grip strength, 

BMI, intelligence, alcohol consumption and sedentary behavior exceed Benjamini and Hochberg 

(1995) threshold for multiple hypothesis testing. Max N=262,348. 
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Figure 3: The effect of the 1972 reform on mortality, smoking, ever smoking and alcohol consumption from the Office of National Statistics 

Census (summary data from the entire English and Welsh population) and the General Health Survey for England (min N=47,177) (▲) (Clark 

and Royer, 2013) and (■) the UK Biobank. All estimates adjust for the month of birth, sex, and a linear time trend which can differ before and 

after the reform. Estimated using robust linear regression, with standard errors clustered by month of birth and weighting. Current and ever 

smoking and alcohol consumption additionally adjust for age cubed. Inverse probability weights were used to correct for under-sampling of 

participants who left school at age 15 (weight=1.8857). The bandwidths are 74, 72, 74, and 138 months for mortality, current smoking, ever 

smoking, and drink alcohol respectively. In this analysis alcohol consumption is coded as a binary variable equal to one if the participant states 

they ever drink (93.3%), in the main results alcohol is coded as an ordinal variable. Mortality results are log odds of death. The Clark and Royer 

mortality results relate to the risk of mortality in the five years between the ages of 40 to 44, whereas UK Biobank participants were between the 

ages of 42 and 62 and follow-up spanned 7.78 years (over the period 10th May 2006 and 17th February 2014).  
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Table 1: The associations of remaining in school after age 15, and attending school after the raising of the school leaving age (ROSLA) and 

outcomes. Participants born between September 1956 and August 1958. ROSLA= Raising of the school leaving age. Estimated using robust 

linear regression, with standard errors clustered by year and month of birth. All estimates adjust for the month of birth and sex. The same sample 

was used for both the conventional linear regression and ROSLA analyses. Inverse probability weights used to correct for under-sampling of 

participants who left school at age 15 (weight=1.8857). The difference in outcomes between those who remained and left school at age 15 are 

included for comparison, and may suffer from residual confounding. * denotes mean differences. 

 Left school after age 15 Affected by ROSLA 

  Risk/Mean 95% Confidence interval P- Risk/Mean 95% Confidence interval P- 

 N difference Lower Upper value difference Lower Upper value 

Hypertension 21,768 -0.039 -0.057 -0.021 1.9E-4 -0.018 -0.026 -0.010 9.0E-5 

Diabetes 22,049 -0.019 -0.031 -0.008 0.002 -0.008 -0.011 -0.005 3.5E-6 

Stroke 22,110 -0.006 -0.011 -0.002 0.009 -0.003 -0.005 -0.001 0.001 

Heart attack 22,110 -0.011 -0.017 -0.005 9.5E-4 -0.003 -0.004 -0.002 2.5E-5 

Depression 21,085 0.031 0.017 0.045 9.7E-5 -0.003 -0.010 0.005 0.47 

Cancer 22,011 -0.006 -0.020 0.008 0.38 -0.005 -0.011 0.001 0.09 

Died 22,138 -0.008 -0.013 -0.003 0.004 -0.005 -0.007 -0.002 0.001 

Ever smoked 22,086 -0.205 -0.228 -0.183 1.9E-15 -0.023 -0.034 -0.012 3.0E-4 

Currently smoke 22,086 -0.141 -0.155 -0.127 1.7E-16 -0.009 -0.014 -0.003 0.004 

Income over £18k 19,921 0.174 0.154 0.195 8.0E-15 0.024 0.019 0.029 2.3E-10 

Income over £31k 19,921 0.296 0.274 0.318 4.1E-19 0.052 0.047 0.058 6.7E-16 

Income over £52k 19,921 0.256 0.239 0.274 3.2E-20 0.032 0.020 0.043 1.1E-5 

Income over £100k 19,921 0.079 0.071 0.087 2.5E-16 0.005 -0.001 0.012 0.08 

Grip strength (kg)* 21,989 1.215 0.947 1.484 2.6E-9 0.551 0.476 0.626 1.7E-13 

Arterial Stiffness* 8,537 -0.750 -0.931 -0.570 1.2E-8 -0.113 -0.223 -0.003 0.04 

Height (cm)* 22,077 1.765 1.517 2.014 3.6E-13 0.286 0.193 0.379 1.7E-6 

BMI (kg/m2)* 22,055 -1.235 -1.478 -0.992 2.9E-10 -0.252 -0.324 -0.179 2.6E-7 

Diastolic blood pressure (mmHg)* 21,494 -0.877 -1.377 -0.377 0.001 -0.069 -0.291 0.154 0.53 

Systolic blood pressure (mmHg)* 21,492 -1.688 -2.444 -0.933 1.2E-4 -0.611 -0.923 -0.299 4.9E-4 

Intelligence (0 to 13)* 8,540 1.653 1.458 1.849 9.0E-15 0.148 0.086 0.210 5.8E-5 

Happiness (0 to 5 Likert)* 8,626 0.008 -0.047 0.062 0.77 -0.015 -0.039 0.009 0.21 

Alcohol consumption (1 low, 5 high)* 22,123 0.316 0.229 0.404 1.3E-7 0.036 0.009 0.064 0.01 

Hours of television viewing per day* 21,206 -0.834 -0.916 -0.752 1.5E-16 -0.137 -0.172 -0.102 3.0E-8 

Moderate exercise (days/week)* 21,330 -0.480 -0.639 -0.321 2.2E-6 0.005 -0.040 0.049 0.84 

Vigorous exercise (days/week)* 21,379 -0.129 -0.207 -0.051 0.002 0.010 -0.019 0.038 0.50 

 


