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#### Abstract

Summary: In a group of 6 male subjects sleep was displaced to seven different times of day (one displacement condition per week). The subjects were isolated from external time cues (daylight, clocks, noise) and sleep was allowed to terminate spontaneously. The results showed a pronounced time-of-day variation of total sleep time, stage 2, and rapid eye movement (REM) sleep. Maxima occurred after bedtimes at 1900 hr and 2300 hr , while the minima occurred after bedtimes at 0700 hr and 1100 hr . The latter also was the time of maximum propensity to wake up. Slow wave sleep showed a rapid decrease from high initial levels, irrespective of time of day. Ratings of sleepiness showed a highly significant circadian variation peaking between 0500 hr and 0700 hr . The lowest level of sleepiness coincided with the maximum tendency to wake up, and it was suggested that sleep termination may be closely related to the sleepiness/ alertness rhythm. Key Words: Circadian rhythm-Sleep-Sleepiness-Self-ratings-Sleep deprivation.


Like most other biological functions, sleep-wake alternation shows a circadian periodicity. This has been established mainly through studies of subjects "freerunning' under conditions of isolation from synchronizers (Aschoff and Wever, 1962). Recently, similar studies, exploiting the desynchronization that occurs in some subjects during free-run, have shown that, for example, total sleep time (TST) and rapid eye movement (REM) sleep percent are strongly dependent on the circadian phase of body temperature (Czeisler, 1978; Wever, 1979; Zulley, 1979).

While the free-run studies have clearly established circadian characteristics of sleep, these results have been obtained under highly unusual conditions-e.g., long periods of isolation, non-24-hr periodicity, desynchronization of rhythms, and self-selection of the "optimal" sleep-wake pattern. Thus, it is not clear to what extent the results are applicable to conditions that are more normal, particularly with respect to internal synchronization and adherence to 24 hr periodicity.

[^0]Some indication of time-of-day effects may be gained from several studies of regularly spaced, short sleep episodes (naps). Although short and artificiaily terminated by the imposed schedule, such studies reflect, at least, sleep-onset phenomena. Essentially, the results show a pronounced circadian rhythmicity of sleep length and REM percent, both peaking in the early morning hours (Weitzman et al., 1974; Carskadon and Dement, 1975, 1977; Webb and Agnew, 1975, 1977; Moses et al., 1975, 1978; Lubin et al., 1976; Hume and Mills, 1977).

In contrast to the nap experiments, studies of shift workers usually have allowed more full-length sleep. On the other hand, they have usually been restricted to merely two temporal periods of sleep (e.g., $2300-0700 \mathrm{hr}$ and $0700-1400 \mathrm{hr}$ ), which, of course, does not allow any inference about circadian rhythmicity. Still, the shortened TST and early sleep increase of REM found in such studies are in agreement with the notion of a circadian rhythmicity (Ehrenstein, et al., 1970; Bryden and Holdstock, 1973; Foret and Benoit, 1974, 1978; Matsumoto, 1978; Torsvall et al., in press).

Of particular interest is the field study of train drivers by Foret and Lantin (1972), in which sleep episodes were recorded at different times of day as they occurred according to the demands of the irregular work schedule. The longest sleep time was recorded for normal night sleep and the shortest for afternoonevening sleep, with morning sleep falling in between. This being a naturalistic field study, however, it is not possible separate time-of-day effects per se from the confounding influence of other covarying environmental factors. The short morning and afternoon sleeps may have been artificially restricted by a disturbing environment, since they were recorded in dormitories. Afternoon sleep was further restricted since it really was a pre-work "nap." Also, it is not clear whether the short morning sleep after night work could have been due to this pre-work napping.

The purpose of the present experiment was to study the effects of time of day on sleep, avoiding some of the difficulties indicated above. Thus, the design involved scheduling bedtimes at regular intervals to cover the nychthemeron and ensure full-length sleep with spontaneous termination. The subjects were shielded from environmental disturbances as far as possible.

An additional purpose was to relate possible time-of-day effects to self-rated arousal/sleepiness. The later shows a pronounced circadian rhythmicity (Fröberg et al., 1975; Åkerstedt and Fröberg, 1977), and it seems a reasonable assumption that it may be related to a possible time-of-day variation of sleep. At least, the self-selected bedtimes during free-run seem to cluster around the alertness trough (Czeisler, 1978).

## METHODS

The study involved 6 subjects in the age range of 29-45 years, all employees of the university departments and without previous experience of regular night or shift work. Seven bedtimes-one session per week-were used to cover the nychthemeron in equal intervals. The base-line bedtime was scheduled at 2300 hr (A) after 16 hr of wakefulness. For other bedtimes, sleep was postponed by 4 hr
for each: to $0300 \mathrm{hr}(\mathrm{B}), 0700 \mathrm{hr}$ (C), 1100 hr (D), 1500 hr (E), 1900 hr (F), and 2300 $\mathrm{hr}(\mathrm{G})$. The longest postponement thus required 40 hr of continuous wakefulness.

The order of exposure, after the habituation sleep night, alternated between long and short sleep postponement. One group of 3 subjects started with the extreme bedtimes ( A and G ), the other with the middle bedtimes ( D and E ). For each bedtime, the subjects reported to the laboratory at 1800 hr after a normal day of sedentary work. After application of electrodes, measurements started at 1900 hr . During wakefulness, activity was controlled according to a 2 hr module system. In each module, 300 ml of water and a standard sandwich were consumed. The activity of the subjects (routine work, reading, physiological measurements, and self-ratings) was regulated by the experimenters, with particular emphasis on making the modules as similar as possible. The subjects spent all the time in the sleep laboratory and were thus isolated from daylight, clocks, radios, and other direct time cues. They did, however, have an approximate idea of the time of day because of the measurement intervals.

At bedtime, particular care was taken to instruct the subjects to get as much sleep as they felt they needed. Since it was very important to make sure that no external stimuli influenced sleep, the subjects were instructed to allow a full 36 hr for each study. They were also informed that they would remain in the laboratory some time after awakening to complete some measurements. Immediately after rising the subjects completed self-ratings and voided urine before being allowed any contact with time cues.

The scoring of sleep stages was based on electroencephalograms $\left(\mathrm{O}_{2}-\mathrm{P}_{4}\right.$, bipolar) and electro-oculograms according to the recommendations of Rechtschaffen and Kales (1968). Sleepiness was rated on a 13-point bipolar scale varying between "very, very sleepy" (13) and "very, very alert" (0). To analyze the overall differences across conditions and across modules within each condition, a onefactor analysis of variance for repeated measures was applied (Winer, 1971). Also, the nonparametric "analysis of variance" according to Friedman (Siegel, 1956) was applied. Where appropriate, two-tailed paired $t$-tests and the corresponding nonparametric Wilcoxon test were used.

## RESULTS

The results are summarized in Figs. 1-3 and in Table 1. TST (Fig. 1a) showed a highly significant variation across conditions. The longest sleep ( $8-10 \mathrm{hr}$ ) occurred after evening bedtimes and the shortest ( $4-5 \mathrm{hr}$ ), after morning/noon bedtimes. To illustrate the sleep termination pattern, we computed the proportion of subjects who, having slept 4 hr , woke up within the subsequent $2 \mathrm{hr}(4 \mathrm{hr}$ was chosen since this was the shortest sleep period obtained). The resulting curve (Fig. 3a) depicts the probability of continued sleep (or awakening) at different times of day, given 4 hr of preceding sleep. The highest probability of awakening occurred around noon and the lowest between midnight and early morning.

The total amounts of stage 2 and REM sleep showed a significant variation across conditions ( $\mathrm{Fig} \mathrm{1b}$ and c). Both followed the TST-pattern. Slow wave sleep (SWS), stage 1 (Fig. 1d, e), and wake showed no significant variation over time.


FIG. 1. Total sleep time and the amounts of different sleep stages for each sleep condition. Mean $\pm 1$ SE is expressed in minutes and, for sleep stages, also as a percentage of total sleep time.


FIG. 2. REM (a) and SWS (b) percents in 2 hr intervals of sleep for each sleep condition. Only intervals which were completed by all subjects are presented (means $\pm 1 \mathrm{SE}$ ).

Recomputed as percentage of TST, only stage 2 (Fig. 1f) showed a significant variation, with an afternoon trough. The number of stage shifts per hour varied significantly, with a minimum at 1100 hr . No significant variation was found for sleep or REM latencies.

Figure 2 a and b shows the amounts of SWS and REM for each completed 2 hr sleep interval. On the whole, REM showed a tendency to increase for all bedtimes except those at 0700 and 1100 hr . None of the differences between the first and second 2 hr intervals were significant, however. Of those sleep episodes which contained three complete 2 hr intervals, the increase was significant for the last two bedtimes $\left(t_{\mathrm{F}}=3.16, p<0.05 ; t_{\mathrm{G}}=4.22, p<0.01\right)^{1}$. The SWS pattern involved a steep decline for all bedtime conditions. The difference between the first two intervals, however, was significant only for the second and last conditions ( $t_{\mathrm{B}}=$ $\left.2.67, p<0.05 ; t_{\mathrm{G}}=4.83, p<0.01\right)^{\mathrm{I}}$. The difference between the first and the third interval was significant for all three that were completed $\left(t_{\mathrm{A}}=10.47, p<0.001 ; t_{\mathrm{F}}\right.$ $\left.=5.94, p<0.01 ; t_{\mathrm{G}}=5.94, p<0.01\right)^{1}$. The REM and SWS content of the first 2 hr interval did not vary significantly across bedtime conditions (Table 1).

Sleepiness at bedtime and at rising varied significantly across conditions. Both showed a minimum at 1500 hr and a maximum between 0300 and 0700 hr . With respect to the 2 hr sleepiness ratings, between the start of each session and the bedtime, a significant variation over time was obtained for all bedtimes except the first (A). For all sessions except the first two (A and B), in which the early bedtime prevented the estimation, maximum sleepiness occurred between 0300 and 0700 hr . Minimal sleepiness occurred between 1100 and 1500 hr , although only the last condition (G) had a period of wakefulness long enough to provide an estimate.

[^1]

FIG. 3. a: Propensity to remain asleep, expressed as the proportion of subjects who continued to sleep during a 2 hr interval (preceded by 4 hr of sleep)--see text. b,c: Sleepiness ratings at bedtime and after rising for each condition (mean $\pm 1 \mathrm{SE}$ ). d: Sleepiness in 2 hr intervals between the start of each session and bedtime (mean -1 SE ). The scale is correct only for the longest postponement of sleep ( G ). The other conditions are displaced in steps of two scale units. The letters to the left of each curve designate the position of point 5 on the scale.

TABLE 1. Summary of conventional analysis of variance and Friedman's corresponding, nonparametric version

| Test | $F$ | $d f$ | $\chi^{2}$ | $d f$ |
| :--- | :--- | :--- | :--- | :--- |
| Across conditions |  |  |  |  |
| TST (min) | $9.87^{c}$ | $(6 / 30)$ | $24.6^{c}$ | $(6)$ |
| REM (min) | $6.63^{c}$ | $(6 / 30)$ | $19.8^{b}$ | $(6)$ |
| REM (\%) | 0.94 | $(6 / 30)$ | 2.5 | $(6)$ |
| SWS (min) | 1.16 | $(6 / 30)$ | 8.4 | $(6)$ |
| SWS (\%) | 1.60 | $(6 / 30)$ | 10.2 | $(6)$ |
| Stage 2 (min) | $9.87^{c}$ | $(6 / 30)$ | $28.9^{c}$ | $(6)$ |
| Stage 2 (\%) | $5.43^{r}$ | $(6 / 30)$ | $23.4^{c}$ | $(6)$ |
| Stage 1 (min) | 2.15 | $(6 / 30)$ | 11.8 | $(6)$ |
| Stage 1 (\%) | 2.04 | $(6 / 30)$ | 7.9 | $(6)$ |
| Wake (min) | 1.02 | $(6 / 30)$ | 3.5 | $(6)$ |
| Wake (\%) | 1.36 | $(6 / 30)$ | 4.5 | $(6)$ |
| 1st 2 hr REM (\%) | 1.78 | $(6 / 30)$ | 9.7 | $(6)$ |
| lst 2 hr SWS (\%) | 1.03 | $(6 / 30)$ | 10.2 | $(6)$ |
| Stage 1 latency | 1.49 | $(6 / 30)$ | 1.5 | $(6)$ |
| REM latency | 1.71 | $(6 / 30)$ | $7.1^{c}$ | $(6)$ |
| Stage shifts/hr | $3.28^{a}$ | $(6 / 30)$ | $17.6^{b}$ | $(6)$ |
| Sleepiness at bedtime | $4.03^{b}$ | $(6 / 30)$ | $14.1^{a}$ | $(6)$ |
| Sleepiness at rising | $4.48^{b}$ | $(6 / 30)$ | $13.6^{c}$ | $(6)$ |
| Within conditions |  |  |  |  |
| Sleepiness A | 0.36 | $(1 / 5)$ | 0.7 | $(1)$ |
| Sleepiness B | $9.90^{b}$ | $(3 / 15)$ | $11.7^{b}$ | $(3)$ |
| Sleepiness C | $8.72^{r}$ | $(5 / 25)$ | $19.2^{c}$ | $(5)$ |
| Sleepiness D | $9.92^{c}$ | $(7 / 35)$ | $31.1^{c}$ | $(7)$ |
| Sleepiness E | $4.39^{c}$ | $(9 / 45)$ | $26.4^{b}$ | $(9)$ |
| Sleepiness F | $6.27^{c}$ | $(11 / 55)$ | $31.5^{r}$ | $(11)$ |
| Sleepiness G | $5.38^{c}$ | $(13 / 65)$ | $38.9^{c}$ | $(13)$ |
| Overall sleepiness | $6.64^{r}$ | $(13 / 65)$ | $39.7^{r}$ | $(13)$ |

[^2]To form an overall mean curve of sleepiness, individual mean curves were first constructed by averaging the data from the different bedtimes (in 2 hr intervals) for each individual. These individual mean curves were then averaged to form the overall mean curve. The statistical analysis of this curve showed a highly significant variation (Table 1). This is depicted in Fig. 4, which is divided into panels corresponding to the mean time asleep for each bedtime, except for F and G , which were not covered by the 2 hr ratings. The long A-sleep corresponded to the segment of the overall mean curve that showed a significant ( $F$ $=28.00, p<0.001 ; r^{2}=21.9, p<0.001$ ) pattern of steady increase from low to high (peak) sleepiness. The B-sleep gave a significant $\left(F=7.34, p<0.01 ; \chi r^{2}=11.8, p\right.$


FIG. 4. Mean ( $\pm 1 \mathrm{SE}$ ) curve of sleepiness ratings, divided into segments corresponding to the mean time spent asleep during conditions $A-E$ (ratings did not extend to $F$ and $G$ ).
$<0.01$ ) inverted U-pattern of increase-decrease; the C-sleep a significant ( $F=$ $13.95, p<0.01, \chi^{r^{2}}=10.3, p<0.01$ ) steady decrease; and the D- and E-sleeps, low levels of sleepiness without change ( $F=0.41, p>0.05 ; \chi r^{2}=0.7, p>0.05$; and $F=0.37, p<0.05, \chi r^{2}=1.3, p>0.05$ respectively).

Values from A and G, with 24 hr of wakefulness intervening, differed significantly only for stage 1 percent, which was reduced after the extended period of waking $(t=2.61, p<0.05)^{1}$. Within G , sleepiness at $1900-2100 \mathrm{hr}$ was rated significantly higher after 38 hr of wakefulness than after $14 \mathrm{hr}(t=3.62, p<0.05)^{1}$.

## DISCUSSION

The length of sleep clearly varied with the time of day; maximum length occurred after evening bedtimes and the minimum after morning/noon bedtimes. This finding, in synchronized subjects with preselected bedtimes, apparently reflects the circadian rhythm of sleep length found in the studies of the ad libitum sleep of desynchronized subjects during long spans of isolation (Czeisler, 1978; Wever, 1979; Zulley, 1979).

It is notable that as time awake increases with the postponement of sleep from 2300 towards 1100 hr , sleep length actually decreases. This suggests something of a barrier to sleep around noon. This barrier emerges more clearly in the computation of the propensity to awaken, which reaches a peak around noon. A similar clustering of awakenings was observed in the field study of Foret and Lantin (1972), as well as in the isolation/free-run studies of Czeisler (1978) and Zulley (1979). It appears, then, that the circadian rhythm of sleep may account for most of the shortened day-sleep of shift workers; a disturbing sleep environment does not seem to be a "necessary" component.

There seem to be exceptions, however, from the time-of-day effects on sleep. Several laboratory studies have shown the length of day-sleep to be close to that of night sleep (Weitzman et al., 1970; Berger et al., 1971; Webb et al., 1971;

Knauth and Rutenfranz, 1972; Webb and Agnew, 1978). Part of the reason for the discrepancy could be age differences; the ability to sleep during the day deteriorates with age ( $\AA$ kerstedt and Torsvall, 1981), and the laboratory studies cited were carried out with young subjects ( $18-25$ years old). In the present experiment and in the shift work studies, most subjects have been well beyond this age range.

Another reason may be what kind of expectations about rising the subject perceives upon awakening. None of the laboratory phase shift studies mention any explicit instructions about rising, but since time in bed was restricted, the subjects may have felt obliged to remain in bed the whole period allotted, irrespective of the "need" for it. This may have induced "oversleeping." In the present study the subjects were instructed to sleep as long as they needed and always to try to go back to sleep for a while before finally rising. Still, the dark room probably discouraged the subjects from remaining in bed without sleeping. Importantly, the significantly lower sleepiness ratings after the short daytime sleeps indicate that the subjects, despite the short sleep, rose because they felt genuinely alert and ready to rise. Incidentally, the subjects consistently overestimated the length of day sleep D and $\mathrm{E}\left(\mathrm{D}=130 \mathrm{~min}, t_{\mathrm{D}}=6.45, p<0.001\right.$; $\left.\mathrm{E}=65 \mathrm{~min}, t_{\mathrm{E}}=4.60, p<0.01\right)^{1}$, while the estimate of the other sleep lengths did not differ from the EEG data.

Interestingly, rated sleepiness actually decreased across the first four sleep sessions, despite decreasing sleep length and increasing pre-sleep wake time. This morning decrease of sleepiness was part of the significant time-of-day variation across awakenings. A parallel variation, also significant, was found for sleepiness ratings across bedtimes and for the 2 hr ratings within each condition (from the start of each session to bedtime). This time-of-day variation of sleepiness apparently reflects a circadian rhythm of psychological arousal (Fröberg et al., 1975; Åkerstedt and Fröberg, 1977).

Is it possible then to attribute sleep-wake behavior to a sleepiness (or psychological arousal) rhythm? Clearly, the initiation of sleep is easier at the sleepiness peak (Carskadon and Dement, 1977); and during free-run, bedtimes tend to cluster at that point (Czeisler, 1978). Does this relation also extend to sleep termination: that is, does awakening occur because some critical level of psychological arousal has been reached? This could be the interpretation of the covariation in the present study between sleepiness and the propensity to wake up. The longest sleeps were the ones started with rather low sleepiness, i.e., at or shortly after the sleepiness trough ( 1900 hr ), with most of the rising slope of sleepiness remaining to be covered. Conversely, the shortest sleeps were the ones started either at a high level of sleepiness prior to a steep decrease or at the beginning of the rather flat and wide sleepiness trough. On the whole, the results show that sleep becomes progressively shorter as the bedtime approaches the trough. Obviously, however, it is not solely the absolute amount of sleepiness that is critical, since awakenings occur at all levels of sleepiness. Rather, there seems to be a combined effect of sleepiness levels and the need for sleep due to sleep loss.

The sleepiness rhythm should not be seen as isolated from the physiology, but rather as reflecting an underlying biological rhythmicity that has yet to be iden-
tified conclusively, although Czeisler (1978) and Zulley (1979) have shown a close connection between sleep and temperature rhythm. Moreover, such a relation was also found in the present series of studies (Gillberg and $\AA$ kerstedt, unpublished).

In contrast to REM, SWS was not related to length of sleep or time of day. For all conditions, SWS always fell steeply from high initial levels and appeared to be "finished" before it could be affected by an early termination of sleep.

Comparison of the results from the two 2300 hr bedtimes, with 24 hr of wakefulness in between, showed almost no sleep loss effects. Usually, recovery sleep after sleep loss is characterized by increased TST and SWS (Johnson, 1974). The reason for the lack of effects in the present study is unclear, but the sleep loss difference fell in an intermediate range ( $16-40 \mathrm{hr}$ ). Webb and Agnew (1971a,b) have shown that while there is a linear increase of SWS within the interval of $0-16$ hr of sleep loss, the curve rapidly levels off beyond 16 hr of waking; that is, the effect of each additional hour of sleep loss diminishes rapidly. Thus, it does not seem unlikely that had a lower "base level" of sleep loss been included in the present study (e.g., 12 hr compared to 36 ) the expected effects would have been obtained. For example, the sleep after the 1900 hr bedtime ( 36 hr of sleep loss) was the longest.

In conclusion, sleep length and the characteristics of sleep vary as a function of the time of day and closely covary with a similar variation of subjective sleepiness.
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