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Abstract 

Background: Selecting which variables to include in multiple regression models is a pervasive 

problem in medical research. The aim of this study is to compare the performance of 

different variable selection methods, and the potential clinical consequences of choice of 

method. The effect of missing data is also explored. 

Methods and material: We used questionnaire data (n=18538, 69.9% men) from the 

Norwegian Opioid Maintenance Program. The dependent variable was engagement in 

criminal behavior while in treatment, and 29 potential covariates on demographics, 

psychosocial factors and drug use were tested for inclusion in a multiple logistic regression 

model. Both complete case and multiply imputed data were considered. We compared the 

results from variable selection methods ranging from expert-based and purposeful variable 

selection, through stepwise methods, to more recently developed penalized regression using 

the Least Absolute Shrinkage and Selection Operator (LASSO).  

Results: The various variable selection methods resulted in regression models including from 

9 to 22 covariates. The stepwise selection procedures generated the largest models. The 

choice of variable selection method directly affected the estimated regression coefficients, 

both in effect size and statistical significance. For several variables the expert-based 

approach disagreed with all data-driven methods.  

Conclusions: The choice of variable selection method will strongly affect the resulting 

regression model, along with accompanying effect sizes and confidence intervals, thus 

affecting clinical conclusions. The process should consequently be given sufficient 

consideration in model building. We recommend combining expert knowledge with a data-

driven variable selection method such as LASSO to explore the models’ robustness. 

 

Keywords: Logistic regression; Variable selection; Missing data; Opioid maintenance 

treatment; Crime  

  



1. Introduction 

The medical and social sciences are experiencing an enormous growth in data availability, 

and statistical modelling is becoming increasingly important to uncover structures within 

these data (1). When building a statistical model, one should aim for a model which is rich 

enough to capture relevant associations within the data, while simple enough to understand, 

interpret and use (2). 

Variable selection, also referred to as subset or feature selection, is an important part of 

statistical model building. In perfectly designed experiments and randomized controlled 

trials, variables that might affect the outcome are controlled for by design, and few – if any – 

covariates need to be adjusted for in the accompanying statistical analyses (3). In 

observational studies however, a wide range of potential covariates are often measured, and 

the question of which ones to include in statistical models is an important one, as 

uncontrolled covariates may lead to biased results due to confounding (4).  

Variable selection is the process of determining which variables to include in a statistical 

regression model. Finding the right balance between simplicity and richness is a key aspect 

of variable selection (5). If too few, or the wrong, covariates are included in the model, the 

model will not capture the essential structure in the data. The model is too simple, generally 

termed underfitted. Similarly, if too many, or the wrong, covariates are included in the 

model, the model will mistake random variation in the specific data set at hand for variation 

inherent in the general problem. The model ends up being too detailed, fitting the individual 

observations in the specific data set too well, generally termed overfitted. A good statistical 

model should be neither underfitted nor overfitted to the data at hand.  

The logistic regression model is commonly used when exploring binary outcome variable (6). 

In medical and social science, the aim of a multiple logistic regression model is often to 

identify important associations or predictors of the outcome, both in terms of clinical and 

statistical significance. This identification process usually involves some kind of subset 

selection procedure (5). Purposeful Selection (PS) has become a standard method for 

variable selection in logistic regression (7). Used correctly, PS works well (8), but the method 

opens up for p-hacking, popularly referred to as ‘fishing’. Alternative approaches exist, 

including among others stepwise selection procedures based on objective mathematical 

criteria. Stepwise procedures are common (9), despite poor performance regarding p-values, 

biased standard errors and absolute values of regression coefficients (10-13). In later years 



more mathematically robust methods have been developed, including penalized regression 

methods such as the Least Absolute Shrinkage and Selection Operator (LASSO) (14). 

While missing data is common in social and medical research, most research on variable 

selection ignores this issue by examining complete cases only, so called complete case (CC) 

analysis (15). Numerous studies do however discourage the use of CC (16-18). A widely 

accepted method for handling missing data is Multiple Imputation (MI) (19-22), but the 

practical and potential clinical consequences of performing variable selection on complete 

cases only versus on imputed data is rarely explored (15). 

The aim of the present study is to illustrate the performance of various methods for variable 

selection in logistic regression models, with focus on readily available methods applicable to 

practical medical researchers. We compare the following five approaches, representing 

increasing levels of statistical sophistication; clinical expert-based variable selection, 

purposeful selection, stepwise regression based on Akaike’s Information Criterion (AIC) (23) 

and the more restrictive Bayesian Information Criterion (BIC) (24), and penalized regression 

using LASSO. We further compare the results from CC analysis to those using MI.  

The methods are tested on real data from the Norwegian opioid maintenance treatment 

(OMT) program. In a 2017 study, factors associated with criminal engagement while in OMT 

was explored (25). In the paper, a pre-selection of 13 potentially associated covariates was 

made based on clinical expertise. In the present study we compare these pre-selected 

covariates to those selected by various data-driven methods. Notably, the model based on 

the pre-selected variables from experts is the model least in concordance with any of the 

other models.  

2. Material and methods 

2.1 Setting 

The Norwegian Opioid Maintenance Treatment (OMT) program was initiated in 1998 as an 

optional treatment for persons with heroin use disorders (26). The program is evaluated 

annually using an assessment questionnaire monitoring the status of all OMT patients 

currently in the program. The questionnaire includes 49 questions regarding the patients' 

current treatment, employment and housing situation; information about medication type, 

dose, and urine testing regime; psychological situation; and frequency of drug and alcohol 

use during the last year and the last four weeks (27). There are also questions regarding the 

patients’ treatment organization, but these were not included in the study. 



2.2 Study sample and measures 

A total of 18 538 annual assessment questionnaires collected in the 6-year period from 2005 

through 2010 were available for the study. Reduction in criminal engagement among 

patients is an important goal of the OMT program and has been studied extensively in the 

literature (25, 28-30). Engagement in criminal activity while in treatment was used as the 

binary outcome variable in the current analyses, defined as whether the patient had been 

arrested, put in custody, been charged, and/or convicted of a crime within the last 12 

months prior to the completion of the questionnaire, either self-reported or known to the 

staff. Twenty-nine variables from the questionnaire were included as potential explanatory 

variables.  

2.3 Ethics 

The collection and use of the data was granted the authors by The Norwegian Regional 

Committee for Medical Research Ethics (reference number 2012/1134). 

2.4 Variable selection methods 

There are numerous methods for variable selection in statistical model. In the present study 

we have focused on readily available and much-used approaches and automated statistical 

methods applicable for practical medical researchers. The methods are briefly described 

below.  

Expert-based selection: In the expert-based approach for variable selection a subset of 

covariates is selected based on clinical experience and findings from the existing literature. 

While generally resulting in a clinically meaningful model, the approach runs the risk of 

including covariates that each are individually interesting, but also highly correlated, 

undermining the potential statistical significance of individual covariates (31). The approach 

also tends to favor already known associations: variables are included in the model exactly 

because they have previously been shown to be significant. 

Purposeful selection: Purposeful Selection tests each covariate univariately against the 

outcome, and then includes the subset of variables with a univariate p-value below 0.25 for 

further extensive testing of the model (7). While potentially giving valuable insight into the 

data under study, the procedure is time-consuming as covariates must be taken in and out of 

the model manually with great attention to detail and often ad hoc trial and error using p-

values as a guide. Other concerns are multiple comparisons (32) and ‘significance-chasing’ 

related to publication bias (33).  



Stepwise selection: Forward inclusion starts with no variables in the regression model, 

adding one variable at the time according to a chosen model fit criterion whose inclusion 

gives the highest statistically significant improvement. Conversely, backward elimination 

starts with all covariates in the regression model, removing one variable at the time 

according to the chosen model fit criterion. We applied a combination of forward selection 

and backward elimination, often referred to as bidirectional elimination, using both AIC (23) 

and BIC (24) as optimization criteria. If we compare the two information criteria with respect 

to consistency and efficiency, which are classical themes in variable selection (34), generally 

AIC is not strongly consistent, though it is efficient, while the opposite is true for the BIC (2).  

LASSO: LASSO (14) is a penalized regression method simultaneously allowing for both 

coefficient estimation and variable selection, by forcing coefficients to be zero when falling 

below a mathematically optimal threshold value (35). The forcing effect is determined by a 

regularization parameter, commonly optimized by cross-validation (CV) (36). We performed 

variable selection using LASSO using a 10-fold CV to optimize the regularization parameter.  

2.5 Missing data 

Of the 18 538 questionnaires available for analysis only 12 282 (66.3%) were complete. Both 

the outcome and covariates had missing values. Failing to handle missing data appropriately 

is problematic (37). Using complete cases only is the most common way to handle missing 

data in medicine and social sciences (20), however it implies removing observations from the 

data set and is known to reduce power and increase bias (21, 38). CC analysis has been 

argued against repeatedly in the statistical literature (16, 18, 39). A well-accepted method 

for handling missing data is multiple imputation (MI) (19). MI involves performing 𝑚 > 1 

independent imputations for all missing values, resulting in m complete datasets. The 

complete datasets are then analyzed individually using standard statistical methods and the 

results pooled together to one summary estimate (40). Based on a previous study on the 

effect of missing data in the OMT questionnaire data, the data was pre-processed using 

Multivariate Imputation by Chained Equations (MICE) (41) with 50 imputations. The missing 

data had a non-monotone pattern and was assumed to be Missing At Random (MAR) (17, 

21).  

In the analysis performed on complete cases, the included covariates were noted. For the 

imputed data, the percentage of times each covariate was chosen by the various variable 

selection methods in each of the imputed data sets was reported. Covariates selected in 



more than 50% of the imputed datasets were considered as part of the final model. The 

different regression models selected by the various variable selection methods were then 

fitted, with estimated regression coefficients and corresponding confidence intervals. For 

the imputed data results were pooled. 

2.6 Software 

All analysis were performed using R 3.3.1 (42). MI was performed using the function mice 

and the prediction matrix automatically generated using the quickpred function in the R 

package mice (41). All regression models in the expert-based approach and in PS were 

estimated using glm in R. Stepwise regression methods were performed using the function 

stepAIC with k = 2 for AIC and k = log(n) for BIC in the package MASS (43). Penalized 

regression was performed using the function glmnet with α = 1 for LASSO in the package 

glmnet (44). The regularization parameter λ in the penalized regression methods was 

estimates using the function cv.glmnet in glmnet. Correlations were calculated using 

the function rcorr in the package Hmisc (45). 

3. Results 

The median (range) correlation between all 29 covariates was 0.07 (0.00-0.72). The highest 

correlation was found between ‘frequency of drug use’ and ‘daily functioning due to drug 

use’ (r = 0.72), and ‘frequency of drug use’ and use of benzodiazepines (r = 0.65) and 

cannabis (r = 0.65). 

The covariates included in the final model when using each of the five different variable 

selection methods for both complete cases (CC) only and multiply imputed (MI) datasets are 

shown in Table 1. The methods resulted in models including between nine (LASSO using CC 

only) and 22 (AIC using MI data) covariates. Six covariates were selected by all methods both 

when using CC only and MI data; age, gender, regional treatment center, living arrangement, 

supervised intake, and stimulant use. All data-driven methods, that is, all methods except 

the expert-based approach, included income and severe depression as relevant covariates. 

Reversely, alcohol use to intoxication, benzodiazepine, cannabis and opioid use last 4 weeks 

was included in the expert-based model, but in neither of the data-driven methods.   

There were several differences for the same variable selection method when applied to 

complete cases only and multiply imputed datasets. Generally, more variables were selected 

in the MI setting compared to the CC setting. For example, stepwise regression based on AIC 

selected 17 covariates in the CC setting and 22 in the MI setting.  



Most estimated adjusted Odds Ratios (aORs) and corresponding 95% confidence intervals 

(CI) were only marginally affected by the choice of variable selection method. However, for 

some variables the choice was crucial. For example, the estimated effect of living in an 

institution ranges from highly statistically significant using expert-based selection, with an 

aOR of 1.60 (CI: 1.15-2.25) using complete cases only and 1.70 (CI: 1.36-2.12) using multiply 

imputed data, to non-significant using PS, with an aOR of 0.95 (CI: 0.65-1.4) using CC and 

0.98 (CI: 0.76-1.26) using MI data. Similarly, for the estimated effect of income. Using 

stepwise selection and BIC the aOR of living on social security benefits was 2.54 (CI: 1.64-

4.10) when using CC and 1.35 (CI: 0.87-2.11) when using MI data. The aORs and 95% CIs for 

all covariates in all the multiple logistic regression model selected by the different variable 

selection methods is summarized in the Appendix. 

4. Discussion and conclusions 

The choice of variable selection method may significantly affect the clinical conclusions 

drawn from a multiple logistic regression model. Using real data from the Norwegian OMT 

program we have explored the effect of choice of variable selection method on which 

covariates are included in the final regression model, along with the accompanying 

estimated effect sizes and corresponding confidence intervals.  

A distinctive feature of variable selection problems is their enormous size; even with 

moderate numbers of potential covariates, a search through all possible subsets of 

regression models will quickly become a daunting – if not impossible – task. Some reduction 

of the number of potential models is thus needed (46).  

It might be tempting to add a long list of explanatory variables to be on the safe side. 

However most statistical models do not handle the presence of superfluous variables well; 

such variables will introduce noise and result in a model that is overfitted to the data (2). 

Also, the estimated effect of a specific covariate can be influenced by other variables 

included in the model. For example, a model including information on both income and 

occupation, two correlated variables, yielded a different estimated effect size of income 

compared to a model where occupation was excluded (OR for income changed from 1.21 to 

1.65). Including too many, or too highly correlated, covariates in a regression model might 

thus affect clinical conclusion drawn from it.  

When the data in this study was utilized in a study exploring factors associated with criminal 

engagement while in OMT treatment (25) a pre-selection of 13 covariates was selected 



based on clinical expertise. The same expert-based model was applied here and compared to 

the various data-driven methods. Comparing these results, one might question whether the 

model from the expert-based selection indeed reflects the underlying structure in the data. 

Had the previously published study used a data-driven approach the conclusions in the 

paper might have been different.  

While expert-based selection might seem reasonable from a clinical perspective, the 

approach tends to favor already known associations. Not only is this potentially problematic 

in terms of finding the actual underlying structure in the data under study, but the resulting 

model will thus lean towards a model that represents what the expert expects to find in the 

data, rather than letting the data speak freely. In balancing sufficient complexity with 

necessary simplicity, different data-driven variable selection methods can offer valuable 

assistance.  

The present case study also demonstrates how the choice of using complete cases (CC) only 

rather than the more robust multiply imputed (MI) data will affect the variable selection 

process, and by that the final multiple regression model and the clinical conclusions drawn 

from it. CC analysis has repeatedly been argued against in the statistical literature, especially 

when the percentage of missing observations is high  (17, 18). Variable selection and 

estimation on complete cases versus imputed data will influence results and performing MI 

should therefore be considered in the pre-processing of the data.  

This study provides insight into the problem of model selection in a real-world setting, 

illustrating the practical and clinical consequences of choosing one variable selection method 

over another. Unfortunately, no single variable selection method is objectively the best; this 

will depend on the research question, previous research in the field, number of observations 

and potential covariates. Covariates selected by several variable selection methods 

demonstrate robustness to model choice. On the other hand, covariates that are included in 

some models but not in others, or variables that are significant in some models and not in 

others, should be interpreted with care.  

We recommend that the choice of variable selection method is given sufficient consideration 

as part of the statistical model building. Rather than relying solely on one approach, we 

suggest combining clinical expertise with a data driven method such as LASSO in order to 

explore the robustness of the model and accompanying effect estimates and statistical 

significances.  
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Table 1. Covariates selected by the different variable selection methods in the complete cases and the 

percentage of times a covariate is selected by the different variable selection methods in the 50 

imputed datasets. 

 
 Complete Case Multiple Imputation 

EB* PS AIC BIC LASSO PS AIC BIC LASSO 

Age x x x x x 100 % 100 % 100 % 100 % 

Gender x x x x x 100 % 100 % 100 % 100 % 

Regional treatment center x x x x x 100 % 100 % 100 % 100 % 

Occupation x x x     100 % 100 % 90 % 56 % 

Income   x x x x 100 % 100 % 100 % 100 % 

Work training           0 % 0 % 0 % 0 % 

Daily activity           22 % 84 % 0 % 0 % 

Living arrangement x x x x x 100 % 100 % 74 % 100 % 

Diagnosed Hepatitis C           44 % 92 % 8 % 2 % 

Diagnosed HIV           0 % 18 % 0 % 0 % 

Type of OMT medication x x x     100 % 100 % 100 % 76 % 

Prescribing doctor   x x     56 % 74 % 0 % 0 % 

Prescription of benzodiazepines     x     64 % 94 % 0 % 0 % 

Prescription of morphine-substance           0 % 0 % 0 % 0 % 

Nr. of supervised intakes per week x x x x x 100 % 100 % 100 % 90 % 

Severe anxiety (last 4 weeks)           0 % 0 % 2 % 24 % 

Severe depression (last 4 weeks)   x x x x 100 % 100 % 96 % 98 % 

Severe delusion/hallucination (4 weeks)           18 % 64 % 6 % 0 % 

Severe somatic disease (last 4 weeks)           0 % 0 % 0 % 0 % 

Alcohol use to intoxication (last 4 weeks) x         0 % 14 % 0 % 0 % 

Benzodiazepine use (last 4 weeks) x         0 % 58 % 0 % 64 % 

Cannabis use (last 4 weeks) x         0 % 8 % 0 % 2 % 

Opioid use (last 4 weeks) x         0 % 52 % 0 % 0 % 

Stimulant use (last 4 weeks) x x x x x 100 % 100 % 100 % 100 % 

Frequency of drug misuse (last 4 weeks)   x x     100 % 100 % 100 % 4 % 

Daily func.in reg. to drug misuse (4 

weeks) 
  x x     100 % 100 % 100 % 100 % 

Drug misuse (during last year) x x x x x 100 % 100 % 100 % 0 % 

Drug overdose (during last year)   x x x   100 % 100 % 100 % 0 % 

Attempted suicide (during last year)   x       68 % 92 % 8 % 0 % 

*Expert-based variable selection is the same for CC and MI 

 



Appendix 
Estimated adjusted Odds Ratios (aORs) with corresponding 95% confidence intervals for each 

model selected by the different variable selection methods. 

 Complete Case Multiple Imputation 

 EB PS AIC BIC LASSO EB PS AIC BIC LASSO 

(Intercept) 
0.17 0.04 0.05 0.03 0.04 0.19 0.06 0.06 0.06 0.13 

(0.10-0.29) (0.02-0.08) (0.02-0.11) (0.02-0.07) (0.02-0.08) (0.13-0.27) (0.03-0.11)  (0.03-0.1) (0.03-0.11) (0.07-0.22) 

Age 
0.95 0.97 0.97 0.97 0.96 0.95 0.96 0.96 0.96 0.96 

(0.95-0.96) (0.96-0.98) (0.96-0.98) (0.96-0.98) (0.95-0.97) (0.95-0.96) (0.96-0.97) (0.96-0.97) (0.96-0.97) (0.95-0.97) 

Gender: male 
1.78 1.76 1.75 1.78 1.74 2.01 1.98 1.99 1.99 2.00 

(1.51-2.12)  (1.48-2.1) (1.48-2.09)  (1.5-2.12) (1.47-2.07) (1.78-2.27) (1.75-2.24) (1.76-2.26) (1.76-2.26) (1.77-2.26) 

Centre: Buskerud 
1.15 0.78 0.76 1.00 1.04 1.31 1.03 1.07 1.15 1.11 

(0.82-1.59) (0.53-1.12)  (0.53-1.1) (0.71-1.38) (0.74-1.43) (1.01-1.69) (0.77-1.38)  (0.8-1.43)  (0.87-1.5) (0.86-1.44) 

Centre: Midt 
0.86 0.56 0.54 0.73 0.72 0.86 0.66 0.68 0.75 0.65 

(0.65-1.14)  (0.4-0.78) (0.38-0.75) (0.55-0.96) (0.54-0.95) (0.68-1.09) (0.51-0.87) (0.52-0.89) (0.59-0.96) (0.51-0.82) 

Centre: Øst 
1.6 1.14 1.11 1.32 1.35 1.63 1.33 1.40 1.39 1.29 

(1.29-1.98) (0.89-1.47) (0.87-1.44) (1.06-1.64) (1.09-1.68) 3 (1.4-1.9) (1.11-1.61) (1.16-1.69) (1.17-1.65) (1.11-1.51) 

Centre: Telemark 
1.38 1.15 1.16 1.3 1.29 1.58 1.43 1.45 1.5 1.37 

(1.00-1.9) (0.81-1.62) (0.82-1.63) (0.94-1.79) (0.93-1.79)  (1.3-1.93) (1.14-1.79) (1.15-1.81) (1.22-1.85) (1.12-1.68) 

Centre: Vestagder 
2.00 1.89 1.86 1.9 1.87 2.02 2.01 2.03 2.06 1.76 

(1.53-2.62) (1.43-2.52) (1.39-2.48) (1.45-2.49) (1.42-2.45) (1.66-2.45) (1.63-2.49) (1.64-2.51) (1.67-2.54) (1.45-2.14) 

Centre: Vestfold 
1.22 0.71 0.7 0.90 0.95 1.58 1.09 1.12 1.23 1.17 

(0.86-1.71) (0.48-1.04) (0.48-1.03) (0.63-1.27) (0.67-1.34) (1.25-2) (0.83-1.44) (0.85-1.47) (0.96-1.58) (0.93-1.49) 

Occupation: full time 

job 

0.4 0.6 0.59     0.35 0.44 0.44 0.45 0.43 

(0.26-0.58) (0.35-1.02) 59 (0.34-1)     (0.26-0.48) (0.29-0.68) (0.29-0.67) (0.29-0.69) (0.28-0.65) 

Occupation: part time 

job/student 

0.59 0.71 0.71    0.6 0.72 0.73 0.73 0.68 

(0.45-0.77) (0.53-0.94) (0.53-0.93)    (0.49-0.73) (0.59-0.89)  (0.59-0.9)  (0.59-0.9) (0.55-0.83) 

Income: work 

assessment allowance 

  1.19 1.21 1.65 1.65   0.86 0.85 0.85 0.92 

  (0.67-2.18)  (0.68-2.2) (1.08-2.62) (1.08-2.63)   (0.55-1.32) (0.55-1.32) (0.55-1.32)  (0.6-1.43) 

Income: disability or 

retire. pension 
 1.13 1.14 1.62 1.64  0.91 0.9 0.89 0.95 

 (0.63-2.09) (0.63-2.11) (1.06-2.59) (1.07-2.62)  (0.58-1.41) (0.58-1.41) (0.57-1.38) (0.61-1.48) 

Income: social 

security benefits 

  1.86 1.88 2.54 2.54   1.37 1.36 1.35 1.43 

  (1.02-3.46)  (1.04-3.5) (1.64-4.09)  (1.64-4.10)   (0.88-2.15) (0.87-2.12) (0.87-2.11) (0.91-2.23) 

Income: other  2.78 2.78 3.87 3.95  2.11 2.10 2.09 2.23 

 (1.48-5.33) (1.47-5.33) (2.31-6.64) (2.36-6.76)  (1.31-3.39)  (1.3-3.37)  (1.3-3.37) (1.39-3.58) 

Daily activity 
              0.89     

              (0.78-1.02)     

Living arr.: institution 
1.60 0.95 0.97 1.39 1.39 1.70 0.98 0.98 0.98 1.43 

(1.15-2.25)  (0.65-1.4) (0.66-1.42) (0.99-1.95) (0.99-1.95) (1.36-2.12) (0.76-1.26) (0.76-1.27) (0.76-1.27) (1.14-1.78) 

Living arr.: stable 
0.65 0.76 0.78 0.76 0.74 0.61 0.75 0.75 0.76 0.69 

(0.49-0.86) (0.57-1.03) (0.58-1.05) (0.57-1.02) (0.56-0.98)  (0.5-0.74) (0.61-0.91) (0.61-0.91) (0.62-0.92) (0.57-0.84) 

Living arr.: other 
1.04 1.18 1.22 1.16 1.15 0.94 1.1 1.11 1.11 1.03 

(0.74-1.47) (0.83-1.68) (0.85-1.74) (0.82-1.64) (0.82-1.63) (0.74-1.19)  (0.86-1.4) (0.87-1.42) (0.87-1.41)  (0.81-1.3) 

Diagnosed Hepatitis C 
              1.15     

              (0.99-1.32)     



OMT medication: 

buprenorphine 

1.22 1.19 1.19    1.30 1.24 1.26 1.26 1.30 

(1.06-1.41) (1.03-1.38) (1.03-1.38)    (1.17-1.44) (1.12-1.38)  (1.13-1.4)  (1.13-1.4) (1.17-1.44) 

Prescribing doc.: GP 
  1.29 1.32       1.14 1.15     

  (1.06-1.56) (1.09-1.61)       (0.99-1.31) (1.01-1.32)     

Prescribing doc.: 

other 
 1.42 1.34     1.12 1.15   

  (0.85-2.3) (0.81-2.19)     (0.82-1.54) (0.84-1.58)   

Prescribed Benzo.: 

yes 

    0.86       0.88 0.85     

    (0.71-1.05)       (0.76-1.01) (0.74-0.98)     

Nr. of supervised 

intakes pr. week 
 1.14 1.15 1.15 1.15  1.12 1.12 1.12 1.17 

  (1.1-1.19)  (1.1-1.19) (1.11-1.19) (1.11-1.19)  (1.09-1.15) (1.09-1.15) (1.09-1.15)  (1.14-1.2) 

Depression: yes 
  1.37 1.37 1.36 1.39   1.32 1.34 1.28 1.32 

  (1.16-1.63) (1.15-1.62)  (1.15-1.6) (1.18-1.64)    (1.16-1.5) (1.18-1.52) (1.13-1.45) (1.17-1.49) 

Severe delusion/ 

hallucination: yes 
        0.88   

        (0.72-1.07)   

Alcohol use to 

intoxication: yes 

1.15         1.04         

(0.94-1.39)         (0.91-1.19)         

Benzodiazepine use: 

yes 

1.03      1.01  1.11  1.08 

(0.86-1.23)      (0.88-1.16)   (0.95-1.3)  (0.95-1.24) 

Cannabis use: yes 
0.83         0.89         

(0.71-0.98)         (0.78-1.01)         

Opioid use: yes 
1.02      1.02  0.92   

(0.84-1.23)      (0.89-1.18)  (0.79-1.06)   

Stimulant use: yes 
1.67 1.57 1.56 1.56 1.58 1.76 1.68 1.69 1.67 1.65 

(1.4-2) (1.31-1.88)  (1.3-1.87) (1.32-1.84) (1.34-1.86) (1.54-2.01) (1.46-1.92) (1.47-1.94) (1.46-1.92) (1.44-1.88) 

Daily functioning due 

to drug use: medium 

1.12 1.21 1.2    1.13 1.22 1.21 1.23 1.3 

(0.92-1.37)  (0.97-1.5)  (0.97-1.5)    (0.97-1.31) (1.05-1.43) (1.03-1.42) (1.05-1.43) (1.12-1.49) 

Daily functioning due 

to drug use: low 

1.41 1.65 1.62     1.56 1.88 1.86 1.88 1.95 

 (1.1-1.81) (1.25-2.17) (1.23-2.15)      (1.3-1.88)  (1.53-2.3) (1.51-2.29) (1.54-2.31) (1.64-2.31) 

Frequency of drug 

use: some use 
 0.83 0.84     0.93 0.9 0.93  

 (0.66-1.05) (0.66-1.06)     (0.79-1.11) (0.75-1.07) (0.79-1.11)  

Frequency of drug 

use: used regularly 

  0.58 0.58       0.59 0.56 0.59   

  (0.43-0.77) (0.44-0.78)       (0.48-0.72)  (0.45-0.7) (0.48-0.72)   

Drug use: yes 
2.72 2.36 2.38 2.29 2.34 2.1 1.84 1.85 1.83   

(2.17-3.42) (1.87-3.00) (1.88-3.03) (1.83-2.88) (1.87-2.93) (1.78-2.48) (1.55-2.19)  (1.55-2.2) (1.54-2.17)   

Drug overdose: yes  2.53 2.42 2.59    2.53 2.52 2.37  

  (1.91-3.35) (1.84-3.18) (1.97-3.38)     (2.07-3.09) (2.07-3.09) (1.96-2.87)   

Attempted suicide: 

yes 

  0.86         0.79 0.83     

  (0.62-1.19)         (0.64-0.98) (0.67-1.04)     

 


