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Abstract

During Run-3, the LHC is preparing to deliver instantaneous luminosity in the range from 5 x 1034

cm−2s−1 to 7.5 x 1034 cm−2s−1. To ensure stable data taking, providing redundant information
for robust muon triggering, reconstruction and identification, the CMS RPC collaboration has used
the opportunity given by the LHC long shutdown 2 (LS2), to perform a series of maintenance and
preparation activities for the new data taking period. The overall performance of the RPC system after
the LS2 commissioning period and the activities in preparation for future data taking will be presented.
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1. Introduction

The Compact Muon Solenoid (CMS) experiment [1] utilizes
four different gaseous detector technologies to build its power-
ful Muon system [2] focused on delivering muon triggering and
identification, as well as charge and transverse momentum mea-
surement. Drift tubes (DT) are used in the central barrel region,
covering pseudo-rapidity (|η| < 1.2), cathode strip chambers
(CSC) constitute the endcap region (1.2 < |η| < 2.4), resis-
tive plate chambers (RPC) are used in both regions, covering
pseudo-rapidity up to (|η| < 1.9), and a new type of detector,
the gas electron multiplier (GEM), installed in the endcap dur-
ing LS2, covers the region (1.5 < |η| < 2.2).

The CMS RPC system is composed in total of 1056 double-
gap chambers. Each chamber consists of 2 or 3 double gaps
with 2 mm gas gap width each and a copper strip readout plane
located between the top and the bottom single gaps [2]. High
voltage (HV) is applied to the graphite electrodes, coated on
High Pressure Laminate (HPL), called bakelite, with bulk re-
sistivity in the range of 1–6 ×1010 Ωcm.

The RPC are operated in avalanche mode with a 3-gas-
component mixture of 95.2% Freon (C2H2F4), to enhance
the ionization caused by incident particles, 4.5% Isobutane
(iC4H10), used as a quencher gas to reduce the streamer for-
mation and 0.3% S F6 to clean the signal, controlling the sec-
ondary ionization. The barrel region of the CMS RPC system
is divided into 5 separate wheels (named W0, W±1 and W±2),
while a total number of 4 stations (named RE±1, RE±2, RE±3,
RE±4) construct the endcap region [2]. Each barrel wheel is
divided into 12 sectors in azimuthal angle ϕ while every endcap
station into 36 sectors. The CMS RPC are used mainly as trig-
gering detectors, given their designed and calibrated excellent
time resolution of < 2 ns and lower absolute number of adjacent
fired strips in a single muon hit, called cluster size, below 3.

In the periods of LHC data taking from 2010 to 2018 (Run-
1 and Run-2), the CMS detector recorded ∼185 fb−1 and the
RPC system contributed efficiently with its stable performance
during the entire period.

2. CMS RPC Activities in LS2

The CMS experiment had a very intensive upgrade and main-
tenance program during the 3-years-long LS2 period (2019–
2021). The CMS RPC group also used this opportunity to per-
form a series of activities, to assure solid detector performance
able to provide redundant information for robust muon trigger-
ing, reconstruction and identification, ensuring stable data tak-
ing for Run-3 [3].

One of the important RPC LS2 interventions was the extrac-
tion of 72 super modules (SM) from the RE4 stations at both
endcaps, to allow the CSC electronics refurbishment on ME4/1
chambers. All dismounted RE4 super modules were brought
to a dedicated new laboratory with controlled environmental
conditions, built on the surface. Once powered back on, RE4
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currents were found to be higher than their last Run-2 opera-
tional values, which required long recovery conditioning. Af-
ter staying powered at nominal voltages and with the standard
RPC gas mixture flushed for four weeks, the dark currents de-
creased to their expected values. All necessary reparation and
re-validation was done in the laboratory, including replacing all
problematic chambers with spare ones, before reinstalling the
super modules back into the CMS detector.

An extensive HV and low voltage (LV) maintenance cam-
paign was another key activity performed by the RPC group,
aiming to keep the good and stable performance of the system.
The goal of the HV maintenance was to identify and fix in the
best feasible way all problematic channels and parts of the HV
power system. A total number of 65 HV channel repairs were
performed and as a result, an increase of ∼ 6 % in the RPC
system average efficiency, obtained during the system commis-
sioning at the end of 2021 cosmics data with respect to 2018
cosmics data, was observed, as shown in Fig. 1. This improve-
ment in the system performance was achieved due to the recov-
ery of HV lines and the change of detector operation mode from
a single-gap to a double-gap one for numerous chambers.

Figure 1: RPC Barrel efficiency comparison between cosmic runs taken in 2018
(Red) and 2021 (Blue).

The LV maintenance aimed at ensuring precise functionality
of the LV power boards, flawless operation along the commu-
nication buses, as well as proper operation and configuration
of the on-detector electronics, including the Front-end Boards
(FEBs) and the LV distribution boards (LVDB). The RPC LV
campaign resulted in fixing a total number of 12 LV problems.

The RPC gas system consolidation had highest priority
among all RPC LS2 activities. As the standard gas mixture
is composed mainly of fluorine composed gases (F-gases) with
high global warming potential (GWP), the aim of this consol-
idation campaign was to minimize the environmental impact
of the RPC gas system emissions. This was achieved by min-
imizing the leaks and implementing a newly developed freon
recuperation system prototype.

Figure 2 shows the distribution of the gas leak repairs and
the number of leaks in all five barrel wheels as of June 2022. A
total number of 122 gas leaks due to cracked or broken pipes are
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identified in the Barrel RPC chambers during the entire 3-years-
long LS2 period. Out of those, 43 chambers are successfully
repaired and turned back to normal operation mode, including
17 not working during Run-2 chambers. 77 out of the remaining
79 leaking chambers are disconnected from the gas distribution
system.

As of June 2022 there is a total number of 108 disconnected
chambers in the barrel - 14 non-recoverable leaks, 63 opera-
tional leaking chambers and 31 operational non-leaking cham-
bers, sharing gas channels with leaky chambers. The large num-
ber of 94 operational disconnected chambers that makes ∼ 8.9
% of the RPC system is due to compliance with the CMS gas
leak reduction policy of disconnecting of all leaky chambers,
even if properly operational.

Figure 2: Distribution of leaking and recovered gas channels per wheel - repre-
senting the system in June 2022: 122 gas leaks out of which 14 non-recoverable
leaks, 63 disconnected operational leaking chambers, 2 leaking chambers still
connected and 43 leak repaired cases.

Another major gas system activity was the testing of a freon
recuperation prototype connected to the CMS RPC gas sys-
tem exhaust. CERN EP-DT gas team is finalizing the R&D
on the first C2H2F4 recuperation system which manifests 80%
efficiency. To minimize chamber pressure variations, consid-
ered to be a possible source of new leaks, automatic regulation
valves on pre-distribution racks in the underground service cav-
ern were installed in November 2021 (for the barrel) and Jan-
uary 2022 (for the endcap). They have been properly operating
since then. To restore the gas in the exhaust line and to keep the
amount of fresh gas added to the system at a minimum, the RPC
group is following the policy to turn off all remaining leaking
chambers that were not possible to be repaired, as well as dis-
connect all conceivably new developed leaks. The recuperation
system is expected to be ready and operational by the start of
2023.

3. CMS RPC performance in early Run-3 collisions

In the beginning of Run-3, LHC reached the 13.6 TeV record
value of the center-of-mass energy in proton-proton collisions.
After finishing successfully its intensive upgrade and mainte-
nance program, the CMS experiment has started the new data
taking period with flawless and stable performance, ready to
collect good quality data on all possible new phenomena.

The CMS RPC system performance has been closely moni-
tored and a comparison on the main RPC detector working pa-
rameters has been carried out, based on 2018 and 2022 proton-
proton collisions, to validate how the system operates after all
LS2 interventions. Figure 3 shows the RPC overall efficiency
distribution in the barrel (a) and the endcap (b) regions. The
RPC hit efficiency is obtained using the segment extrapolation
method [4], where the RPC efficiency is calculated as the ratio
between the number of detected and the number of expected
hits. Segments (DT in the barrel and CSC in the endcap) that
belong to a standalone muon track with timing corresponding
to RPC readout bunch crossing (BX) windows are selected and
extrapolated to the plane of a given RPC. The detector unit is
considered efficient if an RPC reconstructed hit is found within
± 2 strips from the position extrapolated from the DT or CSC
segment.

(a)

(b)

Figure 3: RPC overall efficiency distribution comparison for the barrel (a) and
the endcap (b), obtained using 2018 and 2022 proton-proton collisions data.

To estimate the performance of the RPC system configura-
tion during the data taking both in 2018 and 2022, all RPC
chambers with known hardware problems or switched off due to
the CMS gas leak reduction policy are excluded. The underflow
entries are coming from detector units with efficiency lower
than 70%, caused by known hardware problems, e.g. chambers
working in single gap operation mode. The numbers given on
the plots show the average efficiency for the well performing, as
well as the fraction of the problematic RPC detector units. The
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RPC efficiency measured in 2018 and 2022 is comparable (∼
95 %) and in agreement with the expectations. The pronounced
decrease of the fraction of detector units operating at lower effi-
ciency demonstrates the success of the HV, LV and gas repairs
during the long maintenance period in LS2.

Another important RPC working parameter is depicted in
Fig. 4. Here the 2018 and 2022 proton–proton collision data
is used to show the comparison of the cluster size distribution
of RPC hits associated with muons in the barrel (a) and the end-
cap (b). The RPC mean cluster size measured in 2018 and 2022
is below 2, which is comparable and in agreement with the ex-
pectations.

(a)

(b)

Figure 4: Cluster size distribution of RPC hits associated with muons in the
barrel (a) and the endcap (b), based on data taken during 2018 and 2022 proton-
proton collisions.

4. Conclusion

The CMS RPC system kept stable performance during the
entire Run-1 and Run-2 data taking (∼185 fb−1). To ensure the
optimal operation during Run-3, the RPC group used the LS2
period to undergo a massive maintenance campaign to repair
gas leaks, HV and LV issues. Additional effort was made to
minimize the environmental impact of the RPC gas system by
disconnecting all remaining leaking chambers from the gas dis-
tribution and performing intensive tests on validating the design
and performance of the new C2H2F4 recuperation system. 2022

data show stable performance of the RPC system with average
efficiency of ∼ 95% and average cluster size below 2. Results
obtained from the early Run-3 data analysis confirm the success
and importance of all activities performed during LS2 to bring
the RPC system to optimal and smooth operation.
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