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The Colorado Richly Annotated Full Text
(CRAFT) Corpus: Multi-Model Annotation In
The Biomedical Domain

K. Bretonnel Cohen, Karin Verspoor, Karën Fort, Christopher Funk, Michael Bada,

Martha Palmer, Lawrence E. Hunter

1 Motivation For The Work

A major question in linguistics is whether theoretical accounts of the general lan-

guage work for specific domains. Similarly, in natural language processing, it is

clear that general-domain solutions often fail when applied to specialized domains.

One such specialized domain, which is increasingly seen as crucial to understanding

human biology and disease, is the biomedical domain. For this reason, biomedical

corpus construction has been an area of considerable activity in recent years—for

example, just in the past five years: (ordered by year of publication and then by first

author’s last name), [34, 63, 79, 93, 1, 33, 40, 59, 76, 72, 54, 94, 22, 32, 64, 75, 77,

96, 3, 4, 10, 17, 19, 46, 52, 67, 68, 74, 99, 7, 20, 23, 21, 28, 69, 16, 58, 57, 80, 82,

81, 95, 83, 89].

Historically, the great majority of work in biomedical natural language process-

ing has been done using abstracts of journal articles. In contrast, the Colorado Richly

Annotated Full Text (CRAFT) corpus consists entirely of full-text journal articles.

The primary motivation for the annotation project was the accumulating body of

evidence indicating that the bodies of journal articles contain much information that

is not present in the abstracts, and that the textual and structural characteristics of

article bodies are different from those of abstracts [8, 26, 90, 84, 18, 2, 48, 51, 13].

When we began the project, there was no large resource of full-text journal arti-

cles for system building or evaluation; other than the CRAFT corpus, this continues

to be the case. Earlier projects on full-text biomedical journal articles are typically

not manually annotated, and none of them that we are aware of have annotation of

linguistic structure.

Kevin Bretonnel Cohen

Computational Bioscience Program, University of Colorado School of Medicine (Cohen,

Funk, Bada, Hunter), Department of Linguistics, University of Colorado at Boulder (Cohen,

Palmer), University of Melbourne (Verspoor), and University of Paris-Sorbonne (Fort) e-mail:

kevin.cohen@gmail.com

1



2 Authors Suppressed Due to Excessive Length

For these reasons, we sought and received funding to annotate a corpus of com-

plete journal articles. The motivation for the annotation schema, particularly the

named entity annotation schema, was that although there is a large number of broad

semantic classes of named entities that are of interest to biomedical natural language

processing consumers, most work on named entity recognition in the biomedical do-

main had focussed on genes and gene products only. We hoped to enable research

on other broad semantic classes of named entities by increasing the scope of the

annotation project considerably, compared to previous work.

Returning to the subject of funding, the process of obtaining it was somewhat

circuitous and ultimately somewhat surprising. We initially submitted a proposal re-

lated to natural language processing applied to full-text journal articles; it contained

a large annotation component (about half of the budget), since there was no exist-

ing data set that our work could be evaluated on. The National Institutes of Health

funded the project under the R01 funding mechanism, but declined to fund the por-

tion of the budget that would have paid for the annotation work, on the grounds that

data preparation was not research (NIH’s view, not the authors’—see, for example,

[9, 86, 100, 37, 29, 24, 38, 66, 47]). We were encouraged to apply for a resource

development grant, and that was funded, for about the same amount of the bud-

get as had been refused on the original R01 application. This was an unexpectedly

happy outcome, but unfortunately, the National Institutes of Health no longer offer

the resource development funding mechanism, and it seems unlikely that other an-

notation groups will be funded for similar projects. The situation might be different

for clinical data.

2 Annotation Scheme

The development of CRAFT was characterized by what [88] has described as a

“multi-model” annotation task. [24] characterizes these as separate Elementary An-

notation Tasks (EAT). In a multi-model task, there are separate models for highly

disparate elements of the task. In the typical case, there is a linguistic annotation task

and corresponding model, and what [88] has characterized as a “light” annotation

task, in which domain experts carry out annotation that requires domain expertise

but does not require any knowledge of linguistics1. In the case of CRAFT, the two

models were linguistic and named-entity-related—neither was “light.”

The named entity annotation of the CRAFT corpus had the goal of annotating

textual references to all, and to only, terms from a realist ontology [27, 85]. Seven

different ontologies were used, containing more than 100,000 concepts. The task has

some commonalities with the ACE [53] corpora—both annotation efforts begin with

an external model of the world. It differs in that the ACE annotation uses on the order

1 When we mention linguistic annotation, we mean part of speech, syntactic, structural (e.g. sen-

tence boundaries and tokenization) and coreference annotation. This is contrasted with named en-

tity annotation, referred to more broadly as ‘semantic’ annotation when we refer to broad semantic

categories, such as Sequence Ontology concepts or NCBI Taxonomy entities.
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of tens of semantic classes of entities. Like WordNet—another large, hierarchically-

structured vocabulary (see, for example, [39] for an in-depth discussion of compo-

sitionality in WordNet)—realist ontologies may contain many concepts that cannot

be expressed in a single word (e.g. GO:0032332 positive regulation of chondrocyte

differentiation), as well as many terms that contain other terms (for example, chon-

drocyte differentiation is also a term in the ontology), making recognizing those

concepts in text somewhat different from recognizing a word in English text and

more like recognizing MUC-style named entities [30, 11] due to the boundary and

overlapping mentions issues [36, 24]. The design of the named entity annotation

schema and process was broadly similar to other annotation projects. Contrary to

the approach used in the linguistic annotation, there was no facility for an annota-

tor to formally mark instances about which they had questions or that needed to be

returned to; these were instead handled by a formal weekly discussion process.

The potential uses of the annotation project were broadly construed to be appli-

cations in natural language processing and in theoretical linguistics. These potential

uses of the annotations did not particularly influence the development of the struc-

tural annotation guidelines, which were mostly adapted from other projects. How-

ever, specific considerations of biomedical use cases did influence the development

of the named entity annotation model and guidelines quite a bit. In particular, in

the biomedical community, there is an enormous need to not just be able to rec-

ognize strings in text that represent some broad semantic class, but to be able to

map those strings in text to specific entries in a database or concepts in an ontology

or controlled vocabulary. Thus, our annotation model and guidelines were heavily

focussed on this “normalization” issue [55, 56, 49].

The selection of annotation guidelines for the coreference annotation was overtly

political, in that a deliberate choice was made to align with the guidelines of some

other project, rather than creating new guidelines. After considering a number of sets

of guidelines, the OntoNotes guidelines created by BBN [71, 70] were adopted, with

minor changes and additions that did not affect compatibility with the OntoNotes

data. [14] describes the reasoning behind the choice of the OntoNotes guidelines.

Development of the annotation schema affected the development of linguistic

knowledge only in very small ways, specifically with respect to the types of mor-

phosyntactic entities that were represented. Minor additions to the Penn Treebank

guidelines [50] had to be made in order to account for predicators that are repre-

sented in biomedical text but not in the materials of the Penn Treebank. They are

described in [98]. The model for the linguistic annotation was not substantially dif-

ferent from typical treebanking efforts and will not be described in much further

detail, beyond noting that a small number of additional phrasal categories needed to

be added, as well as some changes to our conception of how to represent formulae

(see [98] for details).

The model for the named entity annotation was as follows. Following [73], we

consider an annotation model as a triple M = T,R,I, where

• M = Model

• T = Vocabulary of terms

• R = Relation between terms
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• I = Interpretation of terms

Then,

T = {Concept, Gene Ontology concept, Cell Type Ontology concept, ChEBI concept,

NCBI Taxonomy concept, Protein Ontology concept, Sequence Ontology concept,

Entrez Gene entry}
R = {Concept ::= Gene Ontology concept, Cell Type Ontology concept, ChEBI concept,

NCBI Taxonomy concept, Entrez Gene entry}
I = {Gene Ontology concept = “list of all concepts in the Gene Ontology;” sim-

ilarly, for the other ontologies and vocabularies.}

2.1 Materials

2.1.1 Sampling

The sampling method was based on the goal of ensuring biological relevance. In

particular, the sample population was all journal articles that had been used by the

Mouse Genome Informatics group as evidence for at least one Gene Ontology or

Mouse Phenotype Ontology “annotation,” in the sense in which that term is used

in the model organism database community. In the model organism database com-

munity, it refers to the process of mapping genes or gene products to concepts in an

ontology, e.g. of biological processes or molecular functions—see [12] for the inter-

acting roles of model organism database curation and natural language processing.

2.1.2 Inclusion criteria

The inclusion criteria were that an article had to have been used as evidence for

at least one Gene Ontology annotation, had to be available with an open access

license (which is crucial to being able to distribute the data [25]), and had to be

available in the PubMed Central XML format (which is crucial to it being amenable

to annotation). 97 documents in the sample population met these criteria.

2.1.3 Exclusion criteria

There were no exclusion criteria, other than failure to meet the inclusion criteria.

All documents that met the inclusion criteria were included in the corpus.

2.1.4 Balance and representativeness

The resulting document collection is probably not balanced, as there was not a large

enough set of documents meeting the inclusion criteria to apply any principled ap-
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proach to the selection of contents. On the other hand, it probably is representa-

tive of the domain, in that a broad variety of topics within the very broad field of

mouse genomics are represented—development, physiology, genetics, disease, etc.

The representativeness of CRAFT is further supported by the low Kullback-Leibler

divergence between CRAFT and other biomedical corpora, as calculated from lex-

ical distributions [97]. The lexical distributions generally follow the patterns that

would be expected in a sublanguage corpus [92].

3 Physical Representation

The annotated data was generated with a variety of tools, some of which were used

for the linguistic annotation and some of which were used for the named entity

annotation.

The linguistic annotation is represented in the widely known Penn Treebank for-

mat [50], with the addition of a small number of tags and phrasal categories to

accommodate the idiosyncrasies of the domain (see above). This representation was

chosen due to its wide familiarity to the corpus linguistics and natural language

processing communities.

The primary representation for the named entity annotation is the Knowtator for-

mat [61, 62]. This representation was chosen because the Knowtator annotation

tool is optimized for use in annotation with ontologies as elements of the annotation

model, and the annotation effort involved ontologies of the biomedical domain quite

heavily.

Disadvantages of this representation are that it is unfamiliar to the community

and difficult to manipulate computationally. For that reason, the primary represen-

tation was converted to a number of other formats, including GENIA-style XML

[43, 65, 44, 91] and brat [87]. (One early adopter of the corpus did not like any

of these representations and converted the annotations to a set of tab-separated val-

ues.) More recently, CRAFT has been integrated into the PubAnnotation project

[45, 42, 41] and converted to the JSON-LD format (Sampo Pyysalo, personal com-

munication).

4 Annotation Process

The annotation process was quite different for the linguistic annotation, named en-

tity annotation, and coreference annotation.

The linguistic annotation was done by linguists–typically graduate students. It

was carried out using conventional, broadly accepted methodologies, such as were

used in the creation of the Penn Treebank [50]. Annotators were trained until they

could achieve about 80% inter-annotator agreement on previously annotated mate-

rials. (Inter-annotator agreement was calculated as F-measure, using the precision
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and recall values from the evalb bracket scoring program with a modified version

of the Collins parameter file.) They then participated in double-blind annotation by

multiple annotators, with resolution of disagreements by a senior annotator. Materi-

als were pre-tagged with lexical categories (using the GENIA parser) and syntactic

structure (using the OpenNLP parser), and these automatic annotations were re-

viewed and corrected by the human annotators.

The named entity annotation was done by PhD students and PhDs in the biolog-

ical sciences. It was carried out in a single-blind fashion, with checking by a senior

annotator. Inter-annotator agreement numbers that are reported were calculated as

F1 between the blind annotator and the senior annotator’s corrections. There was

limited automatic pre-annotation, done by string-matching for some of the ontolo-

gies.

The coreference annotation was done by a combination of linguistics graduate

students and biological science graduate students, with resolution of disagreements

by a linguist. We did not note any obvious differences in performance between the

linguists and biologists, although we did not look for such differences closely. Be-

cause the coreference annotation was being done at the same time as the syntactic

annotations, annotators did not have access to gold-standard syntactic structures

to use in the annotation process. In retrospect, we should probably have used an

automatic chunker before the coreference annotation, as this probably would have

increased our inter-annotator agreement, even if imperfect [35].

5 Evaluation/Quality Control

The main mechanisms for quality control in CRAFT were monitoring inter-annotator

agreement [5], and in the case of the linguistic annotations, double-blind annotation

with resolution of inter-annotator disagreements.

In the case of the named entity annotations, inter-annotator agreement was mea-

sured approximately weekly. As described above, the majority of the named entity

annotation was single-blind annotation with correction by the lead annotator, so

inter-annotator agreement is actually correctness of the initial annotator as judged

by the lead annotator. The inter-annotator agreement statistics are broken down by

broad semantic category in Figures 1 and 2. As can be seen, the inter-annotator

agreement fluctuates wildly, but converges toward a high value fairly quickly. This

is consistent with the annotator learning curve described in [50] for the Penn Tree-

bank.

As an additional quality control check for the syntactic annotations, the Cor-

pusSearch tool was used to validate the tree banking. About 150 CorpusSearch

queries were written to search for a variety of common error types, such as phrasal/part

of speech mismatches (e.g. a phrase marked as a prepositional phrase that does not

actually have a preposition).

Despite the syntactic quality control efforts, some bugs seem to have snuck

through in the format, since we have not been able to run the tprep program suc-
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Fig. 1 Change in inter-annotator agreement over time for the ChEBI, Gene Ontology biological

process and molecular function, and Gene Ontology cellular component ontologies. The y axis is

inter-annotator agreement and the x axis is cumulative weeks of effort on the project. Figure from

[6].

Fig. 2 Change in inter-annotator agreement over time for the Sequence Ontology, Cell Line On-

tology, and NCBI Taxonomy. The y axis is inter-annotator agreement and the x axis is cumulative

weeks of effort on the project. Figure from [6].

Annotator-Annotator agreement Annotator-Gold agreement

A1-A2 A1-A3 A2-A3 A1 A2 A3

Precision 90.58 90.18 90.13 94.98 94.58 94.39

Recall 91.02 92.31 89.39 95.92 94.98 93.16

Table 1 Inter-annotator agreement and annotator-gold standard agreement for the syntactic anno-

tation. Adapted from [98].

cessfully on the data, rendering it inaccessible to syntactic search tools like tgrep.

We had similar problems trying to map the syntactic annotations to JSON, and were

able to isolate them to specific files. The syntactic annotation for the majority of the

files is searchable through the PubAnnotation SPARQL interface.

Finally, quality was assessed by attempting to train machine learning models

on the corpus. It was found that high-performing models could be trained on the

linguistic annotations, although much of the named entity annotation was too sparse

to allow for training a good model [98]. This is consistent with high quality for the

linguistic annotations [73].
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6 Some characteristics of the corpus and of the task

An initial assumption in the design of the named entity annotation was that there

would be serious issues related to the length of terms in the ontologies (as mea-

sured in words). A post hoc analysis of the ontologies and the annotations showed

that while there is some variability both in the lengths of the terms of the concepts

from the ontologies that the annotators actually annotated and the corresponding

text spans in the corpus (see Figure 3), on the whole both the terms in the ontolo-

gies and the corresponding text spans were relatively short. The terms associated

with the concepts in the ontologies that we actually annotated had a mean length

of 2.4 words and median length of 2.0 words, with a standard deviation of 1.34

words. The corresponding text spans that the annotators selected had a mean length

of 2.0 words, median length of 1.0 word, and a standard deviation of 1.52 words.

The means were statistically significantly different by two-tailed t-test, p-value <

2.2e-16.

Fig. 3 Length of annotated text span, in words, over corresponding term length in the ontologies

and controlled vocabularies, in words. A data point at 10 on the x axis and 1 on the y axis means

that a 10-word term in some ontology corresponded to a 1-word span in the corpus. All ontologies

and vocabularies are combined in this figure. The R jitter() function is used to reduce data

points overlaying each other.

[24] proposes a model for evaluating the complexity of manual annotation tasks.

It considers a project in relation to the levels of discrimination (identification) of

the elements to annotate, boundary delimitation, expressiveness of the annotation

language, tagset dimension, degree of ambiguity, and context. The CRAFT named
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entity annotation task is an interesting case study for the model. Comparing the

CRAFT task to another named entity annotation task, the Quæro structured named

entities annotation task [31], CRAFT varies quite a bit on several complexity dimen-

sions, even without performing the full calculation of the complexity dimensions.

The most obvious dimension of contrast is the tagset dimension measure. For

CRAFT, it clearly gets a score of 1.0 (on a scale of 0.0 to 1.0), whereas the Quæro

task has a score of only 0.34, due to the much smaller tagset. Also, the context that

must be taken into account was much larger in CRAFT, as the annotators sometimes

needed to read the whole text to be able to perform the task (1.0 complexity as com-

pared to 0.75 in Quæro). Both projects used a type language, so the expressiveness is

the same (0.25). The ambiguity of the CRAFT project cannot be evaluated without

more complex calculations, as there were no traces left by the annotators when they

had questions. Finally, as some entities were pre-annotated, the discrimination and

delimitation dimensions should be somewhat less complex, as the Quæro corpus

was not pre-annotated.

Overall, this rough analysis using the model described in [24], comparing the

CRAFT project and a similar project, helps to elucidate the task in terms of factors

that contribute to its complexity: a hugely complex tagset, a large context to take into

account, and the utility of explicit ambiguity traces. Using this model beforehand,

at the onset of the annotation campaign, could have helped to highlight those issues,

and design the task a bit differently. For example, an analysis of the complexity of

the task suggests that it might be helpful to simplify the tagset or to allow annotators

to use a parent node.

7 Usage

The annotated corpus is available under a very permissive Creative Commons At-

tribution 3.0 (CC BY) license, on the SourceForge web site. It is freely available to

any user. The initial release comprised 70% of the data. The rest has been held out

for use in shared tasks and will be released in two increments of 15%.

So far, the data has been used for named entity recognition projects. The Cocoa

system [78] appears to have been evaluated against the CRAFT Entrez Gene, Pro-

tein Ontology, and Sequence Ontology annotations. The BeCAS system [60] was

evaluated on all of the broad semantic classes in CRAFT. It is not known how much

contribution the linguistic annotation makes to machine learning for these named en-

tity recognition tasks, as no ablation experiments have addressed this question thus

far. The data has also been incorporated into the PubAnnotation project [45, 42, 41].
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8 Discussion and conclusions

Our experience with building the CRAFT corpus suggests that multi-model annota-

tion task definitions can scale to large projects. The heuristic of “always giving the

annotators a way out” (Martha Palmer, personal correspondence) was valuable in

the linguistic annotation work.

Four years after the publication of the first paper on CRAFT, the reference on-

tologies that constituted the interpretation in the named entity annotation model

have changed, as they constantly do. This is not fatal to the utility of the corpus,

as the versions of the ontologies that we used are easily available through their

archiving systems. The basic structure of the concept normalization task that the

annotations were meant to support does not change, nor does the basic structure of

the ontologies. However, our experience with another resource that we prepared for

evaluating concept normalization systems [15] suggests that users will want to see

updated annotations, and we are actively engaged in that task. It remains to be seen

if continuing to do this without explicit funding for maintenance is a sustainable

model.
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