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December 3, 20043

Abstract4

A new version of the Community Climate System Model (CCSM) has5

been developed and released to the climate community. CCSM3 is a cou-6

pled climate model with components representing the atmosphere, ocean,7

sea ice, and land surface connected by a flux coupler. CCSM3 is designed8

to produce realistic simulations over a wide range of spatial resolutions,9

enabling inexpensive simulations lasting several millenia or detailed stud-10

ies of continental-scale climate change. This paper will show results from11

the configuration used for climate-change simulations with a T85 grid for12

atmosphere and land and a 1-degree grid for ocean and sea-ice. The new13

system incorporates several significant improvements in the scientific for-14

mulation. The enhancements in the model physics are designed to reduce15

or eliminate several systematic biases in the mean climate produced by16

previous editions of CCSM. These include new treatments of cloud pro-17

cesses, aerosol radiative forcing, land-atmosphere fluxes, ocean mixed-18

layer processes, and sea-ice dynamics. There are significant improve-19

ments in the sea-ice thickness, polar radiation budgets, equatorial sea-20

surface temperatures, ocean currents, cloud radiative effects, and ENSO21

teleconnections. CCSM3 can produce stable climate simulations of mil-22

lenial duration without ad hoc adjustments to the fluxes exchanged among23

✠
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the component models. Nonetheless, there are still systematic biases in24

the ocean-atmosphere fluxes in western coastal regions, the spectrum of25

ENSO variability, the spatial distribution of precipitation in the Pacific26

and Indian Oceans, and the continental precipitation and surface air tem-27

peratures. We conclude with the prospects for extending CCSM to a more28

comprehensive model of the Earth’s climate system.29

1. Introduction30

The Community Climate System Model (CCSM) is a coupled model for simulating31

past, present, and future climates. In its present form, CCSM consists of four compo-32

nents for the atmosphere, ocean, cryosphere and land surface linked through a coupler33

that exchanges fluxes and state information among these components. It is developed34

and used by an international community of students and scientists from universities,35

national laboratories, and other institutions. Applications include studies of interan-36

nual and interdacadal variability, simulations of paleoclimate regimes, and projections37

of future anthropogenic climate change for international assessments. The most recent38

version, CCSM3, has been released to the climate community on 23 June, 2004. This39

paper describes some of the most important advances in model physics and dynamics,40

improvements in the simulated climate, and remaining scientific challenges for future41

development of CCSM.42

CCSM3 is the third generation in an ongoing series of coupled models developed43

through international collaboration. The first generation, the Climate System Model44

version 1 (CSM-1), was released in 1996 (Boville and Gent 1998). This model was45

noteworthy since it did not require adjustments to the fluxes exchanged among the46

physical components in order to simulate stable, relatively drift-free climates. The47

second generation, the Community Climate System Model version 2 (CCSM2), was48

released in 2002 (Kiehl and Gent 2003). The climate simulated with CCSM2 exhib-49

ited several improvements over the climate generated from CSM1. The new model50

produced better simulations of extratropical sea surface temperatures, better tropical51

variability, and more realistic land surface temperatures. However, several important52

deficiencies prompted a new cycle of development that has resulted in CCSM3. The53

main model biases in CCSM2 include a double ITCZ and extended cold tongue; overes-54

timation of winter land surface temperatures; underestimation of of tropical tropopause55

temperatures; erroneous cloud response to SST changes;errors in the east Pacific sur-56

face energy budget; and underestimation of tropical variability. As we will show, the57

new model has reduced or eliminated some of these biases.58

This overview and the subsequent papers will focus on a configuration of CCSM59

with atmosphere and land models on Eulerian spatial grids T85 spectral truncation and60

ocean and sea-ice models with 1-degree lateral resolution at the equator (Appendix A),61

This configuration has been applied to simulations for international climate-change as-62

sessments. Lower-resolution versions of CCSM have been developed for applications63

including rapid scientific development, simulations of biogeochemical processes re-64

quiring multi-century simulations for equilibration, and studies of deep-time paleocli-65

mate regimes. The sensitivity of the simulated climate to model resolution is discussed66
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in Hack and Etcetera (2004), Yeager et al. (2004), Otto-Bliesner et al. (2004), and67

DeWeaver and Bitz (2004).68

Basic features of the mean climate and its stability are discussed in this paper. De-69

tailed analyses of the variability and transient behavior of the systems are presented in70

Deser et al. (2004), Alexander et al. (2004), Meehl et al. (2004), and Gent et al. (2004).71

Major improvements in the component models are outlined in section 2. Thorough72

descriptions of the enhancements in individual components are given elsewhere in this73

special issue (Collins et al. 2004b; Large et al. 2004, e.g.,). Improvements in the cli-74

mate simulation and reductions in systematic errors relative to CCSM2 are discussed75

in section 3. The stability of the mean climate and analysis of secular trends in climate76

parameters are presented in section 4. Some of the most significant challenges for im-77

proving the simulations in future versions of CCSM are discussed in section 5. Plans78

for further development and extension to coupled chemistry-climate applications are79

presented in section 6.80

2. Overview of CCSM381

The CCSM3.0 system includes new versions of all the component models. The model82

versions are CAM version 3.0 (Collins et al. 2004c,b), CLM version 3.0, CSIM ver-83

sion 5.0 (Briegleb et al. 2004), and POP version 1.4.3. New features in each of these84

components are described below.85

a. Design for multiple resolutions and atmospheric dynamics86

CCSM3 has been designed to produce simulations with reasonable fidelity over a wide87

range of resolutions and with a variety of atmospheric dynamical frameworks. This88

is accomplished by introducing dependence on resolution and dynamics in the time89

step and twelve other adjustable parameters in CAM3 (Collins et al. 2004c). With one90

exception, those parameters affect the physics governing clouds and precipitation in91

the atmosphere.92

The standard version of CAM3 is based upon the Eulerian spectral dynamical core93

with triangular spectral truncation at 31, 42, and 85 wavenumbers. The zonal resolution94

at the equator ranges from 3.75 � to 1.41 � for the T31 and T85 configurations. It is also95

possible to integrate CCSM3 with a finite-volume dynamical core (Lin and Rood 1996,96

1997) at 2 by 2.5-degree resolution, although at present this variant of CCSM3 is an97

experimental version requiring further refinement. The vertical dimension is treated98

using 26 levels with a hybrid coordinate. The land model is integrated on the same99

horizontal grid as the atmosphere, although each grid box is further divided into a100

hierarchy of land units, ground cover, and plant types. There are ten sub-surface soil101

layers in CLM3.102

The ocean model uses a dipole grid with a horizontal resolution of 3 � or 1 � . The103

semi-analytic grids have the first pole located at the true South Pole and the second104

pole located over north America (Smith et al. 1995). The vertical dimension is treated105

using a height ( ✁ ) coordinate with 25 levels extending to 4.75 in the 3-degree version106

and 40 levels extending to 5.37 km in the 1-degree version. The sea-ice model shares107
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the same grid with the ocean model.108

The three standard configurations CAM combine the T31 CAM/CLM with the 3 �109

POP/CSIM, the T42 CAM/CLM with the 1 � POP/CSIM, and the T85 CAM/CLM with110

the 1 � POP/CSIM.111

b. Development the Atmosphere Component112

The new atmospheric model includes significant changes to the dynamics, cloud and113

precipitation processes, radiation processes, and treatments of aerosols. The finite vol-114

ume dynamical core is now included as a standard option for integrating CAM (Boville115

et al. 2004). The tendency equations can be integrated with either process-split or time-116

split formulations of the numerical difference approximations (Williamson 2002). The117

physics of cloud and precipitation processes has been modified extensively (Boville118

and Etcetera 2004). The modifications include separate treatments of liquid and ice119

condensate; advection, detrainment, and sedimentation of cloud condensate; and sep-120

arate treatments of frozen and liquid precipitation. The radiation has been updated121

with a generalized treatment of cloud geometrical overlap (Collins et al. 2001) and122

new treatment of longwave and shortwave interactions with water vapor (Collins et al.123

2002a, 2004a). The prognostic sulfur cycle developed by Barth et al. (2000); Rasch124

et al. (2000) for predicting sulfate aerosols is now a standard option for the model. A125

prescribed distribution of sulfate, soil dust, carbonaceous species, and sea salt based126

upon a three-dimensional assimilation (Collins 2001; Rasch et al. 2001) is used to127

calculate the direct effects of tropospheric aerosols on the heating rates (Collins et al.128

2002b). The corresponding effects of stratospheric volcanic aerosols are parameterized129

following (Ammann et al. 2003).130

c. Development of the Ocean Component131

The new ocean model includes modifications to the boundary layer physics and the132

numerical techniques for solving the barotropic continuity equations. The most sig-133

nificant modification is the inclusion of solar heating by chlorophyll based upon the134

parameterization by Ohlmann (2004). Transmissions vary spatially and are updated135

monthly. In contrast with the spatially uniform transmission factors used in CCSM2.0,136

subtropical oceans far from land are generally more transmissive while mid-latitude,137

coastal, and equatorial oceans are less transmissive. There are also minor modifica-138

tions to the viscosities and diffusivities used in the K-profile parameterization (KPP)139

for vertical ocean mixing. In distinction with previous generations of CCSM, double140

diffusion associated with salt fingering is included by default in CCSM3.0. Air-sea141

exchanges of momentum, sensible heat, and latent heat are computed using the relative142

wind speed equal to the magnitude of the vector difference between the near-surface143

wind and the ocean surface currents. Finally the numerical algorithm for solving the144

barotropic equation has been replaced with a more efficient method to accelerate the145

computational performance of the ocean code.146

4 December 3, 2004



d. Development of the Land Component147

One of the primary objectives of the land developers has been to reduce the positive148

continental temperature biases during boreal winter. Modifications to the relationship149

between snow height and equivalent water depth, which have a significant impact on150

land-surface albedos (Oleson et al. 2003), have been considered but have not been151

adopted in CCSM3. The major change to the formulation of the biogeophysics in-152

creases the sensible and latent heat fluxes over vegetated surfaces. In previous versions153

of CCSM, the turbulent transfer coefficient between soil and the overlying canopy air154

was a constant for dense canopies. The new formulation makes this coefficient de-155

pendent on canopy density characterized by leaf and stem area indices (Oleson et al.156

2004).. The transfer coefficient is used to obtain aerodynamic resistances for heat and157

moisture which are used to compute latent and sensible heat fluxes. Over large areas158

of Eurasia, these changes results in a reduction of the 2-meter air temperature by � ✁✄✂✆☎
159

to �✞✝ K.160

The new land model is based upon a nested subgrid hierarchy of scales representing161

land units, soil or snow columns, and plant functional types (PFTs) (Bonan et al. 2001;162

Oleson et al. 2004). CCSM3.0 includes the effects of competition for water among163

PFTs in its standard configuration.164

e. Development of the Sea-Ice Component165

The CSIM includes modifications to the formulation of ice dynamics, sea-ice albe-166

dos, and exchanges of salt between sea-ice and the surrounding ocean. The horizon-167

tal advection of sea ice is now treated with incremental remapping, a more accurate168

and efficient scheme than that used in previous versions(Libscomb and Hunke 2004).169

The momentum equation has been modified using scaling arguments to better simulate170

marginal ice under free drift (Connolley et al. 2004). The ice albedos have been em-171

pirically adjusted to yield better seasonal cycles of snow cover in the Arctic basin. The172

adjusted albedos are generally lower than the values adopted in CCSM2.0, although173

both sets of albedos are consistent with the ranges of observational estimates. The174

adjustments improve the rapid reduction in surface reflectivity during Arctic spring as-175

sociated with snow melt. Exchange of sea salt with ocean water is included for ice melt,176

net congelation at ice base, net sublimation and condensation, and snow ice formation.177

3. The mean coupled climate178

There have been several significant improvements in the climate produced by CCSM3179

relative to the climate simulated by CCSM2. These improvements are evident in a180

comparison of the control integrations of the two models for present-day conditions.181

In these comparisons, the mean climate produced by CCSM2 is represented by the182

average of years 900 to 1000 of its control simulation. This time period includes the183

interval that Kiehl and Gent (2003) used to describe the climate of CCSM2. For the184

CCSM2 control, the atmosphere and land are run at T42 resolution while the ocean and185

sea-ice are on a 1 � grid. The mean climate produced by CCSM3 is represented by the186

average of years 400 to 500 from a control simulation using the model at its highest187
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standard resolution (Appendix A). This time period is the same interval evaluated by188

Hurrell and Etcetera (2004). The comparison between the two integrations can change189

with time due to the secular trends in both runs (section 4 and Kiehl and Gent (2003)).190

However, the trends are sufficiently small that the major differences in, for example,191

sea-surface temperature are not appreciably affected.192

a. Energy balance at the surface and top of model193

The most significant change in radiation budget of CCSM3 is the disposition of so-194

lar radiation in the atmosphere. The atmosphere in CCSM3 absorbs 7.1 Wm �

✁

more195

shortwave radiation in clear-sky conditions and 7.9 Wm �

✁

more under all-sky con-196

ditions. The increased absorption is caused primarily the introduction of absorbing197

aerosol species (section b) and the updates to the extinction of near-infrared radia-198

tion by water vapor. The new aerosols increase the absorption by 2.8 Wm �

✁

for both199

clear-sky and all-sky conditions. The new treatment of near-infrared extinction by200

H ✁ O increases the clear and all-sky atmospheric atmospheric absorption by 4.0 and201

3.1 Wm �

✁

, respectively. The enhanced absorption reduces the surface insolation by202

an equal amount. As a result, the net surface shortwave flux in CCSM3 is 9 Wm �

✁

203

smaller than that in CCSM2 (Figure 1). The new annual mean insolation of 160 Wm �

✁

Figure 1204

is consistent with several empirical estimates (Kiehl and Trenberth 1997), although it205

is lower than the most recent ISCCP value of 166 Wm �

✁

(Zhang et al. 2004). Some of206

the largest discrepancies between model and ISCCP calculations occur in the tropics,207

where ISCCP overestimates the all-sky downwelling flux by 21 Wm �

✁

compared to208

surface radiometers.209

The fidelity of the shortwave cloud forcing in CCSM3 to estimates from the Earth210

Radiation Budget Experiment (Harrison et al. 1990)1 has improved, especially in the211

storm tracks. CCSM2 underestimated the magnitude of global annual-mean shortwave212

cloud forcing by 5.8 Wm �

✁

, while CCSM3 reproduces the ERBE estimates to within213

0.1 Wm �

✁

. The largest zonal-mean differences occur in the storm tracks at 60N and214

60S and in the tropical ITCZ between 10N and 10S. The increased forcing is in better215

agreement with the satellite data for the storm tracks and in slightly worse agreement216

for the tropics.217

The all-sky and clear-sky surface longwave fluxes have decreased by 6.9 Wm �

✁

218

and 7.5 Wm �

✁

. The reductions in clear-sky flux in polar regions are related to the219

new longwave parameterization for water vapor (Collins et al. 2002a). These changes220

bring the model into much better agreement with in situ observations (Briegleb and221

Bromwich 1998).222

b. Sea surface temperature and salinity223

Several of the systematic errors in SSTs in CCSM2 have been reduced in CCSM3.224

Earlier versions of CCSM have consistently generated a region of equatorial water in225

the eastern Pacific which is colder than observed and extends too far west into the warm226

pool. The SSTs in this region have increased by between 1K and 2K in the central and227
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western Pacific (Figure 2). A substantial fraction2 of the SST increased is caused by Figure 2228

the revisions to solar absorption by chlorophyll in the ocean mixed layer. The cold SST229

bias in the central equatorial Pacific exceeded 2K in CCSM2, and it is less than 1K in230

CCSM3. The equatorial SSTs in the warm pool are underestimated by between 0.2 to231

0.5K.232

The CCSM2 also overestimates the SSTs by as much as 5K in narrow coastal re-233

gions just west of North and South America and southern Africa. This bias is not234

eliminated in CCSM3, but the SST errors have decreased by between 1K and 2K west235

of the American continents. The reductions in the biases result from better simulations236

of the observed insolation and surface stress, which leads to more coastal upwelling237

(section d).238

The mean surface salinity errors in CCSM3 are � � ✂ ✁✂�
psu, a slight improvement239

over the corresponding error of � � ✂ ✁✂✄
psu in CCSM2. One of the major areas of240

improvement is the equatorial surface salinity in the Pacific. In CCSM2, the western241

edge of the warm pool is two fresh by up to 2 psu 3, while the eastern edge too fresh242

by 0.5 to 1 psu. In CCSM3, the biases at both edges have been halved 4. However,243

the equatorial Indian Ocean is too fresh by up to 2 psu, and the southern subtropical244

Pacific is too fresh by up to 1.5 psu. The precipitation in both of these regions relative245

to observations has increased from CCSM2 to CCSM3.246

c. Oceanic heat transport247

The meridional heat transport in CCSM3 is similar to the transports by mean flow248

in CCSM2. The maximum heat transport in the northern hemisphere is 2.2 PW 5,249

close to the 2 PW peak simulated by CCSM2 and comparable to recent observations250

(Kiehl and Gent 2003)(Figure 3). The maximum transport in the southern hemisphere Figure 3251

is approximately 0.6 PW, somewhat lower than the 0.85 PW produced by CCSM2.252

In the southern hemisphere, the peak mean transport toward the equator is marginally253

weaker in CCSM3 than CCSM2. 6
254

d. Oceanic circulations255

The representation of the equatorial Pacific undercurrent has improved in CCSM3. The256

realism of the simulated current can be evaluated against current measurements from257

the TOGA TAO buoy array (McPhaden et al. 1998). Previous versions of CCSM have258

tended to underestimate the strength of the counter-current. In CCSM3, the velocity259

at the core exceeds 100 cm/s, which is slightly larger than the velocities measured260

from the array (Figure 4)7 The simulated counter-current is displaced downward by Figure 4261

XX m8, but otherwise its vertical and meridional extent are in good agreement with262

1line 211: The comparison is actually against Trenberth-modifi ed ERBE – need reference
2line 228: How much of heating of equatorial Pacifi c is due to revision in chlorophyll heating?
3line 242: Estimate of CCSM2 surf. salinity bias at 120E
4line 243: What is the east-west gradient in salinity error in CCSM3?
5line 249: Verify maximum Eulerian mean NHT using years 400-499,
6line 254: Need fi gure for the section c from OS on ocean heat transport.
7line 261: Figure is for years 571-600: need to replace with average for years 400-500. Also, what is the

longitude averaging range?
8line 262: What is the vertical displacement of the equa. Pac. c.c. relative to obs?
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observations.263

e. Sea-ice thickness and concentration264

The fidelity of Arctic sea-ice thickness and distribution have improved in CCSM3 rel-265

ative to earlier versions of the model. The annual mean ice thickness is between 2266

and 2.5m over the central Arctic basin, with thicknesses exceeding 3m in the Beaufort267

Sea (Figure 5)9. The measured sea-ice thickness ranges between 2–3m, and CCSM2 Figure 5268

produced ice with a mean thickness of 1.5m, The high resolution version of CCSM3269

reproduces the observed gradient in sea-ice thickness across the Arctic basin from the270

east Siberian to Beaufort Seas (DeWeaver and Bitz 2004). The sea-ice concentration is271

not significantly different from the concentrations simulated by CCSM2. Like CCSM2,272

CCSM3 overestimates the concentrations in the Labrador Sea (Figure 5). Both the in-273

termediate and high-resolution versions of CCSM3 produce excessive sea-ice in the274

Sea of Okhotsk, although the bias is less manifest at the higher resolution. The ampli-275

tudes of the seasonal cycle in northern hemisphere ice area simulated by the interme-276

diate and high-resolution versions of CCSM3 are larger than observed. The simulated277

summertime area of approximately
☎✁� ✁ �✄✂

km
✁

is in good agreement with observa-278

tions. However, in winter the modeled sea ice area of
✁ ✂ ☎☎� ✁ �✝✆

km
✁

exceeds the279

observed area of approximately
✁✄✂ ✝ � ✁ � ✆

km
✁

(Weatherly et al. 1998).280

In the southern hemisphere, the sea-ice produced by CCSM3 is slightly more exten-281

sive than the ice area from CCSM2. Since CCSM2 produces a larger ice pack than ob-282

served, the bias in surface area in CCSM3 is slightly worse. At the end of the CCSM3283

control integration, the surface area is approximately
✁ ✂ ✄✞� ✁ � ✆

km
✁

while the observed284

annual-mean surface area is approximately
✁ ✂ �✟� ✁ � ✆

km
✁

. CCSM3 slightly overesti-285

mates the observed austral summertime minimum in sea-ice area of ✝ ✂ ✁✠� ✁ �✡✂
km

✁

. In286

the austral winter, the modeled maximum sea ice area of up to ✝ ✂ �✟� ✁ �✡✆
km

✁

signifi-287

cantly exceeds the observed maximum of
✁✄✂✆☎☛� ✁ � ✆

km
✁

(Weatherly et al. 1998). The288

spatial distribution of sea-ice thickness, however, is in better agreement with the recent289

observational estimates of Timmermann et al. (2004).290

f. Climate sensitivity291

Climate sensitivity is a measure of how a simulated climate changes in response to ex-292

ternal forcing. In its traditional definition, climate sensitivity is the increase in global-293

average annual-mean surface temperature when the atmospheric concentration of car-294

bon dioxide is doubled. Although climate sensitivity is not a useful metric for regional295

climate change, it has proven to be a very useful index for categorizing the response of296

multi-model ensembles to a given climate-change scenario (IPCC 2001).297

The equilibrium sensitivity of CCSM3 in its high-resolution configuration is ✝ ✂✌☞✎✍298 ✏
K for an increase from 355 to 710 ppmv (Kiehl et al. 2004). This represents an in-299

crease of 23% over the equilibrium sensitivity of 2.2K for for CCSM2 (Kiehl and Gent300

2003). The two factors contributing to the increased sensitivity are the changes to the301

cloud processes in CAM (section b) and the resolution-dependent tuning of the cloud302

processes (section a). The climate sensitivity of CCSM3 increases with increasing res-303

9line 268: Redo sea ice fi gures using years 400-500 rather than years 401-410.
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olution of the atmosphere and land models. This variation is directed related to the304

variation in cloud radiative feedbacks with resolution (Kiehl and Gent 2003).305

4. Stability and long-term behavior of coupled integra-306

tion307

CCSM3 has been designed to provide stable simulation relatively free of secular trends308

under fixed boundary conditions. The stability in the model system is a important309

design objective for two reasons. First, the absence of large trends is a necessary but310

not sufficient test of the conservation of energy, mass, and total water content of each311

of the components. Second, drift-free simulations are required for some of the more312

demanding applications of the model, including simulations of the carbon cycle that313

require millenia to attain equilibrium. The stability can be addressed by examining the314

energy budget and other properties of an integration for present-day conditions during315

years 100 to 600 (Appendix A).316

In order for the climate system to be in equilibrium, the exchange of radiative317

energy across the top of the atmospheric model (TOM) must be as close to zero as318

possible. The exchange of radiant energy is the difference between the net shortwave319

radiation absorbed by the system and the net longwave radiation emitted by the system.320

For CCSM3, the annual-mean and RMS TOM energy balance is � � ✂ ✝ ✁ ✍ � ✂ ✝ ✁
Wm �

✁

.321

Since the sign convention on the TOM balance is positive downward, on average the322

CCSM3 loses energy under present-day conditions. This loss rate is nearly identical323

to the loss rate of � � ✂ ✝ Wm �

✁

for CCSM2 (Kiehl and Gent 2003). For compari-324

son, the annual-mean net solar radiation absorbed at TOM under all-sky condition is325

234.21 Wm �

✁

. The energy imbalance in the system is equivalent to 0.08% of the net326

solar input. The TOM all-sky and clear-sky fluxes are relatively stable, with trends327

between � � ✂ � ✁
and � � ✂ � ✄

Wm �

✁

/century.328

Similarly, equilibrium of the climate system requires that the global-mean surface329

energy balance also be as close to zero as possible. The exchange of energy among330

the atmosphere and surface components is the difference between the net downward331

all-sky shortwave radiation, the net upward all-sky longwave radiation, the latent heat332

flux, and the sensible heat flux. For CCSM3, the annual-mean and RMS surface energy333

balance is � � ✂ ✝ ✄ ✍ � ✂ ✝ ✁
Wm �

✁

. The net energy absorbed by the atmosphere is just334

the difference between the TOM and surface energy balances. For CCSM3, the mean335

and RMS energy absorbed by the atmosphere is
� ✂ � ✝ ✍ � ✂ ✁ ✄

Wm �

✁

. The atmospheric336

model includes a correction applied at each time step that sets the absorbed energy to337

zero. In the absence of that correction, the time-mean global-average energy absorbed338

is � � ✂ ✝ ☞
Wm �

✁

. This residual absorption is due to numerical dissipation and to en-339

ergy imbalances introduced by approximations related to water vapor and its phase340

transformations.341

Since the simulated climate system is slowly losing energy, the global mean surface342

temperature should decrease slowly with time. After an initial 100-year period required343

to equilibrate the Arctic sea ice, the surface temperature decreases by � � ✂ � ✁ ✁
K per344

century. Most of this trend is manifested in the southern hemisphere between 30S and345
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90S, which cools at a rate of � � ✂ � ✁
K per century. The temperatures in the tropics346

between 30S and 30N and the northern hemisphere between 30N and 90N increase by347

less than ✝ � ✁ �
�✁� K per century.348

The trend in the global volume-mean ocean temperature is � � ✂ � ☎
K per century349

(Figure 6). As in CSM1 (Boville and Gent 1998)10, the initial ocean adjustment to the Figure 6350

energy imbalances at TOM occurs well below the mixed layer (Figure 7).
Figure 7

351

The decrease in the temperature of the southern hemisphere can be explained either352

by the expansion of the southern sea-ice or by the persistent cooling of the deep ocean353

water upwelling adjacent to Antarctica. The trends in sea-ice is in the northern and354

southern hemispheres are � � ✂ � ✝ � ✁ �✄✂
and

� ✂ ✁ ✁✠� ✁ � ✂
km

✂ ✄ ✁

per century, respectively.355

These changes correspond to changes in ice concentration (expressed in percent) of356

� � ✂ � � ✝ % and
� ✂ � ✁ ☎

% per century. The temperature trend can be decomposed into a357

sum of terms associated with the trends in the areas and temperatures of the southern358

ocean, southern sea-ice, and ice over Antarctica. The decomposition shows that 83%359

of the southern-hemisphere trend is determined by the increase in sea-ice area and the360

� ✁ ✁ ✂ ☎
K temperature differential between the sea-ice and surrounding ocean.361

The trend in the global volume-mean salinity is � ☎ ✂ ✝ � ✁ �
�✁✆ psu/century. Com-362

pared to the global mean salinity of 34.72 psu, the trend in salinity is equivalent to a363

relative change of �✞✝ � ✁ �
�✝� % per century. This reduction in salinity is caused by the364

adjustment of the soil moisture in the deepest layers of the land model during the first365

300 years of integration (Kiehl and Gent 2003). Excess deep soil moisture is gradu-366

ally released to the oceans by river runoff. These trends are smaller in magnitude, but367

opposite in sign, to the changes in salinity in CCSM2 (Kiehl and Gent 2003).368

5. Challenges for further development369

While many features of the climate are simulated with greater fidelity by CCSM3 than370

CCSM2, there are still significant biases that should be addressed in future generations371

of CCSM. These systematic errors can be illustrated by comparing the CCSM3 con-372

trol integration against observations and meteorological analyses for the present-day373

climate. The time period from the control simulation spans the same interval (years374

400–500) used in the comparisons against CCSM2 (section 3).375

a. Representation of major modes of variability376

Figure in preparation – more detailed text to follow.377

The basic characteristics of the ENSO episodes simulated by CCSM2 and CCSM3378

are quite similar. Two of the most important properties are the total variance and power379

spectrum of SST anomalies in the central Pacific. The results for the Nino 3.4 region380

(5S to 5N, 120W to 170W) are representative of other regions in the tropical Pacific.381

The total variance for the smoothed monthly anomalies in the Nino 3.4 temperature for382

CCSM2, CCSM3, and meteorological analysis (Kistler et al. 2001) are XXK, YYK,383

and ZZK, respectively11. These results show that the SST variability associated with384

10line 350: Do we have evidence of the largest changes being below the mixed layer in CCSM2?
11line 384: What are the Nino 3.4 variances for CCSM2, CCSM3, and the NCEP analysis?
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ENSO events is similar in CCSM2 and CCSM3. The power spectra of the monthly385

SST anomalies are shown in Figure 8. The CCSM3, like CCSM2, tends to produce Figure 8386

ENSOs with a periodicity of approximately two years. The observed ENSOs have a387

relatively broad spectrum spanning three to five years. Despite the excessive frequency388

of ENSOs in the model, the maximum power in the modeled and observed spectra389

agree to within XX%12.390

b. Double ITCZ in the Atlantic and Pacific391

Like previous generations of this model, CCSM3 produces a double ITCZ in the tropi-392

cal Pacific. The southern Pacific convergence zone (SPCZ) in the observations extends393

southeast from the warm pool into the central southern Pacific (Figure 9). In CCSM3, Figure 9394

the SPCZ is replaced by a southern branch of the ITCZ that is nearly zonal in orienta-395

tion. The error is particularly evident during JJA¡ when the real SPCZ is much weaker396

and less extensive than the modeled convection south of the equator. The model over-397

estimates the local precipitation rate in both branches of the ITCZ by up to 10 mm/day.398

The maximum precipitation in the northern half of the warm pool is too intense, and it399

is displaced westward by approximately 30 degrees relative to the observed maximum.400

c. Biases in continental precipitation and temperature401

Although the temperature errors in CCSM3 are smaller than those in CCSM2, there402

are are still large biases in the 2m air temperatures for sub-Arctic continental regions403

during boreal winter. The temperatures relative to observations (Willmott and Mat-404

suura 1995; Willmott and Robeson 1995) during DJF are overestimated by as 10K in405

parts of Alaska and northern Eurasia. The mean overestimate for sub-Arctic continen-406

tal regions north of 50N during DJF is �
✄ ✂ ✁

K. The magnitude of the local errors are407

generally smaller than those in CCSM2 (Kiehl and Gent 2003), In addition, there are408

significant deficits in precipitation in the southeast United Sates, Amazonia, and south-409

east Asia throughout the annual cycle (Figure 9). These biases cause dynamic models410

of vegetation to produce unrealistic distribution of plant phenotypes in the affected re-411

gions (Levis and Bonan 2004). For fixed vegetation, models of the terrestrial carbon412

cycle are very sensitive to both temperature and precipitation. Higher temperatures413

cause water limitation because of the non-linear response of evaporation. This effect414

slows plant growth, leading to higher atmospheric concentrations of CO ✁ . Higher pre-415

cipitation causes both heterotrophic respiration and gross primary production (GPP, the416

total amount of energy fixed by all photosynthetic organisms) to increase. It is difficult417

to predict the net effect on CO ✁ concentration since both processes are highly variable418

and their effects on CO ✁ have opposite sign. Therefore when there are biases in both419

temperature and precipitation, it may be difficult to predict the sign of the change in420

atmospheric CO ✁ . For these reasons, it will be important to reduce these biases in fu-421

ture versions of CCSM. The biases in annual-mean precipitation for three regions are422

listed in Table 1. The underestimation of rainfall ranges between 24% and 28% for Table 1423

these areas. In order to improve the fidelity of the dynamic vegetation and terrestrial424

carbon models, it will be necessary to reduce these errors in future versions of CCSM.425

12line 390: Fill in the precent diff. between the peak powers in spectra for CCSM3 and analysis.

11 December 3, 2004



Table 1: Model precipitation for continental regions

Region Region Box Precipitation Error % Error

(mm/day) (mm/day) (percent)

SE United States 30N–40N, 80W–100W 2.4 � � ✂ ☞✄☎ �✞✝ ✁

Amazonia 10S–10N, 60W–80W 4.5 � ✁✄✂✌☞ �✞✝ ✁

SE Asia 10N–30N, 80E–110E 3.1 � ✁✄✂ � �✞✝ ✁

One option to reduce the the positive temperature biases during boreal winter is to use a426

relationship between snow albedo and equivalent water depth which is more consistent427

with satellite observations (Oleson et al. 2003).428

429

d. SST biases and related atmospheric issues in western coastal regions430

CCSM3 produces sea-surface temperatures for the western coastal regions that are431

warmer than observed (Figure 2). Experiments with earlier versions of the coupled432

model suggest that the biases in SSTs are caused by underestimates of surface stress433

and overestimates of surface insolation (W. Large and G. Danabasoglu, personal com-434

munication). These experiments also show that the biases in these areas affect the SST435

and precipitation over large portions of the Atlantic and Pacific basins. The weaker sur-436

face stress results in weaker cooling of the ocean mixed layer by Ekman pumping, and437

the excess insolation results in solar heating through absorption of penetrative sunlight.438

These biases occur in the oceans adjacent to southern Africa and south America. The439

CCSM3 is compared in Table 2 against observations and analyses for these two west- Table 2440

ern coastal regions averaged over the annual cycle. The comparison includes estimates441

of SST (Rayner et al. 2003), surface stress (Kistler et al. 2001), and all-sky and clear-442

sky insolation denoted by �✂✁ and �✂✁☎✄ ✆ , respectively (Zhang et al. 2004). In the coastal443

region adjacent to South America, there CCSM3 overestimates the SST by 3K. While444

earlier generations of CCSM overestimated the surface insolation off South America445

by more than 50 Wm �

✁

in the annual mean, CCSM3 tends to slightly underestimate the446

surface shortwave flux. The much smaller error in insolation results from several mod-447

ifications to the cloud parameterizations introduced in CCSM3 (Boville and Etcetera448

2004) to address this issue. The observational comparison suggests that the weak sur-449

face stress in CCSM3 may still partially explain the 3K error in SST. It should be noted450

that the surface produced by CCSM3 is stronger than that in CCSM2 by up to 0.1 Nm
✁

451

partly because of the increased resolution in the atmosphere (Hack and Etcetera 2004).452

The factors leading to the SST biases are examined further in Large et al. (2004).453

454

e. The semi-annual SST cycle in the eastern Pacific455

CCSM3 produces a fairly strong semi-annual cycle for SST in the eastern tropical Pa-456

cific that does occur in the real climate system (Figure 10). The region where this Figure 10457
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Table 2: Properties of western coastal ocean regions

Region Source SST Stress �✂✁ � ✁☎✄ ✆
(K) Nm �

✁

Wm �

✁

Wm �

✁

Africa Obs. 23.3 0.065 216.7 296.7

(20S–5S,5W–5E) CCSM3 25.6 0.065 223.5 292.2

S. America Obs. 20.3 0.071 214.3 300.4

(20S–5S,65W–55W) CCSM3 23.3 0.057 209.6 296.8

discrepancy is particularly evident lies between 5N to 5S and 110W to 90W. The ob-458

servational climatology for the seasonal cycle in SST for this region is derived from the459

Hadley Centre’s sea ice and sea surface temperature (SST) data set, HadISST (Rayner460

et al. 2003). The annual and regional mean temperature from CCSM3 is 25.5C, and461

this compares well with the HadISST estimate of 25.2C. However, the simulated and462

observed seasonal cycles in the regional mean SST are quite different. The annual cy-463

cle in SST produced by CCSM3 is 1.7C, or 43% of the observed cycle, and it is shifted464

in phase approximately 1.4 months later in the year. The semi-annual cycle in SST465

produced by CCSM3 is 1.6C, which is 220% of the semi-annual cycle in the HadISST466

data set. In the model, the phase of the semi-annual cycle is displaced by 5.3 months467

relative to the phase of the annual cycle. In summary, the magnitude of the annual cycle468

is roughly half that observed while the magnitude of the semi-annual cycle is roughly469

twice that observed. The causes for these systematic biases in the model physics have470

not been identified.471

f. Underestimation of downwelling shortwave radiation in polar regions472

In the Arctic, CCSM3 underestimates the downwelling all-sky shortwave radiation at473

the surface throughout the annual cycle. The insolation is underestimated relative to474

in situ observations from the Surface Heat Budget of the Arctic (SHEBA) experiment475

(Persson et al. 2002) and to estimates from the International Satellite Cloud Clima-476

tology Project (ISCCP) (Zhang et al. 2004). For this comparison, the ISCCP data for477

1984 to 2000 has been averaged to produce a climatology. Between 70N to 90N, the478

annual-mean downwelling shortwave fluxes for all-sky conditions are 91 Wm �

✁

from479

ISCCP and 78 Wm �

✁

from CCSM3. The corresponding annual-mean clear-sky fluxes480

differ by only � ✄ ✂ ✁
Wm �

✁

, or � ✄
%. The fluxes during the JJA season are 214 Wm �

✁

481

from ISCCP and 169 Wm �

✁

from CCSM3. The corresponding JJA-mean clear-sky482

fluxes differ by only 8.5 Wm �

✁

, or 2.7%. Since the clear-sky fluxes are in good agree-483

ment, the underestimate of surface insolation by CCSM3 is caused by an overestimate484

of the surface shortwave cloud radiative effect. Further analysis will be required to485

identify the sources of this error in the modeled cloud amount, cloud condensate path,486

and cloud microphysical properties.487

13 December 3, 2004



6. Conclusions488

A new version of the Community Climate System Model, CCSM3, has been developed489

and released to the climate community. The improvements in the functionality include490

the flexibility to simulate climate over a wide range of spatial resolutions with greater491

fidelity. This paper documents the high resolution version used for international as-492

sessments of climate change. The atmosphere and land share a grid for the Eulerian493

spectral atmospheric dynamics running at T85 truncation. The ocean and sea-ice share494

a 1-degree grid with a displaced pole in the northern hemisphere.495

The atmosphere incorporates new treatments of cloud and ice-phase processes; new496

dynamical frameworks suitable for modeling atmospheric chemistry; improved param-497

eterizations of the interactions among water vapor, solar radiation, and terrestrial ther-498

mal radiation; and a new treatment of the effects of aerosols on solar radiation. The499

land model include improvements in land-surface physics to reduce temperature biases500

and new capabilities to enable simulation of dynamic vegetation and the terrestrial car-501

bon cycle. The ocean model has been enhanced with new infrastructure for studying502

vertical mixing, a more realistic treatment of solar heating by chlorophyll, and im-503

provements to the representation of the ocean mixed layer. The sea ice model includes504

improved schemes for the horizontal advection of sea ice and for the exchange of salt505

with the surrounding ocean. The software has been designed so that CCSM3 is readily506

portable to a wide variety of computer architectures.507

The climate produced by high-resolution CCSM3 shows several significant im-508

provements over the climates produced by previous generations of the model. These509

include reduced sub-Arctic surface temperature biases during boreal winter, reduced510

tropical SST biases in the Pacific, and a better representation of the equatorial counter-511

current in the Pacific. The new atmosphere features smaller global biases in all-sky512

surface insolation; improved simulation of cloud radiative effects in the storm tracks513

and during ENSO events; smaller biases in upper tropical tropospheric temperatures514

(Collins et al. 2004b); and a more realistic surface radiation budget under clear-sky515

conditions. The sea ice features a much more realistic simulation of the spatial distri-516

bution of ice concentration and of ice thickness. The climate is stable over 500 years517

subject to perpetual present-day boundary conditions.518

There are still several aspects that should be improved in future versions of CCSM.519

These include the periodicity of ENSO and its projections onto sea-level pressure and520

precipitation; the double ITCZ in the Pacific, and the large precipitations biases in the521

western Indian Ocean. Other major modes of variability that are not well-simulated522

include the Madden-Julian oscillation. The errors in continental precipitation and tem-523

peratures need to be addressed to facilitate modeling of dynamic vegetation and the524

terrestrial carbon cycle. While the representation of the surface fluxes in coastal re-525

gions west of Africa and South America has improved, there are still significant biases526

in the coastal SSTs. Reduction in these biases will affect the simulation over large527

areas of the Pacific and Atlantic basins. Finally, there are still significant errors in the528

radiative energy budget of polar regions. These affect both the seasonal cycle and the529

climate feedbacks of sea ice.530

Research is underway to diagnose these biases at the process level and to test im-531

provements in physics and dynamics that would improve the simulation fidelity. At532
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Table 3: Control Integrations using CCSM3

Resolution Present 1%CO ✁ /yr 2
�

CO ✁ 4
�

CO ✁ 1780 1870 20th C

(years) (years) (years) (years) (years) (years) (years)

T85 gx1v3 b30.009 b30.026 b30.026a b30.036b – b30.020 b30.030

(661) (161) (152) (153) (0) (235) (8
�

130)

T42 gx1v3 b30.004 b30.025 b30.025a b30.025b b30.100 b30.043 –

(1001) (214) (301) (301) (499) (302) (0)

T31 gx3v5 b30.031 b30.032 b30.032a b30.032b b30.105 b30.048 –

(748) (171) (157) (160) (433) (154) (0)

the same time, the model is being extended to include a comprehensive treatment of533

terrestrial and oceanic biogeochemistry and ecosystem dynamics. Detailed representa-534

tions of reactive chemistry, photochemistry, and aerosol microphysics have been added535

to the atmosphere. These developments are the initial steps toward building a more536

comprehensive model of the entire Earth system that can be applied to climates of the537

past, present, and future.538

A. Control integrations of CCSM3539

A comprehensive suite of control experiments have been performed with CCSM3. The540

output from these experiments has been made available to the climate community and541

may be used without restriction. Each of the configurations has been integrated us-542

ing the three standard configurations of CCSM (section a. The experiments include543

simulations under constant present-day and preindustrial conditions corresponding to544

1780 and 1870. In order to characterize the sensitivity of the model to increased at-545

mospheric concentrations of CO ✁ , the model has been integrated with a 1% increase in546

CO ✁ per year starting from initial conditions obtained from the present-day run. Two547

other simulations have been branched from the transient 1%CO ✁ /year simulation when548

the decadal-mean CO ✁ concentration is equal to two times and four times its present-549

day value. The CO ✁ concentration is held fixed in each of these runs to the values at the550

branch points from the transient simulation. For the purposes of these control experi-551

ments, the present-day global-mean annually-averaged mixing-ratio of CO ✁ is equal to552

355 ppmv, its value in 1990.553

The control integrations are shown in Table 3. The table lists the types of experi- Table 3554

ments, the resolution used in each integration, the length of each experiment in years,555

and the series identifier for each simulation. For more details regarding the types of556

model output available and the methods for access to these data, please contact the557

CCSM3 data working group 13. The control experiment discussed in this paper is558

b30.009.559

560

13line 558: correct?
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Figure 1: Difference in annual-mean net surface insolation between CCSM2 and

CCSM3.
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Figure 2: Difference in annual-mean surface temperature between CCSM2 and

CCSM3.
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Ocean Heat Transport Figure

Figure 3: Difference in annual-mean meridional ocean heat transport between CCSM2

and CCSM3.

23 December 3, 2004



Figure 4: Difference in annual-mean zonal equatorial undercurrent (cm/s) in the Pa-

cific.
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Figure 5: Annual-mean sea-ice thickness and concentration from CCSM3.
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Figure 6: Annual-mean globally-averaged ocean potential temperature as a function of

year of simulation.
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Vertical X-section of Ocean Pot. Temp. vs Time

Figure 7: Global-mean ocean potentital temperature as a function of depth and year of

simulation.
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Power spectra of Nino 3.4 indices

Figure 8: Power spectra of the the Nino 3.4 indices for CCSM2, CCSM3, and the

HadiSST(?) data set.
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Figure 9: Annual-mean precipitation from CCSM3, the GPCP data set, and the differ-

ence between CCSM3 and GPCP.
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Figure 10: Seasonal cycle in surface temperature anomalies relative to the annual mean

for 5S–5N and 120E–80W.
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