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ABSTRACT

The Community Climate System Model version 3 (CCSM3) has recently been developed and released to

the climate community. CCSM3 is a coupled climate model with components representing the atmosphere,

ocean, sea ice, and land surface connected by a flux coupler. CCSM3 is designed to produce realistic

simulations over a wide range of spatial resolutions, enabling inexpensive simulations lasting several mil-

lennia or detailed studies of continental-scale dynamics, variability, and climate change. This paper will

show results from the configuration used for climate-change simulations with a T85 grid for the atmosphere

and land and a grid with approximately 1° resolution for the ocean and sea ice. The new system incorporates

several significant improvements in the physical parameterizations. The enhancements in the model physics

are designed to reduce or eliminate several systematic biases in the mean climate produced by previous

editions of CCSM. These include new treatments of cloud processes, aerosol radiative forcing, land–

atmosphere fluxes, ocean mixed layer processes, and sea ice dynamics. There are significant improvements

in the sea ice thickness, polar radiation budgets, tropical sea surface temperatures, and cloud radiative

effects. CCSM3 can produce stable climate simulations of millennial duration without ad hoc adjustments

to the fluxes exchanged among the component models. Nonetheless, there are still systematic biases in the

ocean–atmosphere fluxes in coastal regions west of continents, the spectrum of ENSO variability, the spatial

distribution of precipitation in the tropical oceans, and continental precipitation and surface air tempera-

tures. Work is under way to extend CCSM to a more accurate and comprehensive model of the earth’s

climate system.

1. Introduction

The Community Climate System Model (CCSM) is a

coupled model for simulating past, present, and future

climates. In its present form, CCSM consists of four

components for the atmosphere, ocean, sea ice, and

land surface linked through a coupler that exchanges

fluxes and state information among these components.

It is developed and used by an international community

of students and scientists from universities, national

laboratories, and other institutions. Applications in-

clude studies of interannual and interdecadal variabil-

ity, simulations of paleoclimate regimes, and projec-

tions of future anthropogenic climate change. The most

recent version, CCSM3, was released to the climate

community on 23 June 2004. The code, documentation,

input datasets, and model simulations are freely avail-

able from the CCSM Web site (online at http://

www.ccsm.ucar.edu/models). This paper describes

some of the most important advances in model physics

and dynamics, improvements in the simulated climate,

and remaining scientific challenges for future develop-

ment of CCSM.

CCSM3 is the third generation in an ongoing series of
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coupled models developed through international col-

laboration. The first generation, the Climate System

Model version 1 (CSM1), was released in 1996 (Boville

and Gent 1998). This model was noteworthy since it did

not require adjustments to the fluxes exchanged among

the physical components in order to simulate stable,

relatively drift-free climates. The second generation,

the Community Climate System Model version 2

(CCSM2), was released in 2002 (Kiehl and Gent 2004).

The climate simulated with CCSM2 exhibits several im-

provements over the climate generated from CSM1.

CCSM2 produces better simulations of extratropical

sea surface temperatures, better tropical variability,

and more realistic land surface temperatures. However,

several important deficiencies prompted a new cycle of

development that has resulted in CCSM3. The main

model biases in CCSM2 include a double ITCZ and

extended cold tongue, overestimation of winter land

surface temperatures, underestimation of tropical

tropopause temperatures, erroneous cloud response to

SST changes, errors in the east Pacific surface energy

budget, and underestimation of tropical variability. As

we will show, the new model has reduced or eliminated

some of these biases. Since CSM1 and CCSM2 are com-

pared in detail by Kiehl and Gent (2004), the discussion

here will address the differences in the model formula-

tions and climate simulations between CCSM2 and

CCSM3.

This overview and many other papers in this issue

will focus on a configuration of CCSM3 with atmo-

sphere and land models on Eulerian spectral grids with

T85 wavenumber truncation and ocean and sea ice

models on grids with a nominal equatorial resolution of

1° (the appendix). This configuration has been applied

to simulations for international climate-change assess-

ments. Lower-resolution versions of CCSM have been

created for applications including rapid scientific devel-

opment, simulations of biogeochemical processes re-

quiring multicentury simulations for equilibration, and

studies of deep-time paleoclimate regimes. The sensi-

tivity of the simulated climate to model resolution is

examined in detail by Hack et al. (2006), Yeager et al.

(2006), Otto-Bliesner et al. (2006), and DeWeaver and

Bitz (2006).

Basic features of the mean climate and its stability

are discussed in this paper. Comprehensive analyses of

the variability and transient behavior of the system are

presented in Deser et al. (2006), Alexander et al.

(2006), Meehl et al. (2006), and Gent et al. (2006). Ma-

jor improvements in the component models are out-

lined in section 2. More complete descriptions of the

enhancements in individual components are given else-

where in this special issue (e.g., Collins et al. 2006a;

Danabasoglu et al. 2006). Improvements in the climate

simulation and reductions in systematic errors relative

to CCSM2 are discussed in section 3. The stability of

the mean climate and analysis of secular trends in cli-

mate parameters are presented in section 4. Some of

the most significant challenges for improving the simu-

lations in future versions of CCSM are discussed in

section 5. Plans for further evaluation and development

are summarized in section 6.

2. Overview of CCSM3

The CCSM3 system includes new versions of all the

component models: the Community Atmosphere

Model version 3 (CAM3; Collins et al. 2004, 2006a), the

Community Land Surface Model version 3 (CLM3;

Oleson et al. 2004; Dickinson et al. 2006), the Commu-

nity Sea Ice Model version 5 (CSIM5; Briegleb et al.

2004), and the ocean is based upon the Parallel Ocean

Program version 1.4.3 (POP; Smith and Gent 2002).

New features in each of these components are de-

scribed below. Each component is designed to conserve

energy, mass, total water, and freshwater in concert

with the other components.

a. Design for multiple resolutions and formulations

of atmospheric dynamics

CCSM3 has been designed to produce simulations

with reasonable fidelity over a wide range of resolu-

tions and with a variety of atmospheric dynamical

frameworks. This is accomplished by introducing de-

pendence on resolution and dynamics in the time step

and 12 other adjustable parameters in CAM3 (Collins

et al. 2004). Those parameters affect the physics gov-

erning clouds and precipitation and the biharmonic dif-

fusion coefficients for temperature, vorticity, and diver-

gence. The parameter values have been adjusted to

yield climate simulations with nearly balanced top-of-

model energy budgets and realistic zonal-mean top-of-

atmosphere cloud radiative forcing.

The standard version of CAM3 is based upon the

Eulerian spectral dynamical core with triangular spec-

tral truncation at 31, 42, and 85 wavenumbers. The

zonal resolution at the equator ranges from 3.75° to

1.41° for the T31 and T85 configurations. It is also pos-

sible to integrate CCSM3 with a finite-volume dynami-

cal core (Lin and Rood 1996; Lin 2004) at 2° by 2.5°

resolution, although at present this variant of CCSM3 is

an experimental version requiring further refinement.

The vertical dimension is treated using 26 levels with a

hybrid terrain-following coordinate. The vertical grid

transitions from a pure sigma region in the lowest layer
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through a hybrid sigma–pressure region to a pure pres-

sure region above approximately 83 mb. The land

model is integrated on the same horizontal grid as the

atmosphere, although each grid box is further divided

into a hierarchy of land units, soil columns, and plant

types. There are 10 subsurface soil layers in CLM3.

Land units represent the largest spatial patterns of sub-

grid heterogeneity and include glaciers, lakes, wetlands,

urban areas, and vegetated regions.

The ocean model uses a dipole grid with a nominal

horizontal resolution of 3° or 1°. The semianalytic grids

have the first pole located at the true South Pole and

the second pole located over Greenland (Smith et al.

1995). The vertical dimension is treated using a depth

(z) coordinate with 25 levels extending to 4.75 km in the

3° version and 40 levels extending to 5.37 km in the 1°

version. The 1° grid has 320 zonal points and 384 me-

ridional points. The spacing of the grid points is 1.125°

in the zonal direction and roughly 0.5° in the meridional

direction with higher resolution near the equator. The

sea ice model is integrated on the same horizontal grid

as the ocean model.

The three standard configurations of CCSM combine

the T31 CAM/CLM with the 3° POP/CSIM, the T42

CAM/CLM with the 1° POP/CSIM, and the T85 CAM/

CLM with the 1° POP/CSIM. For brevity, we will refer

to these configurations as low (T31 � 3), intermediate

(T42 � 1), and high (T85 � 1) resolution, respectively.

This focus of this paper is on the high-resolution con-

figuration. To facilitate its application, the model has

been ported to vector supercomputers, scalar super-

computers, and Linux clusters. On an IBM SP4 system,

the low-, intermediate-, and high-resolution configura-

tions require 62, 292, and 1146 CPU hours to simulate

one year. Further information on the computational

performance is given in Yeager et al. (2006).

b. Development of the atmosphere component

The new atmospheric model includes significant

changes to the dynamics, cloud and precipitation pro-

cesses, radiation processes, and treatments of aerosols.

The finite-volume dynamical core is now included as a

standard option for integrating CAM (Boville and

Rasch 2005, personal communication). The tendency

equations can be integrated with either process-split or

time-split formulations of the numerical difference ap-

proximations (Williamson 2002). In the process-split

formulation, the dynamics and physics tendencies are

both calculated from the same past model state, while

in the time-split formulation, the dynamics and physics

tendencies are calculated sequentially. The process-

split and time-split representation are used for the

Eulerian and finite-volume dynamics, respectively. The

physics of cloud and precipitation processes has been

modified extensively (Boville et al. 2006). The modifi-

cations include separate prognostic treatments of liquid

and ice condensate; advection, detrainment, and sedi-

mentation of cloud condensate; and separate treat-

ments of frozen and liquid precipitation. The radiation

code has been updated with a generalized treatment of

cloud geometrical overlap (Collins et al. 2001) and new

parameterizations for the longwave and shortwave in-

teractions with water vapor (Collins et al. 2002a,

2006b). The prognostic sulfur cycle developed by Barth

et al. (2000) and Rasch et al. (2000) for predicting sul-

fate aerosols is now a standard option for the model. A

prescribed distribution of sulfate, soil dust, carbon-

aceous species, and sea salt derived from a three-

dimensional assimilation (Collins 2001; Rasch et al.

2001) is used to calculate the direct effects of tropo-

spheric aerosols on the radiative fluxes and heating

rates (Collins et al. 2002b). The corresponding effects

of stratospheric volcanic aerosols are parameterized

following Ammann et al. (2003). Indirect effects of

aerosols on cloud albedo and cloud lifetime are not

incorporated in CAM3.

c. Development of the ocean component

The CCSM3 ocean model has improved physics and

numerics, and the implementation and impact of the

more important of these improvements are discussed

by Danabasoglu et al. (2006). The better numerics in-

clude a more efficient solver for the barotropic conti-

nuity equation that improves the scalability of the

model to large numbers of processors. Also, a shallow

bias in the boundary layer depth is substantially re-

duced using a higher order (quadratic) interpolation

scheme in the K-profile parameterization (KPP) of ver-

tical mixing. Improvements in the physical basis of KPP

and the introduction of greater consistency in the dis-

cretization have both produced a modest deepening of

the boundary layer. Instead of the uniform transmission

used in CCSM2, the absorption of solar radiation in the

upper ocean varies monthly and spatially based on in

situ chlorophyll and satellite ocean color observations

(Ohlmann 2003). The more ecologically productive

midlatitude, coastal, and equatorial oceans absorb

more insolation near the surface, while subtropical

oceans are more transmissive. In another departure

from previous generations of CCSM, a parameteriza-

tion of double diffusive mixing in the ocean is now

included by default in CCSM3 although its effects are

quite small (Danabasoglu et al. 2006). The air–sea tur-

bulent fluxes of momentum, heat, and moisture are

now computed using the wind vector relative to the

2124 J O U R N A L O F C L I M A T E VOLUME 19



ocean surface current. However, the effects of wind

gusts are not included in the turbulent fluxes. The pa-

rameterizations of wind gusts are still quite uncertain,

and experiments with some of the existing treatments

suggest the effects are relatively minor.

d. Development of the land component

The new land model is based upon a nested subgrid

hierarchy of scales representing land units, soil or snow

columns, and plant functional types (Bonan et al. 2001;

Oleson et al. 2004). CCSM3 includes the effects of com-

petition for water among plant functional types in its

standard configuration. One of the primary objectives

of the land developers has been to reduce the positive

continental temperature biases during boreal winter.

Modifications to the relationship between snow height

and fractional snow coverage, which have a significant

impact on land surface albedos (Oleson et al. 2003),

have been considered but have not been adopted in

CCSM3. The formulation of the biogeophysics has

been modified to increase the sensible and latent heat

fluxes over sparsely vegetated surfaces. In previous ver-

sions of CCSM, the turbulent transfer coefficient be-

tween soil and the overlying canopy air has been set to

a constant value for dense canopies. The new formula-

tion makes this coefficient dependent on canopy den-

sity characterized by leaf and stem area indices (Oleson

et al. 2004). The transfer coefficient is used to obtain

aerodynamic resistances for heat and moisture that are

inputs to the calculations for latent and sensible heat

fluxes. Over large areas of Eurasia, these changes result

in a reduction in the 2-m air temperature by 1.5–2 K.

e. Development of the sea ice component

The new CSIM includes modifications to the formu-

lation of ice dynamics, sea ice albedos, and exchanges

of salt between sea ice and the surrounding ocean. The

horizontal advection of sea ice is now treated with in-

cremental remapping, a more accurate and efficient

scheme than that used in previous versions (Libscomb

and Hunke 2004). The momentum equation has been

modified using scaling arguments to better simulate

marginal ice under free drift (Connolley et al. 2004).

Salt and freshwater exchange between the sea ice and

surrounding ocean are calculated using a nonzero, con-

stant reference salinity of sea ice in CCSM3 (Schmidt et

al. 2004). The adoption of a single value of salinity in

the sea ice ensures that salt is conserved in the full

ocean–ice system.

The albedo parameterization in CCSM3 matches ob-

servations of the seasonal dependence of the albedo on

snow depth, ice thickness, and temperature within the

uncertainty of the measurements in the Arctic and Ant-

arctic (Perovich et al. 2002; Brandt et al. 2005). The

dependence on temperature provides a simple mecha-

nism to account for snow wetness and ponding. How-

ever, when the ice is covered by cold dry snow, the

albedo parameterization in CCSM3 is biased low by

about 0.07 compared to observations. The CCSM3 ap-

plies a value more appropriate for wet snow rather than

dry snow under these conditions. Since the incoming

shortwave is too low by about 50 W m�2 in May and

90 W m�2 in June, the albedo adjustment is necessary

to ensure the correct timing for the onset of sea ice

melting.

f. Coupling methodology

The physical component models of CCSM3 commu-

nicate through the coupler, an executive program that

governs the execution and time evolution of the entire

system (Craig et al. 2005; Drake et al. 2005). CCSM3

comprises five independent programs, one for each of

the physical models and one for the coupler. The physi-

cal models execute and communicate via the coupler in

a completely asynchronous manner. The coupler links

the components by providing flux boundary conditions

and, where necessary, physical state information to

each model. The coupler monitors and enforces flux

conservation for all fluxes that it exchanges among the

components. The coupler can exchange flux and state

information among components with different grid and

time steps. Both of these capabilities are used in the

standard configurations of CCSM3. State data is ex-

changed between different grids using a bilinear inter-

polation scheme, while fluxes are exchanged using a

second-order conservative remapping scheme. The ba-

sic state information exchanged by the coupler includes

temperature, salinity, velocity, pressure, humidity, and

air density at the model interfaces. The basic fluxes

include fluxes of momentum, water, heat, and salt

across the model interfaces.

In the standard T85 � 1 configuration, the atmo-

sphere, land, and sea ice exchange fluxes and state in-

formation with the coupler every hour, while the ocean

exchanges these data once per day. The internal time

steps for the land, atmosphere, ocean, and sea ice com-

ponents are 10 min, 20 min, 1 h, and 1 h, respectively.

Special provisions are made in the ocean to approxi-

mate the diurnal cycle of insolation (Danabasoglu et al.

2006). During integration, the coupler repeats a se-

quence of coupling operations. This cycle includes

transmission of data to the ocean, land, and sea ice;

reception of data from the sea ice and land; transmis-
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sion to the atmosphere; and finally reception from the

ocean and atmosphere.

3. The mean coupled climate

There have been several significant improvements in

the climate produced by CCSM3 relative to the climate

simulated by CCSM2. These improvements are evident

in a comparison of the control integrations of the two

models for present-day conditions. In these compari-

sons, the mean climate produced by CCSM2 is repre-

sented by the average of years 900–1000 from its con-

trol simulation in its standard T42 � 1 configuration.

This time period includes the interval that Kiehl and

Gent (2004) used to describe the climate of CCSM2.

The mean climate produced by CCSM3 is represented

by the average of years 400–500 from a control simula-

tion using the model at its highest standard resolution

(T85 � 1; the appendix). This time period is the same

interval evaluated by Hurrell et al. (2006). Because of

secular drift, the comparison between the two integra-

tions can differ depending upon the choice of time pe-

riods used in the analysis (section 4 and Kiehl and Gent

2004). However, the trends are sufficiently small that

the differences in the fields examined in this overview

of CCSM3 are not appreciably affected. This compari-

son is also affected by changes in both the physics and

the resolution of the atmosphere and land components

from CCSM2 to CCSM3. The effects of just changing

resolution in these components are discussed by Hack

et al. (2006).

a. Thermodynamic and dynamic properties of the

atmosphere

The atmospheric temperatures from CCSM3 have

improved in two main aspects relative to the simulation

with CCSM2 (Fig. 1). First, CCSM2 exhibits a signifi-

cant cold bias in the temperatures near the tropical

tropopause. In the region 30°S–30°N and between 70

and 150 mb, the annual-mean temperature from

CCSM2 is 3.9 K colder than the average temperature

from the 40-Yr European Centre Medium-Range

Weather Forecasts (ECMWF) Re-Analysis (ERA-40;

Kållberg et al. 2004). Due primarily to changes in the

cloud parameterizations to produce optically thicker

cirrus clouds in accordance with observations (Boville

et al. 2006), the CCSM3 is warmer in this region by 2.3

K compared to CCSM2. Thus, the tropopause tempera-

tures in CCSM3 are 1.6 K too low relative to the re-

analysis. This represents a 60% reduction in the cold

temperature bias. Second, the temperatures in both po-

lar atmospheres (150–300 mb) from CCSM2 are signifi-

cantly colder than meteorological analyses. For the

northern polar region between 60° and 90°N and the

corresponding southern region between 60° and 90°S,

CCSM2 underestimates the annual-mean temperatures

by 6.9 and 11.3 K, respectively. The temperatures in

CCSM3 increase in these two regions by 2.3 and 3.9 K,

respectively. This represents a 33% decrease in the

temperature bias in both hemispheres. The CCSM3 is

still too cold by 4.6 and 7.4 K in the northern and south-

ern polar regions.

Several aspects of the zonal wind have also improved

FIG. 1. Differences in the annual-mean, zonally averaged atmospheric temperature profiles between the ECMWF

reanalysis (Kållberg et al. 2004) and (left) CCSM3 and (right) CCSM2.
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in CCSM3. In CCSM2, the velocities in the westerly jet

centered at 200 mb in the Southern Hemisphere are too

large by up to 11 m s�1 (Fig. 2). In CCSM3, the maxi-

mum bias in wind speed in this jet is reduced to ap-

proximately 8.5 m s�1. CCSM2 also overestimates the

annual-mean easterly velocities in the equatorial atmo-

sphere. The largest biases shown in Fig. 2 occur at

roughly 50 mb near the lower edge of the mesospheric

jets. In CCSM3, the difference relative to meteorologi-

cal analyses is reduced by nearly 4 m s�1. However, the

tendency of the model to simulate stronger winds in the

northern tropospheric jet is somewhat exacerbated in

CCSM3.

b. Energy balance at the surface and top of model

The most significant change in the radiation budget

of CCSM3 (Table 1) is the disposition of solar radiation

in the atmosphere. The atmosphere in CCSM3 absorbs

7.1 W m�2 more shortwave radiation under clear-sky

conditions and 7.9 W m�2 more under all-sky condi-

tions than CCSM2. The increased absorption is caused

primarily by the introduction of absorbing aerosol spe-

cies (section 2b) and the updates to the extinction of

near-infrared radiation by water vapor. The new aero-

sols increase the absorption by 2.8 W m�2 for both

clear-sky and all-sky conditions. The new treatment of

near-infrared extinction by H2O increases the global-

mean clear-sky and all-sky atmospheric absorption by

4.0 and 3.1 W m�2, respectively. The enhanced absorp-

tion reduces surface insolation by an equal amount. As

a result, the net surface shortwave flux in CCSM3 is

9 W m�2 smaller than that in CCSM2 (Fig. 3). The new

annual mean insolation of 160 W m�2 is consistent with

several empirical estimates (Kiehl and Trenberth 1997),

although it is lower than the most recent International

Satellite Cloud Climatology Project (ISCCP) value of

166 W m�2 (Zhang et al. 2004). Despite the improve-

ments in the physics of CCSM3, the changes in insola-

tion in several regions degrade the correspondence with

the ISCCP estimates. Some of the largest discrepancies

between model and ISCCP calculations occur in the

Tropics. Here it is interesting to note that ISCCP over-

estimates the all-sky downwelling flux by 21 W m�2

compared to surface radiometers since the ISCCP cal-

culations do not fully account for the effects of tropical

aerosols from biomass burning (Zhang et al. 2004).

The fidelity of the shortwave cloud forcing in CCSM3

has improved relative to estimates from the Earth Ra-

diation Budget Experiment (ERBE) (Harrison et al.

1990; Kiehl and Trenberth 1997), especially in the

FIG. 2. As in Fig. 1 but for zonal wind speed.

TABLE 1. Global annual-mean radiative properties of CCSM2

and CCSM3 (W m�2).

Flux/convergence CCSM2 CCSM3 Observation

Shortwave atmospheric convergence

All sky 66.7 74.6 70.9*

Clear sky 62.8 69.9 68.3*

Shortwave cloud forcing �48.3 �54.0 �54.1**

Shortwave surface net

all-sky flux

168.5 159.5 165.9*

Longwave surface net flux

All sky 65.3 59.4 49.4*

Cear sky 93.6 86.1 78.7*

* ISCCP FD (Zhang et al. 2004).

** ERBE (Harrison et al. 1990; Kiehl and Trenberth 1997).
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storm tracks (Fig. 4). CCSM2 underestimates the mag-

nitude of global annual-mean shortwave cloud forcing

by 5.8 W m�2, while CCSM3 reproduces the ERBE

estimates to within 0.1 W m�2. The largest zonal-mean

differences occur in the storm track latitudes at 60°N

and 60°S and in the tropical latitudes of the ITCZ be-

tween 10°N and 10°S. The increased forcing is in better

agreement with the satellite data for the storm tracks

and in slightly worse agreement for the Tropics.

The global-mean all-sky and clear-sky surface long-

wave fluxes have decreased by 6.9 and 7.5 W m�2 rela-

tive to CCSM2. The reductions in clear-sky flux in polar

regions are related to the new longwave parameteriza-

tion for water vapor (Collins et al. 2002a). These

changes bring the model into much better agreement

with in situ observations (Briegleb and Bromwich

1998).

c. Sea surface temperature and salinity

Several of the systematic errors in SSTs in CCSM2

have been reduced in CCSM3. Earlier versions of

CCSM have consistently generated a region of equato-

rial surface water in the eastern Pacific that is colder

than observed and extends too far west into the warm

pool. The cold SST bias in the central equatorial Pacific

exceeds 2 K in CCSM2, and it is less than 1 K in

CCSM3. For CCSM3, the SSTs in this region have in-

creased by between 1 and 2 K in the central and west-

ern Pacific (Fig. 5). A substantial fraction of the SST

increase is caused by revisions to the treatment of the

FIG. 3. Differences in annual-mean net surface insolation between the ISCCP FD dataset

(Zhang et al. 2004) and (top) CCSM2 and (bottom) CCSM3.
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diurnal cycle of insolation absorbed in the ocean mixed

layer (Danabasoglu et al. 2006). In CCSM3, the equa-

torial SSTs in the warm pool are underestimated by

between 0.2 and 0.5 K.

Like CCSM2, the CCSM3 also overestimates the

SSTs by as much as 7°C in narrow coastal regions west

of Baja and southern California, Peru and Chile, and

southwest Africa (section 5d). As discussed in Large

and Danabasoglu (2006), surface heat fluxes cannot ac-

count for such large biases. Instead, ocean processes

such as coastal upwelling appear to be playing an im-

portant role in establishing these biases. This is consis-

tent with the insensitivity of the biases to the reduction

in solar insolation in these regions from CCSM2 to

CCSM3. The SST depends on both the strength and

temperature of the upwelling. Therefore, improve-

ments in the alongshore wind component should affect

the upwelling strength but may not necessarily have

much influence on the SSTs.

The global sea surface salinity is about 0.4 psu too

fresh in both CCSM2 and CCSM3, but there are more

significant regional differences. In the tropical Indian

and Pacific Oceans, CCSM3 rainfall generally exceeds

CCSM2 and observational estimates (Fig. 6). There-

fore, areas such as the western tropical Pacific warm

pool where CCSM2 is too salty are improved in

CCSM3, while areas such as the western Indian Ocean

and central South Pacific are now much too fresh

(Large and Danabasoglu 2006). The reduction in salin-

ity is related to the stronger double ITCZ in CCSM3.

The effects of CCSM3 precipitation errors on surface

salinity, ocean stratification, and tropical Pacific circu-

lation are further discussed in Large and Danabasoglu

(2006).

d. Oceanic heat transport

Figure 7 shows the northward heat transports by the

Atlantic and global oceans. As a result of the �0.3 PW

increase in the Atlantic transport by CCSM3 relative to

CCSM2 (lower panel), CCSM3 is in agreement with all

direct estimates from complete Atlantic transects to

within the observational uncertainties (upper panel).

This difference is related to a change in the overturning

circulation in the North Atlantic, where the maximum

below 500-m averages is about 22 Sv in CCSM3 (Bryan

et al. 2006) and only about 15 Sv in CCSM2. The global

change in heat tranport is less because CCSM3 has

less Pacific northward transport than CCSM2 (lower

panel). Nonetheless, the agreement with the direct es-

timates and the partitioning of the transport between

basins are both improved (upper panel).

e. Sea ice thickness and concentration

The fidelity of Arctic sea ice thickness and distribu-

tion have improved in CCSM3 relative to earlier ver-

sions of the model. The annual-mean ice thickness is

between 2 and 2.5 m over the central Arctic basin with

thicknesses reaching 3–4 m next to the Canadian Archi-

pelago and in the East Siberian Sea (Fig. 8). CCSM3

agrees well with submarine measurements of sea ice

thickness from Bourke and Garrett (1987) and Roth-

rock et al. (1999), although the model is too thin by

about 1 m within about 400 km of the Canadian Archi-

pelago and too thick by about 2 m in the East Siberian

Sea. The sea ice in CCSM2 is considerably thinner, with

ice in the central Arctic averaging about 1.5 m. The

increase in the thickness in CCSM3 is due to improve-

ments in the downward longwave radiation in winter.

Improvements in the pattern of sea ice thickness in

CCSM3 can be attributed to effects of the increased

resolution of the atmosphere on the polar wind field

(Fig. 9; DeWeaver and Bitz 2006). In winter the sea ice

concentration in the Atlantic sector of the Arctic in

CCSM3 is about the same as in CCSM2, with too little

ice in the Barents Sea and too much ice in the Labrador

FIG. 4. (top) Annual-mean, zonally averaged shortwave cloud

forcing from CCSM2, CCSM3, and ERBE (Harrison et al. 1990;

Kiehl and Trenberth 1997) and (bottom) differences among the

shortwave forcing estimates.
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Sea. The wintertime ice coverage is now too extensive

in the Okhotsk Sea in CCSM3. In the Northern Hemi-

sphere, the mean summertime sea ice coverage agrees

well with satellite observations (Holland et al. 2006).

The characteristics of the sea ice in the Southern

Hemisphere are described in detail by Holland et al.

(2006). The sea ice concentration in CCSM3 is less ex-

tensive than in CCSM2 year-round. CCSM3 is still too

extensive by about 20% compared with satellite obser-

vations of the Southern Ocean (Cavalieri et al. 1997).

Ice thickness is much improved in CCSM3 compared to

recent observational estimates of Antarctic sea ice

(Timmermann et al. 2004).

The CCSM3 model’s sea ice described here is from

the high-resolution configuration of the model. No

changes are made to the sea ice model component for

the configurations at lower atmospheric resolution, al-

though the sea ice that is simulated changes consider-

ably. The key difference is that the perennial ice is

about 1 m thicker in the moderate resolution configu-

ration than it is at higher resolution. In addition, there

is a shift in the thickness pattern mentioned above, and

the ice tends to be more extensive. These changes are

documented by Holland et al. (2006) and DeWeaver

and Bitz (2006).

f. Climate sensitivity

Climate sensitivity is a measure of the change in a

climate simulation in response to external forcing. Ac-

cording to its traditional definition, climate sensitivity is

the increase in global-average annual-mean surface

temperature when the atmospheric concentration of

carbon dioxide is doubled. Although climate sensitivity

is not a useful metric for regional climate change, it has

proved to be a very useful index for categorizing the

response of multimodel ensembles to a given climate-

change scenario (Houghton et al. 2001).

The equilibrium sensitivity of CCSM3 in its high-

FIG. 5. Differences in annual-mean surface temperature between the HadISST dataset (Rayner et al. 2003) and

(top) CCSM2 and (bottom) CCSM3.
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resolution configuration is 2.7 K for doubling CO2 from

355 to 710 ppmv (Kiehl et al. 2006). This is higher than

the equilibrium sensitivity of 2.2 K for CCSM2 and the

sensitivity of 2.0 K for CSM1 (Kiehl and Gent 2004).

The two factors contributing to the increased sensitivity

are the changes in the cloud processes in CAM (section

2b) and the resolution-dependent tuning of the cloud

processes (section 2a). The largest differences in cloud

response are associated with low clouds. The global-

mean low-cloud cover increases in response to higher

radiative forcing much less rapidly in CCSM3 than in

CCSM2, and the zonal-mean low-cloud cover in

CCSM3 actually decreases between 30° and 60°S when

concentrations of CO2 are doubled (Kiehl et al. 2006).

In addition, the climate sensitivity of CCSM3 increases

with increasing spatial resolution from the T31 � 3 to

T85 � 1 configurations. The change in sensitivity is

directly related to the variation in low-cloud radiative

feedbacks with resolution (Kiehl et al. 2006). The as-

pects of the cloud parameterizations that cause the low

clouds to be particularly sensitive to greater radiative

forcing and spatial resolution are still under investiga-

tion.

4. Stability and long-term behavior of the coupled

integration

CCSM3 has been designed to provide stable simula-

tions relatively free of secular trends under fixed

boundary conditions. The stability in the model system

is an important design objective for two reasons. First,

the absence of large trends is a necessary but not suf-

ficient test of the conservation of energy, mass, and

total water content of each of the components. Second,

drift-free simulations are required for some of the more

demanding applications of the model, including simu-

lations of the carbon cycle that require millennia to

FIG. 6. Differences in annual-mean total surface precipitation between the GPCP dataset (Adler et al. 2003)

and (top) CCSM2 and (bottom) CCSM3.
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attain equilibrium. The stability can be addressed by

examining the energy budget and other properties of an

integration for present-day conditions during years

100–600 (appendix).

In order for the climate system to be in equilibrium,

the exchange of radiative energy across the top of the

atmospheric model (TOM) must be zero. During the

initial stages of a climate model integration, it is usually

very difficult to achieve a precise time-mean energy

balance and, instead, the system gains or loses a small

amount of energy during each annual cycle. The ex-

change of radiant energy is the difference between the

net shortwave radiation absorbed by the system and the

net longwave radiation emitted by the system. For

CCSM3, the annual-mean and rms TOM energy bal-

ance is �0.21 � 0.28 W m�2 under present-day condi-

tions (Fig. 10). Since the sign convention on the TOM

balance is positive downward, on average the CCSM3

loses energy. This loss rate is nearly identical to the loss

rate of �0.2 W m�2 for CCSM2 (Kiehl and Gent 2004).

Since the annual-mean net solar radiation absorbed at

the TOM under all-sky conditions is 234.2 W m�2, the

energy imbalance in the system is equivalent to 0.08%

of the net solar input. The TOM all-sky and clear-sky

fluxes are relatively stable, with trends between �0.01

and �0.03 W m�2 century�1.

Similarly, equilibrium of the climate system requires

that the global-mean surface energy balance also be

identically zero. The (positive downward) exchange of

energy among the atmosphere and surface components

is the difference between the net downward all-sky

shortwave radiation, the net upward all-sky longwave

radiation, the latent heat flux including the effects of

precipitation, and the sensible heat flux. In the model,

the heat storage in soil and the energy used to melt

snow are relatively minor compared to the individual

terms in the surface energy exchange. For CCSM3, the

annual-mean and rms surface energy balance is �0.24

� 0.21 W m�2 (Fig. 10). Detailed diagnostics provided

by each component and by the coupler indicate that this

imbalance is not caused by a violation of the conserva-

tion of energy. The land and ocean model components

each supply about half the flux constituting the total

surface imbalance. The land component of the surface

balance is associated with the heat required to melt

snow. The fact that the surface and TOM are losing

energy indicates that the model is not in equilibrium

even after 600 years of integration. Evidence from long

simulations of paleoclimate regimes suggests that the

time scale for CCSM3 to approach energetic equilib-

rium is greater than 2000 yr.

The net energy absorbed by the atmosphere is just

the difference between the TOM and surface energy

balances. For CCSM3, the mean and rms energy ab-

sorbed by the atmosphere is 0.02 � 0.13 W m�2 (Fig.

10). The atmospheric model includes a correction ap-

plied at each time step that sets the change in atmo-

spheric energy equal to the globally integrated fluxes

exchanged with the surface and top of the model (Col-

lins et al. 2004). The atmospheric energy is approxi-

mated as the sum of the total potential energy and the

lateral kinetic energy. The correction is introduced as a

vertically uniform adjustment to the atmospheric tem-

peratures. In the absence of that correction, the time-

mean global-average energy lost by the atmosphere is

�0.27 W m�2. This residual loss is due primarily to

temperature diffusion and secondarily to numerical ap-

proximations.

Since the simulated climate system is slowly losing

energy, the global mean surface temperature should

decrease slowly with time. By the end of the first cen-

tury, the area of Arctic sea ice has settled into an os-

cillation about its long-term mean value. After this ini-

tial 100-yr period, the surface temperature decreases by

�0.011 K century�1. Most of this trend is manifested in

the Southern Hemisphere between 30° and 90°S, which

cools at a rate of �0.04 K century�1. The temperatures

in the Tropics between 30°S and 30°N and the Northern

Hemisphere between 30° and 90°N increase by less

FIG. 7. (top) Northward total transport of heat in the ocean

model from integrals across the Atlantic (dotted line) and around

the globe (solid line). The model values include the resolved and

parameterized eddy components and the isopycnal diffusion. The

squares and triangles with accompanying error bars are, respec-

tively, the Atlantic and global results of individual section analy-

ses compiled by Bryden and Imawaki (2001). Uncertainties in the

observational estimates are typically �0.3 PW. Note that the 55°N

section did not include the Labrador Sea. (bottom) Differences

between the transports of heat in the Atlantic (dotted) and

around the globe (solid line) between CCSM3 and CCSM2.
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than 2 � 10�4 K century�1. The trend in the global

volume-mean ocean temperature is �0.05 K century�1.

As in CSM1 (Boville and Gent 1998), the initial ocean

adjustment to the energy imbalances at the ocean sur-

face occurs well below the mixed layer (Fig. 11).

The decrease in the temperature of the Southern

Hemisphere can be explained either by the expansion

of the southern sea ice extent or by the persistent cool-

ing of the deep ocean water upwelling adjacent to Ant-

arctica. The trends in sea ice in the Northern and South-

ern Hemispheres are �0.02 � 106 and 0.18 � 106 km2

century�1, respectively (Fig. 12). These changes corre-

spond to changes in ice concentration (expressed in

fractional area) of �0.002% and 0.015% century�1.

The temperature trend can be decomposed into a sum

of terms associated with the trends in the areas and

temperatures of the Southern Ocean, southern sea ice,

and ice over Antarctica. The decomposition shows that

FIG. 8. Annual-mean sea ice thickness in the Northern Hemisphere from (top left) CCSM3, (top right)

CCSM2, and (bottom) the difference between CCSM3 and CCSM2.
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83% of the Southern Hemisphere trend is determined

by the combination of the upward trend in sea ice area

and the �18.6-K average temperature differential be-

tween the sea ice and surrounding ocean.

The trend in the global volume-mean salinity is �6.2

� 10�5 psu century�1 (Fig. 11). Compared to the global

mean salinity of 34.72 psu, the trend in salinity is

equivalent to a relative change of �2 � 10�4% cen-

tury�1. This reduction in salinity is caused by the ad-

justment of the soil moisture in the deepest layers of the

land model during the first 300 years of integration

(Kiehl and Gent 2004). Excess deep soil moisture is

gradually released to the oceans by river runoff. These

trends are smaller in magnitude, but opposite in sign, to

the changes in salinity in CCSM2 (Kiehl and Gent

2004).

FIG. 9. As in Fig. 8 but for the DJF-mean sea ice area in the Northern Hemisphere.
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5. Challenges for further development

While many features of the climate are simulated

with greater fidelity by CCSM3 than CCSM2, there are

still significant biases that should be addressed in future

generations of CCSM. These systematic errors can be

illustrated by comparing the CCSM3 control integra-

tion against observations and meteorological analyses

for the present-day climate.

a. Representation of major modes of variability

The basic characteristics of the ENSO episodes simu-

lated by CCSM2 and CCSM3 are quite similar. Two of

the most important properties are the total variance

and power spectrum of SST anomalies in the central

Pacific. The results for the Niño-3.4 region (5°S–5°N,

120°–170°W) are representative of other regions in the

tropical Pacific.

The meteorological reanalysis by Kistler et al. (2001)

for 1951–2000 provides the observed properties for this

region. The reanalysis represents a relatively short data

record compared to the length of the CCSM2 and

FIG. 11. Difference between simulated global-mean ocean (top) potential temperature and

(bottom) salinity and the observed climatological profile (Levitus et al. 1998) as a function of

depth and year of simulation.

FIG. 10. Probabilities of annual-mean energy imbalances in

CCSM3 at the top of the model (TOM), the surface, and in the

atmosphere. The probabilities are obtained from years 100

through 600 of the control integration. Vertical arrows represent

series-mean imbalances, and horizontal arrows represent the 2�

range of annual imbalances. (top to bottom) Values in the upper

right are the mean and 1� imbalances for the TOM, surface, and

atmosphere.
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CCSM3 control runs. In addition, the variance simu-

lated for the Niño-3.4 region in CCSM2 and CCSM3

can change considerably on time scales of 50 yr. For

these reasons, the control runs for CCSM2 and CCSM3

are divided into 50-yr segments. The variance and

power spectra for each segment are determined sepa-

rately and then aggregated for comparison against the

meteorological reanalysis. The model data used for this

purpose includes 650 years of the CCSM2 control inte-

gration and 500 years of the CCSM3 integration. The

Niño-3.4 temperature anomalies are smoothed using a

running 5-month boxcar average before analysis.

The total variance for the smoothed monthly anoma-

lies in the Niño-3.4 temperature for the analysis is

0.78 K, and the mean variances for the 50-yr segments

of CCSM2 and CCSM3 are 0.81 and 0.73 K. These

results show that the CCSM2 tends to overestimate and

the CCSM3 tends to underestimate the variability in

the observed record. Approximately 70% of the 50-yr

segments from CCSM2 and 40% of the segments from

CCSM3 have greater variability than observed. The

power spectra of the monthly SST anomalies for the

low and intermediate resolutions of CCSM3 are dis-

cussed in detail in Yeager et al. (2006). The power spec-

tra for the high-resolution (T85 � 1) configuration of

CCSM3 are compared against the spectra for CCSM2

and the National Centers for Environmental Prediction

(NCEP) reanalysis in Fig. 13. The observed ENSOs

have a relatively broad spectrum spanning 3–5 yr. The

CCSM3, like CCSM2, tends to produce ENSOs with a

periodicity of approximately 2 yr. In fact, the spectra of

CCSM3 are even more strongly peaked at periods of

2 yr than those of CCSM2, and the variance at periods

of 5 yr is smaller and hence less realistic in CCSM3 than

in CCSM2.

b. Double ITCZ in the Pacific

Like previous generations of this model, CCSM3

produces a double ITCZ in the tropical Pacific. The

FIG. 13. Power spectra of the monthly Niño-3.4 anomalies for

CCSM2, CCSM3, and the NCEP reanalysis (thick line) (Kistler et

al. 2001). The range of variance spanned by the spectra of indi-

vidual 50-yr segments are shown for CCSM2 (light hatching) and

CCSM3 (dark hatching).

FIG. 12. Annual-mean area of sea ice from the CCSM3 control integration in the Northern

Hemisphere (bold lines) and Southern Hemisphere. Observational estimates from the Had-

ISST dataset (Rayner et al. 2003) are shown by dashed lines for each hemisphere.
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South Pacific convergence zone (SPCZ) in the obser-

vations extends southeastward from the tropical warm

pool into the central South Pacific (Fig. 6). In CCSM3,

the SPCZ is replaced by a southern branch of the ITCZ

that is nearly zonal in orientation. The error is particu-

larly evident during June–August when the real SPCZ

is much weaker and less extensive than the modeled

convection south of the equator. The model overesti-

mates the local precipitation rate in both branches of

the ITCZ by up to 10 mm day�1. The maximum pre-

cipitation in the northern half of the warm pool is too

intense and is displaced westward by approximately 30°

FIG. 14. DJF-mean 2-m surface temperature from (top) CCSM3, (middle) the Willmott and Matsuura

(2000) dataset, and (bottom) the difference between CCSM3 and the Willmott estimates.
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relative to the observed maximum. The excess rainfall

indicates that the model produces an overly vigorous

hydrological cycle for the tropical Pacific Ocean. It also

adversely affects the meridional structure of the equa-

torial Pacific undercurrent (Large and Danabasoglu

2006).

c. Biases in continental precipitation and

temperature

Although the temperature errors in CCSM3 are

smaller than those in CCSM2, there are still large biases

in the 2-m air temperatures for sub-Arctic continental

regions during boreal winter. The temperatures relative

to observations (Willmott and Matsuura 2000) during

December–February (DJF) are overestimated by as

much as 10 K in parts of Alaska and northern Eurasia

(Fig. 14). The mean and rms overestimates for sub-

Arctic continental regions north of 50°� during DJF

are �3.9 � 5.7 K. The magnitude of the local errors are

generally smaller than those in CCSM2 (Kiehl and

Gent 2004). In addition, there are significant deficits in

precipitation in the southeast United Sates, Amazonia,

and Southeast Asia throughout the annual cycle (Fig.

6). The biases in annual-mean precipitation for these

three regions are listed in Table 2. The underestimation

of rainfall ranges between 24% and 28% for these ar-

eas.

These biases cause dynamic models of vegetation to

produce unrealistic distributions of plant functional

types in the affected regions (Bonan and Levis 2006).

CCSM3 includes a dynamic vegetation module (Levis

et al. 2004), but it is not active by default. Models of the

terrestrial carbon cycle are very sensitive to both tem-

perature and precipitation. It is difficult to predict the

net effect on CO2 concentrations from biases in these

fields because of the multitude of ecological and bio-

geochemical processes affected. Carbon uptake during

photosynthesis, carbon loss during respiration, and veg-

etation geography depend on temperature and precipi-

tation. In addition, the sensitivity of these processes

differs among types of vegetation. Therefore, when

there are biases in both temperature and precipitation,

it may be difficult to predict the sign of the change in

atmospheric CO2. For these reasons, it will be impor-

tant to reduce these biases in future versions of CCSM

that include biogeochemistry. One option to reduce the

positive temperature biases during boreal winter is to

use a relationship between snow albedo and equivalent

water depth that is more consistent with satellite obser-

vations (Oleson et al. 2003).

d. SST biases and related atmospheric issues in

western coastal regions

CCSM3 produces sea surface temperatures for the

western coastal regions that are warmer than observed

(Fig. 5). Experiments with prototypes of the coupled

model suggest that the biases in SSTs can be caused by

underestimates of surface stress parallel to the coast

and by overestimates of surface insolation (Large and

Danabasoglu 2006). The weaker surface stress results in

weaker cooling of the ocean mixed layer, and the excess

insolation results in too much solar heating of the upper

ocean. These experiments also show that the biases in

these areas affect the SST and precipitation over large

portions of the Atlantic and Pacific basins. Two ex-

amples of the positive SST biases occur in the oceans

adjacent to southern Africa and South America. The

CCSM3 is compared in Table 3 against observations

and analyses for these two western coastal regions av-

TABLE 2. Model precipitation for continental regions.

Region Region box

Precipitation

(mm day�1)

Error*

(mm day�1)

Percent

error*

Southeast United States 30°–40°N, 80°–100°W 2.4 �0.75 �24

Amazonia 10°S–10°N, 60°–80°W 4.5 �1.7 �28

Southeast Asia 10°–30°N, 80°–110°E 3.1 �1.0 �24

* Error is computed relative to the Willmott and Matsuura (2000) dataset.

TABLE 3. Properties of western coastal ocean regions.

Region Source

SST

(°C)

Stress

(N m�2)

Sa
↓

(W m�2)

Sa
↓,c

(W m�2)

Africab Observedc 21.7 0.052 221.0 290.1

CCSM3 25.2 0.051 215.6 286.9

South Americab Observedc 19.7 0.045 212.5 288.0

CCSM3 21.5 0.039 208.9 285.7

a Flux S↓ and S↓,c denote the downwelling surface shortwave flux

for all-sky and clear-sky conditions, respectively.
b The biases are computed within 15° longitude of the western

coasts of Africa (between 30°S and 0°) and South America (be-

tween 40°S and 0°). The stress is the magnitude of the along-

shore component.
c Observed SST is from the HadISST dataset (Rayner et al. 2003),

surface stress is from the NCEP reanalysis (Kistler et al. 2001),

and surface insolation is from the ISCCP FD dataset (Zhang et

al. 2004).
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eraged over the annual cycle. In the coastal region ad-

jacent to South America, CCSM3 overestimates the

SST by 1.8°C. While earlier generations of CCSM over-

estimated the surface insolation off South America by

more than 50 W m�2 in the annual mean, CCSM3 tends

to slightly underestimate the surface shortwave flux.

The much smaller error in insolation results from sev-

eral modifications to the cloud parameterizations intro-

duced in CCSM3 (Boville et al. 2006) partly to address

this issue. The observational comparison suggests that

the alongshore surface stress in CCSM3 may still be too

weak, and this may partially explain the 1.8°C error in

SST. It should be noted that the surface stress produced

by CCSM3 is stronger than that in CCSM2 by up to 0.1

N m�2, partly because of the increased resolution in the

atmosphere (Hack et al. 2006). In the case of Africa,

CCSM3 underestimates the SST by 3.5°C even though

it produces a realistic alongshore stress and slightly un-

derestimates the surface insolation. The effects of other

physical processes, including ocean upwelling, on the

SST biases are examined further in Large and Danaba-

soglu (2006).

e. The semiannual SST cycle in the eastern Pacific

CCSM3 produces a fairly strong semiannual cycle for

SST in the eastern tropical Pacific that does not occur in

the real climate system (Large and Danabasoglu 2006).

The region where this discrepancy is particularly evi-

dent lies between 5°N–5°S and 110°–90°W. An obser-

vational climatology for the seasonal cycle in SST for

this region can be derived from the Hadley Centre’s sea

surface temperature dataset (HadISST) (Rayner et al.

2003). The annual and regional mean temperature from

CCSM3 is 25.5°C, and this compares well with the

HadISST estimate of 25.2°C. However, the simulated

and observed seasonal cycles in the regional mean SST

are quite different. The CCSM3-simulated annual cycle

has a sine-wave amplitude roughly half that observed

and is phased 1.4 months late, while the sine-wave am-

plitude of the semiannual cycle is roughly twice that

observed. The causes for these systematic biases in the

model physics have not yet been identified.

f. Underestimation of downwelling shortwave

radiation in the Arctic

In the Arctic, CCSM3 underestimates the down-

welling all-sky shortwave radiation at the surface

throughout the annual cycle. The insolation is underes-

timated relative to in situ observations from the Surface

Heat Budget of the Arctic (SHEBA) experiment (Pers-

son et al. 2002) and to estimates from ISCCP (Fig. 15;

Zhang et al. 2004). For this comparison, the ISCCP data

from 1984 to 2000 has been averaged to produce a cli-

matology. Between 70° and 90°N, the annual-mean

downwelling shortwave fluxes for all-sky conditions are

91 W m�2 from ISCCP and 78 W m�2 from CCSM3.

The corresponding annual-mean clear-sky fluxes differ

by only �3.9 W m�2, or �3%. The fluxes during the

JJA season are 214 W m�2 from ISCCP and 169 W m�2

from CCSM3. The corresponding JJA-mean clear-sky

fluxes differ by only 8.5 W m�2, or 2.7%. Since the

clear-sky fluxes are in good agreement, the underesti-

mate of surface insolation by CCSM3 is caused by an

overestimate of the surface shortwave cloud radiative

forcing. It should be noted that the excessive cloudiness

in winter produces an overestimate of downwelling

longwave surface flux by 20 W m�2 for December

through April. The overestimation of longwave flux

partly compensates the underestimation of shortwave

insolation in the total surface radiation budget. Further

analysis will be required to identify the sources of these

errors in the modeled cloud amount, cloud condensate

path, and cloud microphysical properties.

6. Summary

A new version of the Community Climate System

Model, version 3 (CCSM3), has been developed and

released to the climate community. The improvements

in the functionality include the flexibility to simulate

climate over a wide range of spatial resolutions with

greater fidelity. This paper documents the high-

resolution (T85 � 1) version used for international as-

sessments of climate change. The atmosphere and land

share a grid for the Eulerian spectral atmospheric dy-

namics running at T85 truncation. The ocean and sea

ice share a nominal 1° grid with a displaced pole in the

Northern Hemisphere.

The atmosphere incorporates new treatments of

cloud and ice-phase processes; new dynamical frame-

works suitable for modeling atmospheric chemistry; im-

proved parameterizations of the interactions among

water vapor, solar radiation, and terrestrial thermal ra-

diation; and a new treatment of the effects of aerosols

on solar radiation. The land model includes improve-

ments in land surface physics to reduce temperature

biases and new capabilities to enable simulation of dy-

namic vegetation and the terrestrial carbon cycle. The

ocean model has been enhanced with new infrastruc-

ture for studying vertical mixing, a more realistic treat-

ment of shortwave absorption by chlorophyll, and im-

provements to the representation of the ocean mixed

layer. The sea ice model includes improved schemes for

the horizontal advection of sea ice and for the exchange

of salt with the surrounding ocean. The software has
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been designed so that CCSM3 is readily portable to a

wide variety of computer architectures.

The climate produced by the high-resolution CCSM3

shows several significant improvements over the cli-

mates produced by previous generations of the model.

These include reduced sub-Arctic surface temperature

biases during boreal winter, reduced tropical SST bi-

ases in the Pacific, and more realistic meridional ocean

heat transport. The new atmosphere features improved

simulation of cloud radiative effects in the storm tracks

and during ENSO events (section 3b), smaller biases in

upper tropical tropospheric temperatures, and a more

realistic surface radiation budget under clear-sky con-

ditions (Collins et al. 2006a). The sea ice features a

FIG. 15. JJA-mean all-sky net surface shortwave flux from (top left) CCSM3, (top right) the ISCCP FD dataset

(Zhang et al. 2004), and (bottom) the difference between CCSM3 and ISCCP.
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much more realistic simulation of the spatial distribu-

tion of ice concentration and of ice thickness. The cli-

mate is stable over at least 700 years subject to per-

petual present-day boundary conditions.

There are several aspects that should be improved in

future versions of CCSM. These include the periodicity

and total variance of ENSO, the double ITCZ in the

tropical oceans, and the large precipitation biases in the

western tropical ocean basins. Other major modes of

variability that are not well-simulated include the Mad-

den–Julian oscillation (Collins et al. 2006a). The errors

in continental precipitation and temperatures need to

be addressed to facilitate modeling of dynamic vegeta-

tion and the terrestrial carbon cycle. While the repre-

sentation of the surface fluxes in coastal regions west of

Africa and South America has improved, there are still

significant biases in the coastal SSTs (Large and Dana-

basoglu 2006). Reduction in these biases will affect the

simulation over large areas of the Pacific and Atlantic

basins. Finally, there are still significant errors in the

radiative energy budget of polar regions. These affect

both the seasonal cycle and the climate feedbacks of sea

ice.

Research is under way to diagnose these biases at the

process level and to test improvements in the physics

and dynamics that would enhance the simulation fidel-

ity. At the same time, the model is being extended to

include a comprehensive treatment of terrestrial and

oceanic biogeochemistry and ecosystem dynamics. De-

tailed representations of reactive chemistry, photo-

chemistry, and aerosol microphysics have been added

to the atmosphere. These developments are the initial

steps toward building a more comprehensive model of

the entire Earth System that can be applied to climates

of the past, present, and future.
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APPENDIX

Control Integrations of CCSM3

A comprehensive suite of control experiments have

been performed with CCSM3. The output from these

experiments has been released to the climate commu-

nity and may be readily obtained from the CCSM Web

site (online at http://www.ccsm.ucar.edu/models). Most

of the experiments have been integrated using each of

the three standard configurations of CCSM (section

2a). The experiments include simulations under con-

stant present-day and preindustrial conditions corre-

sponding to 1780 and 1870. To characterize the sensi-

tivity of the model to increased atmospheric concentra-

tions of CO2, the model has been integrated with a

1% yr�1 increase in CO2 starting from initial conditions

obtained from the present-day run. Two other simula-

tions have been branched from the transient 1%(CO2)

TABLE A1. Control integrations using CCSM3.

Resolution

Present

(yr)

1%(CO2) yr�1

(yr)

2 � CO2

(yr)

4 � CO2

(yr)

1780

(yr)

1870

(yr)

Twentieth

century (yr)

T85 � 1 b30.009 b30.026 b30.026a b30.026b — b30.020 b30.030

(661) (161) (152) (153) (0) (235) (8 � 130)

T42 � 1 b30.004 b30.025 b30.025a b30.025b b30.100 b30.043 —

(1001) (214) (301) (301) (499) (302) (0)

T31 � 3 b30.031 b30.032 b30.032a b30.032b b30.105 b30.048 —

(748) (171) (157) (160) (433) (154) (0)
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yr�1 simulation when the decadal-mean CO2 concen-

tration is equal to 2 and 4 times its present-day value.

The CO2 concentration is held fixed in each of these

runs to the values at the branch points from the tran-

sient simulation. For the purposes of these control ex-

periments, the present-day global-mean annually aver-

aged mixing ratio of CO2 is equal to 355 ppmv, its value

in 1990.

The control integrations are shown in Table A1. The

table lists the types of experiments, the resolution used

in each integration, the length of each experiment in

years, and the series identifier for each simulation.

More details regarding the types of model output avail-

able and the methods for access to these data are avail-

able from the CCSM Web site. The control experiment

discussed in this paper is b30.009.
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