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Abstract 
 

This paper proposed a new general class of continuous lifetime distributions, which is a complementary to the Poisson-

Lindley family proposed by Asgharzadeh et al. [3]. The new class is derived by compounding the maximum of a 

random number of independent and identically continuous distributed random variables, and Poisson-Lindley 

distribution. Several properties of the proposed class are discussed, including a formal proof of probability density, 

cumulative distribution, and reliability and hazard rate functions. The unknown parameters are estimated by the 

maximum likelihood method and the Fisher’s information matrix elements are determined. Some sub-models of this 

class are investigated and studied in some details. Finally, a real data set is analyzed to illustrate the performance of new 

distributions. 
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1. Introduction 

Lifetime distributions are of great importance in several applications for theoretical research and applied fields such as; 

insurance, medical, engineering, biological, communications and life testing. Recently, attempts have been made to 

define new lifetime probability distributions, that provide great flexibility in modeling data in practice. One way to 

generate a new lifetime distribution is compounding procedure. Firstly; Adamidis and Loukas [1] introduced a new 

distribution with decreasing failure rate by mixing the distribution of the minimum of a fixed number of exponential 

distributed random variables with geometric random variable. Similar procedure for deriving another lifetime 

distributions discussed by several authors; such as; Kus [11]; Thamasbi and Rezaei [17] and Chahkandi and Ganjali [6]. 

In the same way; a compound class of lifetime distributions with Poisson distribution is derived by Alkarni and Oraby 

[2]. Asgharzadeh et al. [3] obtained a new compound class of Poisson Lindley by compounding distribution of the 

minimum of a fixed number of any lifetime distribution with Poisson Lindley distribution. 

Recently based on reliability studies, some researches have proposed a series of new distributions for the maximum of a 

sequence of identically independent distributed random variables, which represents the risk times of the system 

component. Louzada et al. [15] introduced a two-parameter lifetime distribution with increasing failure rate by 

compounding the distribution of the maximum of sequence of independent and identically components random 

variables from exponential distribution and geometric random variable. Next, Flores et al. [8] treat the distribution of a 

vector’s with maximum components that are exponentially distributed in a random number of a power series 
distribution type. This type of distribution is called complementary exponential power series distribution. Likewise, 

Leahu et al. [12] introduced two new families of distributions named as max- Erlang power series distribution and min- 

Erlang power series distribution. They mixed minimum and maximum of a random number of independently; 

identically Erlang distributed random variables with power series distribution. Cordeiro and Silva [7] introduced the 

complementary class of extended Weibull power series distributions by using maximum distribution of extended 

Weibull.  

In this article, a new compound class of Poisson-Lindley distribution is suggested by mixing the maximum of a fixed 

number of any continuous lifetime random variables with Poisson- Lindley random variable. In particular, some sub-

models of this class are derived and studied in some details. This paper is organized as following. In Section 2, the new 
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class of Poisson-Lindley lifetime distributions with its probability density, cumulative distribution, and reliability and 

hazard rate functions are introduced. In Section 3, some statistical measurements of the new class will be derived. 

Maximum likelihood estimators for the unknown parameters from the class of Poisson Lindley distributions are 

discussed in Section 4. Four special sub-models of the proposed class are investigated in Section 5. An application to a 

real data set is presented in Section 6. Finally, some concluding remarks are addressed in Section 7.  

2. The new class 

Following the same idea of Adamidis and Loukas [1], the new class of distributions is defined as follows. Let 𝑋1, 𝑋2, … , 𝑋𝑤  are identically independent distributed (iid) random variables from a continuous probability density 

function ℎ(𝑥; 𝜃) on (0, ∞), with some continuous unknown parameters (𝜃 = 𝜃1, 𝜃2, … , 𝜃𝑘). Let 𝑊 be a zero truncated 

Poisson-Lindley random variable independent of 𝑋′s with the following probability mass function: 

 𝑃(𝑊 = 𝑤) = 𝛼2(1+3𝛼+𝛼2) 2+𝛼+𝑤(1+𝛼)𝑤 , 𝑤 = {1,2 … . . }, 𝛼 > 0.                                                                                                     (1) 

 

Define, X = max{ Xi}i=1W  as the Poisson-Lindley- H random variable. The conditional probability density function (PDF) 

of X|W = w is given by: 

 𝑓𝑋|𝑊=𝑤(𝑥) = 𝑤ℎ(𝑥; 𝜃)𝐻(𝑥; 𝜃)𝑤−1
  

 

The joint distribution of 𝑋 and W is obtained as the following: 

 𝑓𝑋,𝑊(𝑥, 𝑤; 𝛼, 𝜃) = 𝛼2(1+3𝛼+𝛼2) 2+𝛼+𝑤(1+𝛼)𝑤 𝑤ℎ(𝑥; 𝜃)𝐻(𝑥; 𝜃)𝑤−1 .   
 

So, the new class of the complementary Poisson-Lindley (CPL) lifetime distributions is derived as the marginal PDF of 𝑋 as follows:  

 𝑓(𝑥; 𝛼, 𝜃) = 𝛼2ℎ(𝑥;𝜃)(1+3𝛼+𝛼2)(1+𝛼)  ×  ((2 + 𝛼) ∑ 𝑤 (𝐻(𝑥;𝜃)1+𝛼 )𝑤−1∞𝑤=1 − ∑ 𝑤2 (𝐻(𝑥;𝜃)1+𝛼 )𝑤−1∞𝑤=1 ) ,   
 

After some simplifications, it reduces to: 

 𝑓(𝑥; 𝛼, 𝜃) = 𝛼2(1+𝛼)2ℎ(𝑥;𝜃)(3+𝛼−𝐻(𝑥;𝜃))(1+3𝛼+𝛼2)(1+𝛼−𝐻(𝑥;𝜃))3 , 𝑥 > 0.                                                                                                                  (2) 

 

Proposition 1: 

The PDF of complementary Poisson-Lindley lifetime distributions can be written as a linear combination of ℎ𝑖(𝑥, 𝜃)𝑠  

Proof 

The PDF (2) can be expressed as; 

 𝑓(𝑥; 𝛼, 𝜃) = 𝛼2(1+𝛼)2(1+3𝛼+𝛼2) [ℎ1(𝑥; 𝜃) + ℎ2(𝑥; 𝜃)]; 
 

Where; ℎ𝑖(𝑥; 𝜃) = 𝑖ℎ(𝑥; 𝜃)[1 + 𝛼 − 𝐻(𝑥; 𝜃)]−(𝑖+1); 𝑖 = 1,2. So, 𝑓(𝑥; 𝛼, 𝜃) is a linear combination of ℎ𝑖(𝑥, 𝜃)𝑠. 

 

The corresponding cumulative distribution function (CDF) associated to (2) is given by: 

  𝐹(𝑥; 𝛼, 𝜃)  = ( 𝛼21+3𝛼+𝛼2) 𝐻(𝑥;𝜃)(1+𝛼−𝐻(𝑥;𝜃))2 {1 + 𝛼 + (2 + 𝛼) (1 + 𝛼 − 𝐻(𝑥; 𝜃))} , 𝑥 > 0.                                                    (3) 

 

Proposition 2: F(x; α, θ) → H(x; θ) as α → ∞. So H(x; θ) is the limiting case of F(x; α, θ). 

Proof 

  𝑙𝑖𝑚𝛼→∞𝐹(𝑥; 𝛼, 𝜃)  = 𝑙𝑖𝑚𝛼→∞ ( 𝛼21+3𝛼+𝛼2) 𝐻(𝑥;𝜃)(1+𝛼−𝐻(𝑥;𝜃))2 {1 + 𝛼 + (2 + 𝛼) (1 + 𝛼 − 𝐻(𝑥; 𝜃))} = 𝐻(𝑥; 𝜃).   
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So 𝐻(𝑥; 𝜃) is the limiting case of (3). 

Furthermore, the reliability and hazard rate functions of complementary Poisson-Lindley lifetime distributions are 

obtained, respectively, as the following: 

 𝑅(𝑥; 𝛼, 𝜃) = 1 − 𝛼2𝐻(𝑥;𝜃){1+𝛼+(2+𝛼)(1+𝛼−𝐻(𝑥;𝜃))}(1+3𝛼+𝛼2)(1+𝛼−𝐻(𝑥;𝜃))2 ,                                                                                                              (4) 

 

and 

 

𝜐(𝑥; 𝛼, 𝜃) = 𝛼2(1+𝛼)2ℎ(𝑥;𝜃)(1+3𝛼+𝛼2) ( 3+𝛼−𝐻(𝑥;𝜃)(1+𝛼−𝐻(𝑥;𝜃))3)
1−𝛼2𝐻(𝑥;𝜃){1+𝛼+(2+𝛼)(1+𝛼−𝐻(𝑥;𝜃))}(1+3𝛼+𝛼2)(1+𝛼−𝐻(𝑥;𝜃))2 .                                                                                                                       (5) 

 

Now, let us denote a random variable X  following the complementary Poisson-Lindley lifetime distributions with 

parameters 𝜃  and α  by  𝑋~CPL(𝜃, 𝛼) . This new class of distributions is presented as a generalization of several 

distributions.  

3. Moments and moment generating function 

Moments are commonly used to characterize the probability distribution or observed data set. Some of the most 

important features and characteristics of a distribution can be studied through moments (e.g. tendency, dispersion, 

skewness and kurtosis). The rth raw moment of X about the origin can be determined from (2) as follows: 

 𝐸(𝑋𝑟) = 𝛼2(1+𝛼)2(1+3𝛼+𝛼2) ∫ 𝑥𝑟ℎ(𝑥; 𝜃)(3 + 𝛼 − 𝐻(𝑥; 𝜃)) (1 + 𝛼 − 𝐻(𝑥; 𝜃))−3∞0 𝑑𝑥.  
 

Using the binomial expansion then 𝐸(𝑋𝑟) can be written as:  

  𝐸(𝑋𝑟)  = 𝛼2(1+𝛼)−1(1+3𝛼+𝛼2) ∫ 𝑥𝑟∞0 ∑ (𝑖+22 )∞𝑖=0 (1 + 𝛼)−𝑖 (𝐻(𝑥; 𝜃))𝑖 ℎ(𝑥; 𝜃) (3 + 𝛼 − 𝐻(𝑥; 𝜃)) 𝑑𝑥.   
 

After some simplification, 

 𝐸(𝑋𝑟)  = 𝛼2(1+𝛼)−1(1+3𝛼+𝛼2) ∑ (𝑖+22 )∞𝑖=0 (1 + 𝛼)−𝑖[ (3 + 𝛼)𝐼(𝑖) − 𝐼(𝑖 + 1)],                                                                                  (6) 

 

Where, 𝐼(𝑖) = ∫ 𝑥𝑟ℎ(𝑥,∞0 𝜃) (𝐻(𝑥; 𝜃))𝑖 𝑑𝑥. 

 

Hence, the moments of this class is obtained directly by substituting r=1, 2… in Equation (6). 

Additionally, the moment generating function can be written as:  

  𝑀𝑥(𝑡) = ∑ 𝑡𝑟𝑟!∞𝑟=0 𝐸(𝑋𝑟)  

 

Therefore, the moment generating function of CPL class of distributions is obtained from (6) as follows:  

  𝑀𝑥(𝑡) = 𝛼2(1+𝛼)−1(1+3𝛼+𝛼2) ∑ 𝑡𝑟𝑟!∞𝑟=0 ∑ (𝑖+22 )∞𝑖=0 (1 + 𝛼)−𝑖[ (3 + 𝛼)𝐼(𝑖) − 𝐼(𝑖 + 1)].                                                                      (7) 

4. Parameter estimation 

In this section; the maximum likelihood estimates (MLEs) of the model parameters of the complementary Poisson-

Lindley class of distributions are determined from complete samples. In addition, an expression for the associated 

Fisher’s information matrix is given.  
Let 𝑋1, 𝑋2, … … , 𝑋𝑛  is a random sample from the new class of Poisson-Lindley with parameters 𝛼 𝑎𝑛𝑑 𝜃. the log-

likelihood function based on observed random sample of size n is given by: 
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 ℓ∗ = 2𝑛𝑙𝑛𝛼(1 + 𝛼) − 𝑛𝑙𝑛(1 + 3𝛼 + 𝛼2) + ∑ 𝑙𝑛ℎ(𝑥𝑖; 𝜃)𝑛𝑖=1 + ∑ 𝑙𝑛 (3 + 𝛼 − 𝐻(𝑥𝑖; 𝜃))𝑛𝑖=1 − 3 ∑ 𝑙𝑛 (1 + 𝛼 −𝑛𝑖=1𝐻(𝑥𝑖; 𝜃)).    
The first partial derivatives for the log-likelihood equation with respect to 𝛼 𝑎𝑛𝑑 𝜃 are given respectively as follows: 

 𝜕ℓ∗𝜕𝛼 = 2𝑛(2𝛼+1)𝛼(𝛼+1) − 𝑛(3+2𝛼)1+3𝛼+𝛼2 + ∑ 13+𝛼−𝐻(𝑥𝑖;𝜃)𝑛𝑖=1  − 3 ∑ 11+𝛼−𝐻(𝑥𝑖;𝜃)𝑛𝑖=1  ,                                                                                  (8) 

 

And 

 𝜕ℓ∗𝜕𝜃 = ∑ 𝜕ℎ(𝑥𝑖;𝜃)𝜕𝜃ℎ(𝑥𝑖;𝜃)𝑛𝑖=1 − ∑ (𝜕𝐻(𝑥𝑖;𝜃)𝜕𝜃 )3+𝛼−𝐻(𝑥𝑖;𝜃)𝑛𝑖=1 + 3 ∑ (𝜕𝐻(𝑥𝑖;𝜃)𝜕𝜃 )1+𝛼−𝐻(𝑥𝑖;𝜃) .𝑛𝑖=1                                                                                               (9) 

 

The MLEs of the parameters;  𝛼 𝑎𝑛𝑑 𝜃; can be obtained from (8) 𝑎𝑛𝑑 (9) 𝑤𝑖𝑡ℎ 𝑟𝑒𝑠𝑝𝑒𝑐𝑡 𝑡𝑜 𝛼 𝑎𝑛𝑑 𝜃 respectively, by 

setting 
𝜕ℓ∗𝜕�̂� = 0 𝑎𝑛𝑑 𝜕ℓ∗𝜕�̂� = 0 and solving for the values of 𝛼 𝑎𝑛𝑑 𝜃. 

 

For large sample size, the maximum likelihood estimators, under appropriate regularity conditions, are consistent and 

asymptotically normally distributed. Tests of hypothesis and confidence intervals for the parameters can be obtained 

based on Fisher
'
s information matrix. Therefore, the two sided approximate confidence limits for the maximum 

likelihood estimates �̂� and ̂  of population parameters 𝛼 𝑎𝑛𝑑 𝜃 can be constructed, such that: 

 (𝛼𝜃) = (�̂��̂�) ± 𝑍𝛿2 (√𝑑𝑖𝑎𝑔𝑜𝑛𝑎𝑙(𝐼−1)) ,  
 

Where, 𝑧𝛿2 is the standard normal percentile at 𝛿 2⁄  , 𝛿 is the significant level, 𝐼 is the asymptotic Fisher information 

matrix which is obtained by substituting ̂  for 𝜃 and �̂� for 𝛼 as follows: 

 

𝐼 = − ( 𝜕2ℓ∗𝜕�̂�2 𝜕2ℓ∗𝜕�̂�𝜕�̂�𝜕2ℓ∗𝜕�̂�𝜕�̂� 𝜕2ℓ∗𝜕�̂�2 ). 

 

The elements of the asymptotic Fisher information matrix 𝐼 can be expressed as the following: 

 𝜕2ℓ∗𝜕�̂�2 = −2𝑛(2�̂�2+2�̂�+1)(�̂�(�̂�+1))2 + 𝑛(7+6�̂�+2�̂�2)(1+3�̂�+�̂�2)2 − ∑ 1(3+�̂�−𝐻(𝑥𝑖;�̂�))2𝑛𝑖=1 + 3 ∑ 1(1+�̂�−𝐻(𝑥𝑖;�̂�))2𝑛𝑖=1 ,   
 

𝜕2ℓ∗𝜕�̂�2 = ∑ 𝜕2ℎ(𝑥𝑖;�̂�)𝜕�̂�2 ℎ(𝑥𝑖;�̂�)−(𝜕ℎ(𝑥𝑖;�̂�)𝜕�̂� )2
ℎ(𝑥𝑖;�̂�)2𝑛𝑖=1 − [∑ (𝜕2𝐻(𝑥𝑖;�̂�)𝜕�̂�2 )(3+�̂�−𝐻(𝑥𝑖;�̂�))+(𝜕𝐻(𝑥𝑖;�̂�)𝜕�̂� )2

(3+�̂�−𝐻(𝑥𝑖;�̂�))2𝑛𝑖=1  ]   
  +3 ∑ (𝜕2𝐻(𝑥𝑖;�̂�)𝜕�̂�2 )(1+�̂�−𝐻(𝑥𝑖;�̂�))+(𝜕𝐻(𝑥𝑖;�̂�)𝜕�̂� )2

(1+�̂�−𝐻(𝑥𝑖;�̂�))2 ,𝑛𝑖=1   

 𝜕2ℓ∗𝜕�̂�𝜕�̂� = ∑ (𝜕𝐻(𝑥𝑖;�̂�)𝜕�̂� )(3+�̂�−𝐻(𝑥𝑖;�̂�))2𝑛𝑖=1 − 3 ∑ (𝜕𝐻(𝑥𝑖;�̂�)𝜕�̂� )(1+�̂�−𝐻(𝑥𝑖;�̂�))2𝑛𝑖=1 .   
5. Special models 

In this section, some special cases of CPL lifetime distributions will be discussed, including the complementary Burr 

XII Poisson Lindley (CBXIIPL) distribution, complementary Burr III Poisson Lindley (CBIIIPL) distribution, 

complementary Weibull Poisson Lindley (CWPL) distribution, and complementary inverse Weibull Poisson Lindley 

(CIWPL) distribution. To illustrate the flexibility of distributions, plots of PDF and hazard rate function for some values 

of the parameter are presented. 
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5.1. Complementary Burr XII Poisson Lindley distribution 
 

Burr [4] introduced family of distributions which concluded twelve distributions. Burr XII distribution was the most 

popular between Burr distributions family. Burr [5] and Tadikamalla [16] showed that the skewness and kurtosis of 

Burr XII distribution have different shapes and degrees. Characteristics of Burr XII distribution are near to several 

distributions like exponential family, normal, lognormal…etc. To check extra properties of Burr XII distribution (see 
Headrick et al. [9]). The distribution function of Burr XII with shape parameters 𝛾 and 𝛽 takes the following form: 

  𝐻(𝑥; 𝛾, 𝛽) = 1 − (1 + 𝑥𝛽)−𝛾 , ,0x                                                                                                                             (10) 

 

Substituting the CDF (10) and its corresponding density function into general expressions (2) and (3) to obtain the 

density and distribution functions of complementary Burr XII Poisson Lindley as follows: 

 𝑓(𝑥; 𝛼, 𝛾, 𝛽) = (𝛼2(1+𝛼)2𝛾𝛽1+3𝛼+𝛼2 )  𝑥𝛽−1(1 + 𝑥𝛽)−𝛾−1 ( 2+𝛼+(1+𝑥𝛽)−𝛾
(𝛼+(1+𝑥𝛽)−𝛾))3) , 𝑥 > 0 , 𝛽, 𝛾 > 0 ,                                                   (11) 

 

And, 

 𝐹(𝑥; 𝛼, 𝛾, 𝛽) = ( 𝛼21+3𝛼+𝛼2) (1−(1+𝑥𝛽)−𝛾)(𝛼+(1+𝑥𝛽)−𝛾)2 (1 + 𝛼 + (2 + 𝛼)(𝛼 + (1 + 𝑥𝛽)−𝛾))                                                            (12) 

 𝑤ℎ𝑒𝑟𝑒 𝛼 > 0 Is the scale parameter.  

Note that; from proposition (2); as 𝛼 → ∞, 𝐹(𝑥; 𝛼, 𝛾, 𝛽) → 1 − (1 + 𝑥𝛽)−𝛾 = 𝐻(𝑥; 𝛾, 𝛽), which is the distribution function 

of Burr XII. Hence, the Burr XII is obtained as limiting distribution for CBXIIPL distribution. 

 

The probability density function of CBXIIPL is displayed in Figure (1) for some selected values of parameter to show 

its flexibility to model lifetime data.  

 

  
(a) 𝛼 = 1, 2, 3, 𝛾 = 1, 1.5, 2, 𝛽 = 0.5 (b) 𝛼 = 0.5, 1 ,1.5, 𝛾 = 1.5, 1, 0.5, 𝛽 = 1.5 

  

Fig. 1: Plots of the CBXIIPL Densities Function for Some Parameter Values 

 

Furthermore, from the general expressions (4) and (5), the reliability and hazard rate functions of CBXIIPL reduce to  

  𝑅(𝑥; 𝛼, 𝛾, 𝛽) = 1 − 𝛼21+3𝛼+𝛼2  (1−(1+𝑥𝛽)−𝛾)(𝛼+(1+𝑥𝛽)−𝛾)2 (1 + 𝛼 + (2 + 𝛼)(𝛼 + (1 + 𝑥𝛽)−𝛾)),   
 

And 

 

𝜐(𝑥; 𝛼, 𝛾, 𝛽) = 𝛼2(1+𝛼)2𝛾𝛽𝑥𝛽−1(1+𝑥𝛽)−𝛾−1(1+3𝛼+𝛼2) ( 2+𝛼+(1+𝑥𝛽)−𝛾
(𝛼+(1+𝑥𝛽)−𝛾))3)

1− 𝛼21+3𝛼+𝛼2 (1−(1+𝑥𝛽)−𝛾)(𝛼+(1+𝑥𝛽)−𝛾)2(1+𝛼+(2+𝛼)(𝛼+(1+𝑥𝛽)−𝛾)).   
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Figure (2) represents the shapes of hazard rate function for CBXIIPL for selected values of 𝛼, 𝛽 𝑎𝑛𝑑 𝛾. It is clear from 

plots that for small values of β and γ, the hazard rate function takes decreasing form (Figure. 2(a)). Also, for large 
values of β and γ , the hazard rate function takes convex form (Figure. 2(b)).  
 

  
(a) 𝛼 = 10, 20, 30, 𝛾 = 0.5, 1, 1.5 , 𝛽 = 0.5 (b) 𝛼 = 20, 25, 30, 𝛾 = 3, 3.5, 4 , 𝛽 = 10 

  

Fig. 2: Plots of the CBXIIPL Hazard Rate Functions for Some Parameter Values 

 

Based on general expression (6), the r
th

 raw moment of the random variable X about the origin having the CBXIIPL is 

determined as follows: 

 𝐸(𝑋𝑟) = 𝛼2(1+𝛼)−1(1+3𝛼+𝛼2) ∑ (𝑖+22 )∞𝑖=0 (1 + 𝛼)−𝑖[(3 + 𝛼)𝐼(𝑖) − 𝐼(𝑖 + 1)],   
 

Where, 𝐼(𝑖) is obtained by substituting (10) and its corresponding density function in (6) as follows: 

  𝐼(𝑖) = 𝛽𝛾 ∫ 𝑥𝑟+𝛽−1(1 + 𝑥𝛽)−𝛾∞0 (1 − (1 + 𝑥𝛽)−𝛾)𝑖𝑑𝑥  

 

By using binomial expansion and after some calculations, 𝐼(𝑖) takes the following form: 

  𝐼(𝑖) = ∑ ( 𝑖𝑘)𝑖𝑘=0 (−1)𝑘 1(𝑘+1) 1𝛤(𝛾(𝑘+1)) 𝛤 (1 + 𝑟𝛽) 𝛤 (𝛾(𝑘 + 1) − 𝑟𝛽).  
 

Also, the moment generating function is: 

 𝑀𝑥(𝑡) = 𝛼2(1+𝛼)−1(1+3𝛼+𝛼2) ∑ ∑ 𝑡𝑟𝑟!∞𝑖=0∞𝑟=0 (𝑖+22 )(1 + 𝛼)−𝑖[(3 + 𝛼)𝐼(𝑖) − 𝐼(𝑖 + 1)].   
 

Furthermore, the log-likelihood function based on observed random sample of size n is given as follows: 

 ℓ∗ = 2𝑛𝑙𝑛𝛼(1 + 𝛼) − 𝑛𝑙𝑛(1 + 3𝛼 + 𝛼2) + 𝑛𝑙𝑛𝛾𝛽 + (𝛽 − 1) ∑ 𝑙𝑛𝑥𝑖𝑛𝑖=1   

  −(𝛾 + 1) ∑ 𝑙𝑛(1 + 𝑥𝑖 𝛽) + ∑ 𝑙𝑛 (2 + 𝛼 + (1 + 𝑥𝑖𝛽)−𝛾)𝑛𝑖=1𝑛𝑖=1 − 3 ∑ 𝑙𝑛 (𝛼 + (1 + 𝑥𝑖𝛽)−𝛾)𝑛𝑖=1 .  
 

The first partial derivatives for the log-likelihood equation with respect to 𝛼, 𝛾 and 𝛽 are given respectively as follows: 

 𝜕ℓ∗𝜕𝛼 = 2𝑛(2𝛼+1)𝛼(𝛼+1) − 𝑛(3+2𝛼)1+3𝛼+𝛼2 + ∑ [ 1 2+𝛼+(1+𝑥𝑖𝛽)−𝛾𝑛𝑖=1 − 3𝛼+(1+𝑥𝑖𝛽)−𝛾],                                                                                       (13) 

 𝜕ℓ∗𝜕𝛾 = 𝑛𝛾 − ∑ 𝑙𝑛(1 + 𝑥𝑖𝛽)𝑛𝑖=1 − ∑ [(1+𝑥𝑖𝛽)−𝛾𝑙𝑛(1+𝑥𝑖𝛽)2+𝛼+(1+𝑥𝑖𝛽)−𝛾𝑛𝑖=1 − 3(1+𝑥𝑖𝛽)−𝛾𝑙𝑛(1+𝑥𝑖𝛽)𝛼+(1+𝑥𝑖𝛽)−𝛾 ],                                                                   (14) 

 

And 

 𝜕ℓ∗𝜕𝛽 = 𝑛𝛽 + ∑ 𝑙𝑛𝑥𝑖𝑛𝑖=1 − (𝛾 + 1) ∑ 𝑥𝑖𝛽 𝑙𝑛𝑥𝑖 (1+𝑥𝑖𝛽)𝑛𝑖=1 − 𝛾 ∑ [(1+𝑥𝑖𝛽)−𝛾−1𝑥𝑖𝛽𝑙𝑛𝑥𝑖2+𝛼+(1+𝑥𝑖𝛽)−𝛾𝑛𝑖=1 − 3(1+𝑥𝑖𝛽)−𝛾−1𝑥𝑖𝛽𝑙𝑛𝑥𝑖𝛼+(1+𝑥𝑖𝛽)−𝛾 ].                                     (15) 
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MLEs of the unknown parameters are obtained after setting non-linear Equations (13)-(15) to be zero; 
𝜕ℓ∗𝜕�̂� = 0 , 𝜕ℓ∗𝜕�̂� =0 and  𝜕ℓ∗𝜕�̂� = 0. as it seems, there is no closed solution, so an extensive numerical solution will be applied.  

 

5.2. Complementary Burr III Poisson Lindley distribution 
 

The Burr III distribution properly approximates many familiar distributions such as normal, lognormal, gamma, Weibull, 

and exponential distributions. It plays an important role in reliability engineering, statistical quality control, and risk 

analysis models. Burr type III has been introduced to forestry by Lindsay et al. [14].This distribution is an important 

because this is inherently more flexible than the Weibull distribution, which is often used in forestry application. Burr 

type III covers a much larger area of the skewness–kurtosis plane than the Weibull distribution. The cumulative 

distribution function for Burr III distribution with shape parameters 𝛾 and 𝛽 is given by: 
 𝐻(𝑥;  𝛾, 𝛽) =  (1 + 𝑥−𝛽)−𝛾, 𝑥 > 0.                                                                                                                                  (16) 

 

The PDF and CDF of CBIIIPL are obtained by direct substitution of CDF (16) and its PDF in general expression (2) 

and (3) as the following: 

 𝑓(𝑥; 𝛼, 𝛾, 𝛽) = 𝛼2(1+𝛼)2𝛾𝛽𝑥−𝛽−1(1+𝑥−𝛽)−𝛾−1(1+3𝛼+𝛼2) ( 3+𝛼−(1+𝑥−𝛽)−𝛾
(1+𝛼−(1+𝑥−𝛽)−𝛾))3) , 𝑥 > 0, 𝛽, 𝛾, 𝛼 > 0,                                                     (17) 

 

And 

 𝐹(𝑥; 𝛼, 𝛾, 𝛽) = 𝛼21+3𝛼+𝛼2 (1+𝑥−𝛽)−𝛾
(1+𝛼−(1+𝑥−𝛽)−𝛾)2 (1 + 𝛼 + (2 + 𝛼)(1 + 𝛼 − (1 + 𝑥−𝛽)−𝛾))                                                   (18) 

 

From proposition (2); it is quite clear that as 𝛼 → ∞, the Burr III is the limiting distribution for CBIIIPL. That is,  

 𝑙𝑖𝑚𝛼→∞𝐹(𝑥; 𝛼, 𝛾, 𝛽) → (1 + 𝑥−𝛽)−𝛾 = 𝐻(𝑥;  𝛾, 𝛽)  

 

The probability density function of CBIIIPL is illustrated in Figure (3) for some selected values of parameter. 

 

  
(a) 𝛼 = 2, 3, 4 , 𝛾 = 0.5, 1.5, 2 , 𝛽 = 0.5 (b) 𝛼 = 2 ,3, 4, 𝛾 = 1 , 𝛽 = 1.5, 2, 2.5 

  

Fig. 3: Plots of CBIIIPL Densities Function for Some Parameter Values 

 

Furthermore, the reliability and hazard rate functions of CBIIIPL are obtained from general expressions (4) and (5) as 

follows: 

 𝑅(𝑥; 𝛼, 𝛾, 𝛽) = 1 − 𝛼21+3𝛼+𝛼2 (1+𝑥−𝛽)−𝛾
(1+𝛼−(1+𝑥−𝛽)−𝛾)2 (1 + 𝛼 + (2 + 𝛼)(1 + 𝛼 − (1 + 𝑥−𝛽)−𝛾)),   

 

And 
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𝜐(𝑥; 𝛼, 𝛾, 𝛽) = 𝛼2(1+𝛼)2𝛾𝛽𝑥−𝛽−1(1+𝑥−𝛽)−𝛾−1(1+3𝛼+𝛼2) ( 3+𝛼−(1+𝑥−𝛽)−𝛾
(1+𝛼−(1+𝑥−𝛽)−𝛾))3)

1− 𝛼21+3𝛼+𝛼2 (1+𝑥−𝛽)−𝛾
(1+𝛼−(1+𝑥−𝛽)−𝛾)2(1+𝛼+(2+𝛼)(1+𝛼−(1+𝑥−𝛽)−𝛾))  

 

Figure (4) represents the shapes of hazard rate function for CBIIIPL for selected values of α, β and γ. Clearly, for small 
values of β and γ, plots of the hazard rate function take decreasing form (Figure. 4(a)). Also, the hazard rate function 

takes convex form for large values of β and γ ((Figure. 4(b)).  
 

  
(a) 𝛼 = 10, 20, 30, 𝛾 = 0.1, 𝛽 = 0.5, 1, 1.5 (b) 𝛼 = 5, 10, 15 , 𝛾 = 0.1, 1, 10 , 𝛽 = 10, 15, 20 

  

Fig. 4: Plots of the CBIIIPL Hazard Rate Functions for Some Parameter Values 

 

To obtain the r
th

 raw moment of CBIIIPL, firstly it must to obtain the integrated part , 𝐼(𝑖), 𝑑𝑒𝑓𝑖𝑛𝑒𝑑 𝑖𝑛 (6) as follows: 

  𝐼(𝑖) = ∫ 𝛽𝛾𝑥𝑟−𝛽−1(1 + 𝑥𝛽)−𝛾(𝑖+1)∞0 𝑑𝑥 = 𝛤(1−𝑟𝛽)𝛤(𝛾(𝑖+1)+𝑟𝛽)(𝑖+1)𝛤𝛾(𝑖+1)                                                                                           (19) 

 

After substituting (19) in (6), the r
th

 raw moment of CBIIIPL distribution takes the following form:  

 𝐸(𝑋𝑟)  = 𝛼2(1+𝛼)−1(1+3𝛼+𝛼2) ∑ (𝑖+22 )∞𝑖=0 (1 + 𝛼)−𝑖𝛤 (1 − 𝑟𝛽) {(3+𝛼)𝛤(𝛾(𝑖+1)+𝑟𝛽)(𝑖+1)𝛤(𝛾(𝑖+1)) − 𝛤(𝛾(𝑖+2)+𝑟𝛽)(𝑖+2)𝛤(𝛾(𝑖+2))}.  
 

Likewise, the moment generating function can be expressed as the following:  

 𝑀𝑥(𝑡) = ∑ ∑ 𝑡𝑟𝑟!∞𝑖=0∞𝑟=0 𝛼2(1+𝛼)−1(1+3𝛼+𝛼2) (𝑖+22 )(1 + 𝛼)−𝑖𝛤 (1 − 𝑟𝛽) {(3+𝛼)𝛤(𝛾(𝑖+1)+𝑟𝛽)(𝑖+1)𝛤(𝛾(𝑖+1)) − 𝛤(𝛾(𝑖+2)+𝑟𝛽)(𝑖+2)𝛤(𝛾(𝑖+2))}.  
 

The log-likelihood function based on the observed sample of size n from CBIIIPL distribution is given by: 

 ℓ∗ = 2𝑛𝑙𝑛𝛼(1 + 𝛼) − 𝑛𝑙𝑛(1 + 3𝛼 + 𝛼2) + 𝑛𝑙𝑛𝛽𝛾 − (𝛽 + 1) ∑ 𝑙𝑛 𝑥𝑖𝑛𝑖=1 − (𝛾 + 1) ∑ 𝑙𝑛(1 + 𝑥𝑖 −𝛽)𝑛𝑖=1   

  + ∑ 𝑙𝑛 (3 + 𝛼 − (1 + 𝑥𝑖 −𝛽)−𝛾)𝑛𝑖=1 − 3 ∑ 𝑙𝑛(1 + 𝛼 − (1 + 𝑥𝑖 −𝛽)−𝛾)𝑛𝑖=1 .   
 
The first partial derivatives for the log-likelihood equation with respect to 𝛼, 𝛾 and 𝛽 are given respectively as follows:  

 𝜕ℓ∗𝜕𝛼 = 2𝑛(2𝛼+1)𝛼(𝛼+1) − 𝑛(3+2𝛼)1+3𝛼+𝛼2 + ∑ 13+𝛼−(1+𝑥𝑖−𝛽)−𝛾𝑛𝑖=1 − ∑ 31+𝛼−(1+𝑥𝑖−𝛽)−𝛾𝑛𝑖=1 .                                                                         (20) 

 𝜕ℓ∗𝜕𝛾 = 𝑛𝛾 − ∑ 𝑙𝑛(1 + 𝑥𝑖𝛽)𝑛𝑖=1 + ∑ (1+𝑥𝑖−𝛽)−𝛾𝑙𝑛(1+𝑥𝑖−𝛽)3+𝛼−(1+𝑥𝑖−𝛽)−𝛾 − 3 ∑ (1+𝑥𝑖−𝛽)−𝛾𝑙𝑛(1+𝑥𝑖−𝛽)1+𝛼−(1+𝑥𝑖−𝛽)−𝛾𝑛𝑖=1𝑛𝑖=1 .                                                  (21) 

 

And 

 𝜕ℓ∗𝜕𝛽 = 𝑛𝛽 − ∑ 𝑙𝑛𝑥𝑖𝑛𝑖=1 + (𝛾 + 1) ∑ 𝑥𝑖−𝛽 𝑙𝑛𝑥𝑖 1+𝑥𝑖−𝛽𝑛𝑖=1 − 𝛾 ∑ (1+𝑥𝑖−𝛽)−𝛾−1𝑥𝑖−𝛽𝑙𝑛𝑥𝑖3+𝛼−(1+𝑥𝑖−𝛽)−𝛾𝑛𝑖=1   
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 +3𝛾 ∑ (1+𝑥𝑖−𝛽)−𝛾−1𝑥𝑖−𝛽𝑙𝑛𝑥𝑖1+𝛼−(1+𝑥𝑖−𝛽)−𝛾 .𝑛𝑖=1                                                                                                                                          (22) 

 

To achieve estimations via maximum likelihood method, it is not easy to solve equations 
𝜕ℓ∗𝜕�̂� = 0 , 𝜕ℓ∗𝜕�̂� = 0 and  𝜕ℓ∗𝜕�̂� = 0, 

directly, so an iterative technique will be used.  

 

5.3. Complementary Weibull Poisson Lindley distribution 
 

The Weibull distribution is an important for modeling and lifetime data analysis in biological, medical and engineering 

sciences. It can therefore model a great variety of data and life characteristics. It is used extensively in reliability 

applications to model failure times. The distribution function of Weibull distribution with the shape parameter β and 
scale parameter λ takes the following form: 

 𝐻(𝑥; 𝜆, 𝛽) = 1 − 𝑒−𝜆(𝑥)𝛽 , 𝑥 > 0 𝑎𝑛𝑑 𝛽 , 𝜆 > 0.                                                                                                               (23) 

 

The probability density and distribution functions of CWPL are determined from general expression (2) and (3) by 

direct substitution of CDF (23) and its corresponding density function as the following: 

 𝑓(𝑥; 𝛼, 𝜆, 𝛽) = 𝛼2(1+𝛼)2𝛽𝜆(1+3𝛼+𝛼2) 𝑥𝛽−1𝑒−𝜆(𝑥)𝛽 (2+𝛼+𝑒−𝜆(𝑥)𝛽)(𝛼+𝑒−𝜆(𝑥)𝛽)3 , 𝑥 > 0,                                                                                          (24) 

 

And 

 𝐹(𝑥; 𝛼, 𝜆, 𝛽) = ( 𝛼21+3𝛼+𝛼2) (1−𝑒−𝜆(𝑥)𝛽)(𝛼+𝑒−𝜆(𝑥)𝛽)2 (1 + 𝛼 + (2 + 𝛼) (𝛼 + 𝑒−𝜆(𝑥)𝛽)).                                                                     (25) 

 

Clearly, from proposition (2); 𝑙𝑖𝑚𝛼→∞𝐹(𝑥; 𝛼, 𝜆, 𝛽) → 1 − 𝑒−𝜆(𝑥)𝛽 = 𝐻(𝑥; 𝜆, 𝛽), that is; the Weibull distribution is the limiting 

case when 𝛼 → ∞. 

 

The probability density function of CWPL is displayed in Figure (5) for some selected values of parameter 

 

  
(a) 𝛼 = 0.5, 1.5, 2 , 𝜆 = 1, 1.5, 2 , 𝛽 = 1.5 (b) 𝛼 = 0.5, 2, 3 , 𝜆 = 1.5, 1 , 𝛽 = 1.5 

  

Fig. 5: Plots of CWPL Densities Function for Some Parameter Values 

 

Also, the reliability and hazard rate functions of CWPL are as follows:  

 𝑅(𝑥; 𝛼, 𝜆, 𝛽) = 1 − 𝛼21+3𝛼+𝛼2 (1−𝑒−𝜆(𝑥)𝛽)(𝛼+𝑒−𝜆(𝑥)𝛽)2 (1 + 𝛼 + (2 + 𝛼) (𝛼 + 𝑒−𝜆(𝑥)𝛽)),   
 

And 
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𝜐(𝑥; 𝛼, 𝜆, 𝛽) = 𝛼2(1+𝛼)2𝛽𝜆𝑥𝛽−1𝑒−𝜆(𝑥)𝛽(1+3𝛼+𝛼2) (2+𝛼+𝑒−𝜆(𝑥)𝛽)(𝛼+𝑒−𝜆(𝑥)𝛽))3
1− 𝛼2(1+3𝛼+𝛼2) (1−𝑒−𝜆(𝑥)𝛽)(𝛼+𝑒−𝜆(𝑥)𝛽)2(1+𝛼+(2+𝛼)(𝛼+𝑒−𝜆(𝑥)𝛽)).   

 

Figure (6) shows the shapes of hazard rate functions for CWPL for some selected value of α, β and  𝜆. Clearly, the plots 

of the hazard rate function take decreasing form for the same value of β and as the values of 𝜆 increase (see Figure 6(a)). 

The hazard rate function takes increasing form for large values of β and 𝜆 (see Figure. 6(b)). 

 

  
(a) 𝛼 = 1, 2, 3, 𝜆 = 0.5, 1, 1.5 , 𝛽 = 0.3 (b) 𝛼 = 0.1, 1, 10, 𝜆 = 3 , 𝛽 = 5, 6, 7 

  

Fig. 6: Plots of the CWPL Hazard Rate Functions for Some Parameter Values 

 

The r
th

 raw moments and moment generating function of CWPL distribution are obtained, based on general expressions 

(6) and (7), as follows: 

 𝐸(𝑋𝑟)  = 𝛼2(1+𝛼)−1(1+3𝛼+𝛼2) ∑ (𝑖+22 )∞𝑖=0 (1 + 𝛼)−𝑖[ (3 + 𝛼)𝐼(𝑖) − 𝐼(𝑖 + 1)],   
 

And, 

 𝑀𝑥(𝑡) = 𝛼2(1+𝛼)−1(1+3𝛼+𝛼2) ∑ ∑ 𝑡𝑟𝑟!∞𝑖=0∞𝑟=0 (𝑖+22 )(1 + 𝛼)−𝑖[ (3 + 𝛼)𝐼(𝑖) − 𝐼(𝑖 + 1)],   
 

Where, 

 𝐼(𝑖) = ∫ 𝛽𝜆𝑥𝑟+𝛽−1𝑒−𝜆(𝑥)𝛽 (1 − 𝑒−𝜆(𝑥)𝛽)𝑖∞0 𝑑𝑥 = ∑ ( 𝑖𝑘)𝑖𝑘=0 (−1)𝑘 1(𝑘+1) 1(𝜆(𝑘+1))𝑟𝛽 𝛤 (1 + 𝑟𝛽).   
  
The log-likelihood function based on observed random sample of size n for CWPL distribution is given by: 

 ℓ∗ = 2𝑛𝑙𝑛𝛼(1 + 𝛼) − 𝑛𝑙𝑛(1 + 3𝛼 + 𝛼2) + 𝑛𝑙𝑛𝜆𝛽 + (𝛽 − 1) ∑ 𝑙𝑛𝑥𝑖𝑛𝑖=1 − 𝜆 ∑ (𝑥𝑖)𝛽𝑛𝑖=1   

  + ∑ 𝑙𝑛 (2 + 𝛼 + 𝑒−𝜆(𝑥𝑖)𝛽)𝑛𝑖=1 − 3 ∑ 𝑙𝑛 (𝛼 + 𝑒−𝜆(𝑥𝑖)𝛽) .𝑛𝑖=1   

 

The first partial derivatives for the log-likelihood equation with respect to 𝛼, 𝜆 and 𝛽 are given respectively as follows;  

 𝜕ℓ∗𝜕𝛼 = 2𝑛(2𝛼+1)𝛼(𝛼+1) − 𝑛(3+2𝛼)1+3𝛼+𝛼2 + ∑ [ 12+𝛼+𝑒−𝜆(𝑥𝑖)𝛽𝑛𝑖=1 − 3𝛼+𝑒−𝜆(𝑥𝑖)𝛽],                                                                                           (26) 

 𝜕ℓ∗𝜕𝜆 = 𝑛𝜆 − ∑ (𝑥𝑖)𝛽𝑛𝑖=1 − ∑ [ 𝑒−𝜆(𝑥𝑖)𝛽(𝑥𝑖)𝛽2+𝛼+𝑒−𝜆(𝑥𝑖)𝛽𝑛𝑖=1 − 3𝑒−𝜆(𝑥𝑖)𝛽(𝑥𝑖)𝛽𝛼+𝑒−𝜆(𝑥𝑖)𝛽 ],                                                                                              (27) 

 

And 
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𝜕ℓ∗𝜕𝛽 = 𝑛𝛽 + ∑ 𝑙𝑛𝑥𝑖𝑛𝑖=1 − 𝜆 ∑ (𝑥𝑖)𝛽𝑙𝑛(𝑥𝑖)𝑛𝑖=1 −  𝜆 ∑ (𝑥𝑖)𝛽 𝑙𝑛(𝑥𝑖)𝑒−𝜆(𝑥𝑖)𝛽
2+𝛼+𝑒−𝜆(𝑥𝑖)𝛽𝑛𝑖=1 + 3𝜆 ∑ (𝑥𝑖)𝛽 𝑙𝑛(𝑥𝑖)𝑒−𝜆(𝑥𝑖)𝛽

𝛼+𝑒−𝜆(𝑥𝑖)𝛽 .𝑛𝑖=1                                (28) 

The MLEs of the parameters 𝛼, 𝜆 and 𝛽 are obtained numerically by solving a system of nonlinear Equations (26) to 

(28), after setting with zero as 
𝜕ℓ∗𝜕�̂� = 0 , 𝜕ℓ∗𝜕�̂� = 0 and 𝜕ℓ∗𝜕�̂� = 0. As it seems, there is no closed solution, so an extensive 

numerical solution will be applied. 

 

5.4. Complementary inverse Weibull Poisson Lindley distribution 
 

The inverse Weibull distribution is another life time probability distribution which can be used in the reliability 

engineering discipline. The inverse Weibull distribution can be used to model a variety of failure characteristics such as 

infant mortality, useful life and wear-out periods (see Khan et al. [10]). The cumulative distribution function for inverse 

Weibull distribution with shape parameter β and scale parameter λ takes the following form: 

 𝐻(𝑥; 𝜆, 𝛽) = 𝑒−𝜆(𝑥)−𝛽 , 𝑥 > 0 , 𝛽 𝑎𝑛𝑑 𝜆 > 0.                                                                                                                    (29) 

 

The PDF of CIWPL is obtained by direct substitution of CDF (29) and its PDF in PDF (2) and CDF (3) as the following: 

 𝑓(𝑥; 𝛼, 𝜆, 𝛽) = 𝛼2(1+𝛼)2𝛽𝜆𝑥−𝛽−1𝑒−𝜆(𝑥)−𝛽(1+3𝛼+𝛼2) 3+𝛼−𝑒−𝜆(𝑥)−𝛽(1+𝛼−𝑒−𝜆(𝑥)−𝛽))3 , 𝑥 > 0, 𝛼, 𝛽, 𝛾 > 0,                                                                   (30) 

 

And 

 𝐹(𝑥; 𝛼, 𝜆, 𝛽) = 𝛼21+3𝛼+𝛼2 (𝑒−𝜆(𝑥)−𝛽)(1+𝛼−𝑒−𝜆(𝑥)−𝛽)2 (1 + 𝛼 + (2 + 𝛼) (1 + 𝛼 − 𝑒−𝜆(𝑥)−𝛽)).                                                           (31) 

 

Note that: as  𝛼 → ∞, the inverse Weibull distribution is obtained as the limiting distribution for CIWPL, i.e 𝑙𝑖𝑚𝛼→∞𝐹(𝑥; 𝛼, 𝜆, 𝛽) → 𝑒−𝜆(𝑥)−𝛽 = 𝐻(𝑥; 𝜆, 𝛽) which is the distribution function of inverse Weibull distribution. 

 

Figure (7) represents the PDF of CIWPL distribution for some selected values of parameter 

 

  
(a) 𝛼 = 10, 𝜆 = 1.5, 2, 2.5 , 𝛽 = 1, 1.5, 2 (b) 𝛼 = 10, 20, 30, 𝜆 = 0.5 , 𝛽 = 0.1, 0.3, 0.5 

  

Fig. 7: Plots of CIWPL Densities Function for Some Parameter Values 

 

In addition, the reliability and hazard rate functions of CIWPL are given, respectively, as follows: 

  𝑅(𝑥; 𝛼, 𝜆, 𝛽) = 1 − 𝛼21+3𝛼+𝛼2 𝑒−𝜆(𝑥)−𝛽(1+𝛼−𝑒−𝜆(𝑥)−𝛽)2 (1 + 𝛼 + (2 + 𝛼) (`1 + 𝛼 − 𝑒−𝜆(𝑥)−𝛽)),   
 

And 

 

𝜐(𝑥; 𝛼, 𝜆, 𝛽) = 𝛼2(1+𝛼)2𝛽𝜆𝑥−𝛽−1𝑒−𝜆(𝑥)−𝛽(1+3𝛼+𝛼2) 3+𝛼−𝑒−𝜆(𝑥)−𝛽
(1+𝛼−𝑒−𝜆(𝑥)−𝛽))3

1− 𝛼21+3𝛼+𝛼2 (𝑒−𝜆(𝑥)−𝛽)(1+𝛼−𝑒−𝜆(𝑥)−𝛽)2(1+𝛼+(2+𝛼)(1+𝛼−𝑒−𝜆(𝑥)−𝛽)).  
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Figure (8) represents the hazard rate function for CIWPL for some selected values of α, β and λ. It is quite clear from 
plots that for small values of β and λ the hazard rate function takes decreasing form (see Figure. 8(a)). Also, for large 
values of β and λ the hazard rate function takes convex form (see Figure. 8(b)). 

 

  
(a) 𝛼 = 1, 2, 3, 𝜆 = 0.1, 0.3, 0.5, 𝛽 = 0.5 (b) 𝛼 = 10, 15, 20, 𝜆 = 1, 𝛽 = 1.5, 2, 2.5 

  

Fig. 8: Plots of the CIWPL Hazard Rate Functions for Some Parameter Values 

 

Standard calculations show that the r
th

 moment population and moment generating function of CIWPL distribution are: 

 𝐸(𝑋𝑟)  = 𝛼2(1+𝛼)−1(1+3𝛼+𝛼2) ∑ (𝑖+22 )∞𝑖=0 (1 + 𝛼)−𝑖𝛤 (1 − 𝑟𝛽) 𝜆𝑟𝛽 {(3 + 𝛼)(𝑖 + 1)𝑟𝛽−1 − (𝑖 + 2)𝑟𝛽−1},   
 

And, 

 𝑀𝑥(𝑡) = 𝛼2(1+𝛼)−1(1+3𝛼+𝛼2) ∑ ∑ 𝑡𝑟𝑟!∞𝑖=0∞𝑟=0 (𝑖+22 )(1 + 𝛼)−𝑖𝛤 (1 − 𝑟𝛽) 𝜆𝑟𝛽 {(3 + 𝛼)(𝑖 + 1)𝑟𝛽−1 − (𝑖 + 2)𝑟𝛽−1}.   
 

The log-likelihood function based on observed random sample of size n is given by: 

 ℓ∗ = 2𝑛𝑙𝑛𝛼(1 + 𝛼) − 𝑛𝑙𝑛(1 + 3𝛼 + 𝛼2) + 𝑛𝑙𝑛𝜆𝛽 − (𝛽 + 1) ∑ 𝑙𝑛𝑥𝑖𝑛𝑖=1 − 𝜆 ∑ (𝑥𝑖)−𝛽𝑛𝑖=1   

  + ∑ 𝑙𝑛 (3 + 𝛼 − 𝑒−𝜆(𝑥𝑖)−𝛽)𝑛𝑖=1 − 3 ∑ 𝑙𝑛 (1 + 𝛼 − 𝑒−𝜆(𝑥𝑖)−𝛽)𝑛𝑖=1 .  
 

The first partial derivatives for the log-likelihood equation with respect to 𝛼, 𝜆 and 𝛽 are given respectively as follows: 

 𝜕ℓ∗𝜕𝛼 = 2𝑛(2𝛼+1)𝛼(𝛼+1) − 𝑛(3+2𝛼)1+3𝛼+𝛼2 + ∑ 13+𝛼−𝑒−𝜆(𝑥𝑖)−𝛽𝑛𝑖=1 − 3 ∑ 11+𝛼−𝑒−𝜆(𝑥𝑖)−𝛽𝑛𝑖=1 ,                                                                           (32) 

 𝜕ℓ∗𝜕𝜆 = 𝑛𝜆 − ∑ (𝑥𝑖)−𝛽𝑛𝑖=1 + ∑ 𝑒−𝜆(𝑥𝑖)−𝛽(𝑥𝑖)−𝛽3+𝛼−𝑒−𝜆(𝑥𝑖)−𝛽𝑛𝑖=1 − 3 ∑ 𝑒−𝜆(𝑥𝑖)−𝛽(𝑥𝑖)−𝛽1+𝛼−𝑒−𝜆(𝑥𝑖)−𝛽 ,𝑛𝑖=1                                                                               (33) 

 

And 

 𝜕ℓ∗𝜕𝛽 = 𝑛𝛽 − ∑ 𝑙𝑛𝑥𝑖𝑛𝑖=1 + 𝜆 ∑ (𝑥𝑖)−𝛽𝑙𝑛(𝑥𝑖)𝑛𝑖=1 − ∑ 𝜆(𝑥𝑖)−𝛽 𝑙𝑛(𝑥𝑖)𝑒−𝜆(𝑥𝑖)−𝛽
3+𝛼−𝑒−𝜆(𝑥𝑖)−𝛽𝑛𝑖=1  + 3 ∑ 𝜆 (𝑥𝑖)−𝛽 𝑙𝑛(𝑥𝑖)𝑒−𝜆(𝑥𝑖)−𝛽

1+𝛼−𝑒−𝜆(𝑥𝑖)−𝛽 .𝑛𝑖=1                       (34) 

 

MLEs of the 𝛼, 𝜆 𝑎𝑛𝑑 𝛽 can be worked out by letting the partial derivatives 
𝜕ℓ∗𝜕�̂�  , 𝜕ℓ∗𝜕�̂�  and 𝜕ℓ∗𝜕�̂�  to be zero. It is clear that there 

are no exact solutions to non-linear equations, so an iterative technique will be used. 

6. Application to real data 

In this section, CBXIIPL, CBIIIPL CWPL and CIWPL models are fitted to real data. Table (1) contains a real data set 

corresponding to remission times (in months) of random sample of 128 bladder cancer patients which reported in Lee 

and Wang [13].  
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Table 1: The Remission Times (in Months) of 128 Bladder Cancer 

0.08 2.09 3.48 4.87 6.94 8.66 13.11 23.63 0.2 2.23 

0.52 4.98 6.97 9.02 13.29 0.4 2.26 3.57 5.06 7.09 

0.22 13.8 25.74 0.5 2.46 3.46 5.09 7.26 9.47 14.24 

0.82 0.51 2.54 3.7 5.17 7.28 9.74 14.76 26.31 0.81 

0.62 3.28 5.32 7.32 10.06 14.77 32.15 2.64 3.88 5.32 

0.39 10.34 14.38 34.26 0.9 2.69 4.18 5.34 7.59 10.66 

0.96 36.66 1.05 2.69 4.23 5.41 7.62 10.75 16.62 43.01 

0.19 2.75 4.26 5.41 7.63 17.12 46.12 1.26 2.83 4.33 

0.66 11.25 17.14 79.05 1.35 2.87 5.62 7.87 11.64 17.36 

0.4 3.02 4.34 5.71 7.93 11.79 18.1 1.46 4.4 5.85 

0.26 11.98 19.13 1.76 3.25 4.5 6.25 8.37 12.02 2.02 

0.31 4.51 6.54 8.53 12.03 20.28 2.02 3.36 6.76 12.07 

0.73 2.07 3.36 6.39 8.65 12.63 22.69 5.49   

 

Method of the maximum likelihood is used to get estimates of the unknown parameters and its standard errors (SE) for 

each model. To compare the four distributions, criteria like; Akaike information criterion (AIC), Bayesian information 

criterion (BIC), minus log-likelihood (-ℓ∗ ) and Kolmogorov-Smirnov (K-S) goodness of fit test statistics will be 

considered for the above data set. Convergence condition for the large samples is satisfied, so parameters values are 

replaced by their likelihood estimators to estimate K-S statistics. 

Table (2) shows parameter MLEs (with the corresponding standard error in parentheses), values of log-likelihood, 

values of AIC, values of BIC and P-values based on one sample K-S statistics. 

 
Table 2: Statistical Analysis for Bladder Cancer Patient's Data 

P-value BIC AIC -ℓ∗ Estimates(SE) Distribution 

0.00 681.772 810.383 402.192 

�̂� = 8.691(22.116) �̂� = 0.162(0.058) �̂� = 0.899(0.085) 

CWPL 

0.00 681.793 827.538 410.769 

�̂� = 0.079(0.044) �̂� = 0.198(0.109) �̂� = 1.12(0.075) 

CIWPL 

0.824 
* 681.768 814.884 404.442 

α̂ = 0.106(0.073) γ̂ = 2.084(0.909) β̂ = 0.779(0.273) 

CBXIIPL 

0.776 
* 

681.774 818.676 406.338 

α̂ = 0.197(0.101) γ̂ = 2.89(0.362) β̂ = 1.329(0.089) 

CBIIIPL 

 

The values in Table (2) indicate that the P-values for K-S statistics have the smallest values for the data set under 

CBXIIPL and CBIIIPL models with regard to the other models. 

The quantile-quantile or Q-Q plot is used to check the validity of the distributional assumption for the data. Figure (9) 

shows that the data seems CBXIIPL and CBIIIPL distributions provide the best fit to this data 
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Fig. 9: QQ Plots to Bladder Cancer Patient's Data which Fitted by CBXIIPL, CBIIIPL, CWPL and CIWPL Distributions 

7. Conclusion 

In this article, a new general class of lifetime distributions so called the complementary Poisson Lindley class of 

distributions is proposed. This new class extends several sub-models. A mathematical treatment of the new class, 

including expressions for density function, moments and moment generating function are provided. Maximum 

likelihood inference is implemented for estimating the model parameters. Some sub-model distributions are introduced 

and fitted to real data set to show the usefulness of the proposed class. 
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