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Hypercycles are based on second-order (or higher) autocatalysis
and defined by two or more replicators that are connected by

another superimposed autocatalytic cycle. Our study describes a
mutualistic relationship between two replicators, each catalysing the
formation of the other, that are linked by a superimposed catalytic
cycle. Although the kinetic data suggest the intermediary of higher-
order species in the autocatalytic processes, the present system
should not be referred to as an example of a minimal hypercycle
in the absence of direct experimental evidence for the autocatalytic
cross-coupling between replicators. M
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The pathway for sulphate reduction is incorrect as published: in
Fig. 3 on page 367, adenylyl sulphate 3-phosphotransferase (cysC) is
not needed in the pathway as outlined, as adenylyl sulphate
reductase (aprAB) catalyses the first step in the reduction of adenylyl
sulphate. The correct sequence of reactions is: sulphate is first
activated to adenylyl sulphate, then reduced to sulphite and subse-
quently to sulphide. The enzymes catalysing these reactions are:
sulphate adenylyltransferase (sat), adenylylsulphate reductase
(aprAB), and sulphite reductase (dsrABD). We thank Jens-Dirk
Schwenn for bringing this error to our attention. M
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(that is, on its left side in Fig. 2a and b), a 231-nm-thick
Al0.165Ga0.835As spacer layer was grown with two Si d-doping
layers (1 3 1012 cm 2 2), one inserted 22 nm and the other 187 nm
from the left edge of the deep well. A 10-nm-thick undoped GaAs
region capped the structure. The spacer layer thickness was adjusted
to preserve the same distance between the d-doping layers and the
double-quantum-well system, and therefore the electrostatic poten-
tials are identical in both structures. The d-doping provides a two-
dimensional electron gas in the deep well with a calculated sheet
electron density of ns ¼ 4 3 1011 cm 2 2.

For the absorption measurements, we processed our samples in a
multipass (six) 458 wedge waveguide. This geometry allowed us to
couple in linearly polarized radiation with a large component of the
polarization normal to the layer (50%) as required by the intersub-
band absorption selection rule9. The absorption was measured with
a Fourier-transform infrared spectrometer (FTIR) using a step-scan
modulation technique10 in which the electron gas in the double well
is periodically depopulated by a Ti/Au Shottky barrier contact
evaporated on the surface of the sample and the two-dimensional
electron gas is contacted by indium balls alloyed into the layer.

The absorption measurements at T ¼ 10 K for both structures
are compared in Fig. 3 with the results of numerical calculations
using the coupled Schrödinger’s and Poisson’s equations. As pre-
dicted, the absorption strength at photon energies between the two
resonances is strongly suppressed or enhanced by the interference
effect depending on the location of the thin barrier, proving that
tunnelling through the latter controls the interference effect when
the broadening of the states is dominated by tunnelling. However,
the finite broadening introduced by interface disorder prevents
full quantum interference; this is the main reason for the
departure from the calculated profiles and specifically the reason
why the absorption does not vanish in the sample with destructive
interference. Indeed, linewidth measurements on samples with
the same coupled-well structure but with negligible tunnelling
to the continuum showed a full-width at half-maximum of the
absorption peaks of Γ ¼ 5 meV. This structure consists of an
identical double quantum well between two 60-nm-thick
Al0.33Ga0.67As barriers. This value is a measure of the non-tunnelling
contribution to the broadening of the optical transitions; it is
smaller but not negligible compared with the calculated broadening
by tunnelling through the 1.5 nm barrier, Γ1 > Γ2 > 16 meV.

Destructive interference in intersub-band absorption in a double-
well structure coupled by tunnelling to a continuum has recently
been inferred from a fit of the absorption lineshape to a model that
included the collision broadening in a phenomenological manner11.
The present experiment gives more direct evidence of tunnelling-
induced quantum interference by showing that tunnelling can be
used to control the sign of the interference.

It is important to stress the difference between the phenomena
described here and the Fano interference in intersub-band absorp-
tion recently reported by us12. In that work a minimum in the
absorption arises because of interference between matrix elements
for the ground state to the continuum and to a single resonance
coupled by tunnelling to the same continuum. This leads to a
strongly asymmetric absorption lineshape. In contrast, in the
phenomena studied here interference arises between absorption
paths through two resonances coupled to a continuum, and the
direct matrix element from the ground state to the continuum is
negligible.

These findings are relevant for the design of semiconductor lasers
without population inversion (LWI). Such lasing action has so far
been observed only in gases4,5. Essential for LWI is nonreciprocity
between emission and absorption. A possible semiconductor LWI
scheme would use the quantum-well structure of Fig. 2a for the
active regions. The latter would be alternated with electron injectors
as in quantum cascade lasers13. Electrons would be injected from the
thick barrier side at an energy between the two resonances where the

absorption cross-section is a minimum, to ensure strong non-
reciprocity between intersub-band absorption and emission7,8.
Although the realization of such a laser would be scientifically
important, its implementation would be difficult and its techno-
logical impact limited by the very short lifetime (a few tenths of
picoseconds) of the excited state which is required to achieve strong
interference14. M
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Symbiosis is an association between different organisms that
leads to a reciprocal enhancement of their ability to survive.
Similar mutually beneficial relationships can operate at the
molecular level in the form of a hypercycle, a collective of two
or more self-replicating species interlinked through a cyclic
catalytic network1–5. The superposition of cross-catalysis onto
autocatalytic replication integrates the members of the hypercycle
into a single system that reproduces through a second-order (or
higher) form of nonlinear autocatalysis. The hypercycle popula-
tion as a whole is therefore able to compete more efficiently for
existing resources than any one member on its own. In addition,
the effects of beneficial mutations of any one member are spread
over the entire population. The formation of hypercycles has been
suggested as an important step in the transition from inanimate to
living chemistry6 , and a large number of hypercycles are expected
to be embedded within the complex networks of living systems7.
But only one naturally occurring hypercycle has been well
documented8, while two autocatalytic chemical systems may
contain vestiges of hypercyclic organization9,10. Here we report a



Nature © Macmillan Publishers Ltd 1997

letters to nature

592 NATURE | VOL 390 | 11 DECEMBER 1997

chemical system that constitutes a clear example of a minimal
hypercyclic network, in which two otherwise competitive
self-replicating peptides symbiotically catalyse each others’
production.

The present design of a minimal hypercycle is based on two self-
replicating coiled coil peptides R1 and R2 (Fig. 1). The replicator R1

was recently reported11,12 and is produced as the ligation product of
the electrophilic peptide fragment E and the nucleophilic fragment
N1. The replicator R2 is made from the same electrophilic fragment
but a different nucleophilic peptide fragment N2. The nucleophilic
fragments N1 and N2 differ in their sequence at the hydrophobic
recognition surface—N1 is composed of valine and leucine whereas
N2 is made up of isoleucine and leucine residues. This difference in
sequence at the hydrophobic core is known to affect profoundly the
aggregation state of coiled coils13,14. Furthermore it is known that
conservative mutations in this region of the structure can drastically
alter the kinetic behaviour of the replicator11,12,15.

The ability of R2 to self-replicate was determined by observation
of characteristics previously established as signatures of self-
replication (Fig. 2)11,12. Similar to that of R1, the new replicator
R2 also displays a parabolic growth profile. Numerical fitting of
the kinetic data obtained for R2 to the empirical rate equations
of von Kiedrowski16 gave a background rate constant
kb ¼ 0:072 6 0:005 M 2 1 s 2 1 and an apparent autocatalytic rate
constant ka ¼ 52 6 1 M 2 3=2 s 2 1, making R2 more efficient
than its relative R1 (kb ¼ 0:063 M 2 1 s 2 1 and constant
ka ¼ 29:4 M 2 3=2 s 2 1).

A solution containing all three fragments E, N1 and N2 gave a
combinatorial synthesis of both replicators. A priori, one would

expect a survival-of-the-fittest situation where the more efficient
replicator R2 would overwhelm R1 by consuming the common
fragment E more quickly. At first glance, this expectation seemed to
be borne out as R2 was produced in greater abundance than R1 (as
expected, when molecular interactions are disrupted in the presence
of guanidinium hydrochloride, no kinetic preference for R2 over R1

was observed). However, the situation is more interesting and
complex. When we sought to give R1 an advantage in this competi-
tion by adding 40% R1 (with respect to the nucleophile concentra-
tion) at the start of the reaction, to our surprise the rate of R1 self-
production increased by only 1.7 times over the unseeded reaction
but the rate of R2 formation was enhanced to a greater extent, by 5.4
times (Table 1, Fig. 3). Thus the two replicators are not mutually
exclusive in their growth; R1 catalyses the formation of R2 as well as
itself. Likewise, perturbation of the reaction by seeding it with 45%
R2 not only increased the rate of R2 production 2.9 times but R1 as
well, by 3.5 times. Thus a cross-catalytic cycle is cooperatively
coupled with two self-replicating reactions, making this system
one which is hypercyclic in nature. There are four characteristic
outcomes expected for such a hypercyclic network, depending on
the relative efficiencies of the coupled catalytic and autocatalytic
reactions2. The observed greater efficiencies of the catalytic reactions
over the autocatalytic components of the system are the most
desirable outcomes which assure the stability of the hypercycle:
production of one species promotes the production of the other to
an even greater degree. This particular mode of catalytic coupling
prevents one replicator from overwhelming the other and enables
the two to reproduce as a single coherent unit.

To verify that R1 and R2 catalyse each other’s production, the

E

N1

N2
R2

R1

E

I II

IV III

Figure 1 Schematic diagram of a minimal hypercycle based on two self-

replicating peptides. Cycles I and III show the self-producing cycles of replicators

R1 (dark grey/light grey) and R2 (dark grey/striped) respectively, which pre-

organize their constituent fragments thereby promoting peptide ligation. Cycle

II, where R1 promotes R2 formation, and cycle IV, where R2 promotes R1 formation,

comprise the catalytic components of the hypercycle and allow the replicators to

positively regulate each others’ production. The mechanistic details of the

present hypercyclic network may be more complex than the minimal system

depicted here. Detailed kinetic analyses of the replicator sequences have shown

that the autocatalytically productive intermediates involve, at least in part, qua-

ternary complexes in which two template strands pre-organize the reactive

peptide fragments (ref. 12 and K. Kumar, D.H.L., M.R.G., unpublished results).

The following peptide sequences were employed in this study: replicator 1 (R1),

ArCONH-RMKQLEEKVYELLSKVA-CLEXEVARLKKLVGE-CONH2; replicator 2

(R2), ArCONH-RMKQLEEKVYELLSKVA-CLEXEIARLKKLIGE-CONH2; electrophilic

fragment (E), ArCONH-RMKQLEEKVYELLSKVA-COSBn; nucleophilic fragment

1 (N1), H2N-CLEXEVARLKKLVGE-CONH2; nucleophilic fragment 2 (N2), H2N-

CLEXEIARLKKLIGE-CONH2. Bn, benzyl; Ar, 4-acetamidophenyl; and X, lysine-e-

NHCO-Ar.

Figure 2 Production of R2 as a function of time in the presence of various initial

concentrations of R2. Open circles, in the absence of any added R2; filled

diamonds, in the presence of 4.0 mM; open triangles, in the presence of

21.4 mM; and filled circles, 42.6 mM of initially added R2. Curves were generated

by nonlinear least-squares fit of the data to the empirical rate equation of von

Kiedrowski using the program SimFit16. Data are an average of two experiments.

Table 1 Initial rates of product formation

Product No replicators added +40% R1 +45% R2.............................................................................................................................................................................
R1 4.8 8.2 17.0
R2 5.8 31.1 16.9
.............................................................................................................................................................................
The data in this table (in units of 10−8 Mmin−1) are for reactions containing the three peptide
fragments in the absence and presence of added replicators.
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reaction mixtures were simplified to include E and only one
nucleophile, and then seeded with the template that was not
produced in situ (Fig. 4). Comparisons with unseeded reactions
revealed that even in these simplified systems one template can
promote the formation of the other, giving rate enhancements
much larger than what would be expected if the reaction mixture
were seeded with the autocatalytic template. Reaction mixtures
containing E and N1 that were seeded with 25% R2 enhanced the
initial rate of production of R1 from 3:9 3 10 2 8 M min−1 to
1:5 3 10 2 7 M min−1, a 3.8 times increase over the unseeded reac-
tion. Seeding of the same reaction mixture with 25% R1 would
improve the rate by only 2.8 times. Similarly, seeding reaction
mixtures containing E and N2 with 35% R1 gave a 5.4 times rate
enhancement over the 5:0 3 10 2 8 M min−1 rate observed for the
reaction without added catalyst. The increase is greater than the 3.6

times enhancement expected for the autocatalytic reaction contain-
ing 35% R2.

We now consider the sequence selectivity issues in the formation
of the hypercyclic peptide network. The operation of the hypercycle
is based on complementary, as well as self-complementary, forms of
catalysis. As noted below, there is mounting evidence that both
processes are strongly sequence selective. Previously we had shown
that in the case of replicator R1, even conservative mutations
(Val9Ala—where a valine has been substituted by an alanine at
position 9—and Leu26Ala) in the hydrophobic core residues
completely abolish the autocatalytic process11–12. In this study we
have determined that similar replicator R2 mutations are also
autocatalytically infertile. There is also good evidence for high
sequence selectivity in the cross-catalytic component of the
system. Control studies have indicated that the Leu26Ala R2

mutant cannot cross-catalyse the formation of replicators R1 nor
R2. Although in a recent study15 we have shown that the Val9Ala R1

mutant can efficiently cross-catalyse the formation of R1, we have
found it to be ineffective in catalysing R2 production. Moreover, in a
related study we have shown that diminution in the initial rate of
peptide fragment condensation of more than 3 orders of magnitude
can be caused even by electrostatic substitutions at the solvent-
exposed e and g positions of the heptad repeat sequence17. Although
the above studies strongly support high sequence selectivity in the
catalytic and autocatalytic components of the hypercyclic network,
a significantly large sequence-space must undoubtedly exist that
would enable the spontaneous self-organization of even more
complex networks. Studies along those lines are under investigation.

The work reported here may have particular relevance to various
origin-of-life theories1–4,18. It has been suggested that at the dawn of
life the onset of darwinian evolution must have been marked by

Figure 3 Replicators R1 and R2 self-organize into a two-membered hypercyclic

network. a, Production of R1 (empty circles) and R2 (empty diamonds) as a

function of time for reaction mixtures containing E, N1 and N2. b, Formation of

R1 (filled circles) and R2 (filled diamonds) as a function of time for reaction

mixtures containing the three fragments and 40% R1. c, Formation of R1 (filled

circles) and R2 (filled diamonds) as a function of time for reaction mixtures

containing the three fragments and 45% R2. In b and c, production formation in

the absence of added templates are shown for comparison. Data are an average

of two experiments. Curves are shown to guide the eye.

Figure 4 Replicators R1 and R2 are cross-catalytic. a, Formation of R1 as a

function of time for the reaction mixture containing only E and N1 in the absence

(empty circles) and in the presence (filled circles) of 35% R2. b, Formation of R2 as

a function of time for the reaction mixture containing E and N2 in the absence

(empty diamonds) and in the presence (filled diamonds) of 25% R1. Data are an

average of two experiments. Curves are shown to guide the eye.
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selection based on feedback processes of genotype replication19. It is
also likely that molecular genotypes and phenotypes may have been
the very same molecules20. Our example of a hypercyclic peptide
network supports the idea that peptides could play a role in both
hypotheses. M
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Methods

Self-replication of R2. All reactions were done in 0.6 ml Eppendorf tubes at
23 8C. A stock solution containing E, N2 and the internal standard 4-
acetamidobenzoic acid (ABA), were seeded with various amounts of R2.
Benzylmercaptan (1 ml) was then added. Reactions were initiated by adding
3-(N-morpholino)propanesulphonic acid (MOPS) buffer (pH ¼ 7:50,
200 mM, 236 ml), giving a total volume of 300 ml and concentrations of
½N2ÿ ¼ 104:5 mM, ½Eÿ ¼ 94:2 mM, ½R2ÿ ¼ 0. 4.0, 21.4 or 42.6 mM.
½MOPSÿ ¼ 157 mM, ½ABAÿ ¼ 40:4 mM. Samples (30 ml) were taken at various
time points and quenched with 2% trifluoroacetic acid (TFA) in water (70 ml)
then stored at −70 8C. Samples were analysed by high pressure liquid chroma-
tography on a Zorbax C8 column using an acetonitrile/water/0.1% TFA
gradient while monitoring at 270 nm. The identity of all peptides was
determined by mass spectrometry and verified by coinjection with authentic
samples. Experiments were done in duplicate.
Determination of hypercyclic organization in the E/N1/N2 mixture. Reac-
tions were done as described above except that the stock solution contained,
besides E and ABA, both N1 and N2, which was subsequently seeded with either
R1, R2, or water. Reactions were initiated by adding MOPS buffer (pH ¼ 7:50,
200 mM, 236.6 ml), giving a total volume of 300 ml and concentrations of
½N1ÿ ¼ 112:5 mM, ½N2ÿ ¼ 112:7 mM, ½Eÿ ¼ 91:1 mM, ½MOPSÿ ¼ 157:7 mM,
½ABAÿ ¼ 97:1 mM, ½R1ÿ ¼ 45:1 mM, ½R2ÿ ¼ 50:4 mM.
Verification of the catalytic components of the hypercycle. Reactions were
performed as described above except only one nucleophile was present in the
reaction mixture and the reaction was seeded with the replicator that was not
produced in situ. Initial concentrations are (1) ½Eÿ ¼ 88:9 mM,
½N1ÿ ¼ 98:2 mM, ½R2ÿ ¼ 25:2 mM, ½ABAÿ ¼ 50:5 mM; (2) ½Eÿ ¼ 80:4 mM,
½N21ÿ ¼ 96:9 mM, ½R1ÿ ¼ 35:3 mM, ½ABAÿ ¼ 36:9 mM.
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The ‘indirect’ radiative cooling of climate due to the role of
anthropogenic aerosols in cloud droplet formation processes
(which affect cloud albedo) is potentially large, up to −1.5 Wm−2

(ref. 1). It is important to be able to determine the number
concentration of cloud droplets to within a few per cent, as
radiative forcing as a result of clouds is very sensitive to changes
in this quantity2, but empirical approaches are problematic3–5.
The initial growth of a subset of particles known as cloud
condensation nuclei and their subsequent ‘activation’ to form
droplets are generally calculated with the assumption that cloud
droplet activation occurs as an equilibrium process described by
classical Köhler theory6,7. Here we show that this assumption can
be invalid under certain realistic conditions. We conclude that the
poor empirical correlation between cloud droplet and cloud
condensation nuclei concentrations is partly a result of kinetically
limited growth before droplet activation occurs. Ignoring these
considerations in calculations of total cloud radiative forcing
based on cloud condensation nuclei concentrations could lead
to errors that are of the same order of magnitude as the total
anthropogenic greenhouse-gas radiative forcing1.

Cloud droplet activation and subsequent treatments of cloud
droplet growth in atmospheric models generally rely on the
assumption that pre-activation growth is accurately described by
an equilibrium model in which the particle diameter is always at
equilibrium with the local supersaturation6,7. The equilibrium
relationship between supersaturation and particle size for a particle
composed of highly soluble inorganic species can be described by
the well-known Köhler equation (curve A, Fig. 1)8. Cloud droplet
nuclei (CDN) activate when they grow larger than their critical
diameter, Dpc, after which they can grow spontaneously, limited
only by growth kinetics. The concept of CDN is distinct from that of
CCN in that, whereas CCN are defined as those particles that
activate to become cloud droplets within a cloud chamber of
fixed or prescribed supersaturation, CDN are those particles that
actually activate in the atmosphere under conditions of time-
varying supersaturation.

To evaluate the conditions under which the equilibrium activa-
tion model is valid, two timescales will be defined. One is the
timescale for particle growth that would be required for that particle
to remain at equilibrium as the ambient supersaturation ratio
increases in a rising air parcel, te. The other is the timescale for
actual change in the droplet size resulting from condensational
growth, tg. Hence, if te q tg then the equilibrium model is reason-
able; otherwise, CDN activation, and hence the cloud droplet size
distribution, can be accurately predicted only if the kinetics of
droplet growth are considered. To calculate te, the rate of change of
the droplet diameter that would be required for that droplet to
remain at its equilibrium size, dDpe/dt, is determined from the
combination of two effects. First, the time rate of change of super-
saturation, dS/dt, can be determined using a simple one-dimen-
sional adiabatic parcel model9. Next, the rate of change of Dpe with
respect to supersaturation, dDpe/dS, is determined by differentiating


