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#### Abstract

We consider the problem of finding the maximum of a multivariate polynomial inside a convex polytope. We show that there is no polynomial time approximation algorithm for this problem, even one with a very poor guarantee, unless $\mathrm{P}=\mathrm{NP}$. We show that even when the polynomial is quadratic (i.e. quadratic programming) there is no polynomial time approximation unless NP is contained in quasi-polynomial time.

Our results rely on recent advances in the theory of interactive proof systems. They exemplify an interesting interplay of discrete and continuous mathematics-using a combinatorial argument to get a hardness result for a continuous optimization problem.
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## Abbreviated title: Approximate Nonlinear Programming

## 1 Introduction

Many nonlinear optimization problems are not known to admit polynomial time algorithms. In fact, most are NP-hard, so that finding a polynomial time solution is unlikely. Despite this, we often need to solve these "intractable" computational problems. As with NP-hard problems in combinatorial optimization, interest is turning to the development of (efficient) approximation algorithms-algorithms which run in polynomial time and find a solution not too far from an optimal one.

Will approximation succeed? While approximation algorithms for some nonlinear optimization problems do exist, we have no indication of the complexity of approximation in many important cases. Yet in this fledgling field, this seems an important thing to gauge. In particular, for those problems of significant practical interest, it is desirable to find "hardness of approximation" results

[^0]which indicate when it is not worthwhile to seek an approximation algorithm-just as NP-hardness results indicate when it is not worthwhile to seek a polynomial time algorithm.

In general, obtaining "hardness of approximation" results has not been easy. In combinatorial optimization, many important problems defied such efforts for years. Recently, however, powerful techniques to indicate hardness of approximation have emerged; using interactive proofs, this exciting work has been able to settle the approximation complexity of a host of combinatorial optimization problems about which little was known before [15, 1, 2]. Typically, these results indicate hardness of approximation by showing that the existence of an approximation algorithm would imply an unbelievably efficient deterministic algorithm for NP.

Here we apply these techniques to nonlinear optimization. We will show that several important nonlinear optimization problems don't possess (efficient) approximation algorithms unless NP has efficient deterministic solutions. The results are strong in that the conclusions hold even for approximation algorithms with very poor guarantees. Yet our constructions and proofs are simple; the strength of our conclusions derives from the powerful results about interactive proofs that underlie this work. We will begin by looking at polynomial programming, and then turn to the special case of most interest: quadratic programming.

### 1.1 The Complexity of Polynomial Programming

POLYNOMIAL PROGRAMMING is the problem of finding the maximum of a multivariate polynomial $f\left(x_{1}, \ldots, x_{n}\right)$ inside $S=\left\{x \in[0,1]^{n}: A x \leq b\right\}$, a "feasible region" specified by a set of linear constraints. This problem is known to be solvable in polynomial space [10] but is not known to be in NP. Denote by $f^{*}$ and $f_{*}$ the maximum and minimum of $f$ inside $S$, respectively. Following [23, $3,27,26]$, we say an algorithm is a $\mu$-approximation, for $\mu: \mathrm{N} \rightarrow[0,1]$, if it computes $\tilde{f}$ satisfying $\left|\tilde{f}-f^{*}\right| \leq \mu(n)\left[f^{*}-f_{*}\right]$. It was pointed out by Vavasis $[27,26]$ that it is important, in the context of continuous optimization, to use this definition, as opposed to ones (more frequently used in combinatorial optimization) which measure the quality of an approximation compared only to $f^{*}$. The reasons for this are outside the scope of this paper, but Section 2 contains a brief discussion and the reader is referred to $[27,26]$ for more information. Notice that a 0 -approximation is optimal, while the value of $f$ at any feasible point is a 1 -approximation. A 1-approximation is therefore easy to find. Our result says that efficiently computing an approximation which is even marginally better is as hard as deciding NP in polynomial time.

Theorem 1.1 There is a constant $\delta>0$ such that the following is true. Suppose polynomial Programming has a polynomial time, $\mu$-approximation, where $\mu(n)=1-n^{-\delta}$. Then $\mathrm{P}=\mathrm{NP}$.

Problem instances in our results include only integers for their numbers, and the results hold even when these integers are encoded in unary. Since the results are negative, this makes them stronger.

### 1.2 The Complexity of Quadratic Programming

QUadratic programming is the special case of polynomial programming in which the polynomial $f$ is of total degree 2; that is, maximize $f\left(x_{1}, \ldots, x_{n}\right)=\sum_{i>j} c_{i j} x_{i} x_{j}$ inside $S=\{x \in$ $\left.[0,1]^{n}: A x \leq b\right\}$. It is probably the most important of the nonlinear optimization problems, with applications including economics, planning and genetics.

On the positive side, Quadratic programming is known to be in NP [25]. The convex case admits a polynomial time solution [19]. The concave and indefinite cases admit $\mu$-approximation
algorithms which, for any constant $\mu \in(0,1)$, are polynomial time under certain conditions on the objective function $[26,27]$. The general case admits a weak polynomial time approximation algorithm; specifically, one which achieves a $\left(1-\Theta\left(n^{-2}\right)\right)$-approximation [28].

On the negative side, quadratic programming is NP-hard [24]. In fact, the existence of a polynomial time $.75 n^{-1}$-approximation algorithm for this problem already implies $\mathrm{P}=\mathrm{NP}$ [27]. In other words, finding an excellent approximation algorithm is unlikely. We improve this result to show that even finding a terrible approximation algorithm is unlikely. We say that a function of $n$ is quasi-polynomial if it is bounded above by $n^{\log ^{c} n}$ for some constant $c>0$.

Theorem 1.2 There is a constant $\delta>0$ such that the following is true. Suppose QUADRATIC programming has a polynomial time, $\mu$-approximation, where $\mu(n)=1-2^{-\log ^{\delta} n}$. Then any problem in NP can be solved in quasi-polynomial time.

The conclusion can be strengthened to $\mathrm{P}=\mathrm{NP}$ at the cost of raising the quality of approximation shown hard.

Theorem 1.3 There is a constant $\mu \in(0,1)$ such that the following is true. Suppose quadratic programming has a polynomial time $\mu$-approximation. Then $\mathrm{P}=\mathrm{NP}$.

The value of $\mu$ that can be achieved in the above depends on the "error probability" achievable by a two prover, one round proof for NP. Combining results of [2] and [14] with our proof, it is possible to achieve any constant $\mu<1 / 3$.

### 1.3 Background, Techniques and Related Work

Our results rely on recent advances in the theory of interactive proof systems and the connection of these to approximation problems. We give a brief summary of relevant work in this area.

Interactive proofs were introduced by Goldwasser, Micali and Rackoff [18] and Babai [4]. BenOr, Goldwasser, Kilian and Wigderson [9] extended these ideas to define a notion of multi-prover interactive proofs. Applications of interactive proof based ideas to the derivation of hardness of approximation results emerged in the work of Condon [11] and Feige, Goldwasser, Lovász, Safra and Szegedy [15]. The latter showed that the size of a maximum independent set in a graph is hard to approximate. Their proof exploited a powerful result of Babai, Fortnow and Lund [5] which equates the class MIP of languages possessing multi-prover interactive proofs of membership with the class NEXP of languages recognizable in non-deterministic exponential time. Subsequent constructions of proof systems of lower complexity has lead to better results on the hardness of approximation [15, 1, 2].

To prove Theorem 1.1 we reduce the problem of computing the size of a maximal independent set in a graph to POLYNOMIAL PROGRAMming in an approximation-preserving way and then apply the maximum independent set approximation hardness results of $[15,1,2]$. The reduction underlies a simple special case of a theorem of Ebenegger, Hammer and de Werra [12], who show that the maximal size of an independent set in a graph is the maximum of some multivariate polynomial associated to it.

Two prover, one round proofs are multi-prover proofs in which there are only two provers and the interaction is restricted to one round. Using techniques of Lapidot and Shamir [20], it was shown by Feige [13] that two provers and one round of interaction suffice to recognize any NEXP language with exponentially small error probability. This result, "scaled down" to NP (cf. Theorem 2.4)
is the basis for our proof of Theorem 1.2. A different result about two prover, one round proofs (cf. Theorem 2.5) is the basis of the proof of Theorem 1.3.

The particular association of a quadratic program to a two-prover, one-round interactive proof that we use was independently discovered by Feige and Lovász [16]. Meanwhile the original work of Feige [13] on which some of our results were based has also been incorporated into this same joint paper with Lovász [16].

The present work and $[16,6]$ were the first to use two prover, one round proofs to show hardness of approximation results. Later these proofs systems were also used by [21].

QUARTIC PROGRAMMING is the special case of POLYNOMIAL PROGRAMMING in which the objective function is a polynomial of degree four. Since QUADRATIC PROGRAMMING is a special case of QUARTIC PROGRAMMING, the results of Theorems 1.2 and 1.3 apply. For the quartic case, however, a stronger result than Theorem 1.3 was recently obtained in [7]; the authors show that for any constant $\mu \in(0,1)$, if QUARTIC PROGRAMMING has a polynomial time, $\mu$-approximation, then $\mathrm{P}=\mathrm{NP}$.

A preliminary version of this paper appeared as [8].

## 2 Preliminaries

The notation $|\cdot|$ will be used to denote the absolute value of a number, the length of a string, or the size of a set; the context will disambiguate. An optimization problem is specified by a pair $(S, g)$. Here $S$ is a map assigning to each instance $w$ a set $S(w)$ called the solution space or feasible region, and $g(w, y)$ is the utility of a solution $y \in S(w)$. An instance $w$ is degenerate if $S(w)=\emptyset$. The problem is to maximize the utility of a non-degenarate instance over the feasible region. (Minimization problems can be accommodated by modifying these definitions in the obvious ways.)

Let $\overline{\mathrm{R}}=\mathrm{R} \cup\{\infty,-\infty\}$. For non-degenerate $w$ define $g^{*}(w), g_{*}(w) \in \overline{\mathrm{R}}$ by $g^{*}(w)=\sup _{y \in S(w)} g(w, y)$ and $g_{*}(x)=\inf _{y \in S(w)} g(w, y)$. A non-degenerate instance $w$ is bounded if $g^{*}(w)$ and $g_{*}(w)$ are finite. Following $[23,3,27,26]$ we measure the quality of an approximation $\tilde{g}$ by seeing how much it differs from $g^{*}$, as measured in units of $\left|g^{*}-g_{*}\right|$. For simplicity we will only talk of approximation when the instance is (non-degenerate and) bounded, so that the unit of measurement $\left|g^{*}-g_{*}\right|$ is finite.

Definition 2.1 Let $(S, g)$ be an optimization problem, $\|\cdot\|$ a map from strings to N , and $\mu$ a map from N to $[0,1]$. A $\mu$-approximation for $(S, g)$ and norm $\|\cdot\|$ is a function $\tilde{g}$ which, on any non-degenerate, bounded instance $w$ gives a number $\tilde{g}(w) \in \mathrm{R}$ for which

$$
\left|g^{*}(w)-\tilde{g}(w)\right| \leq \mu(\|w\|) \cdot\left|g^{*}(w)-g_{*}(w)\right|
$$

The norm is that aspect of the input in terms of which the quality of approximation $\mu$ is measured. For graph problems the norm is the number of nodes in the graph. For programming problems it is the number of variables in the program. An attribute of this definition which renders it preferable, in this context, to other definitions is the invariance under scaling: if $\tilde{g}$ is a $\mu$-approximation to $(S, g)$, then $a \tilde{g}+b$ is a $\mu$-approximation to $(S, a g+b)$, for any constants $a$ and $b$; this corresponds, for example, to the fact that measuring utility in different units should not affect the quality of an approximation. Another such attribute is the invariance under affine linear transformations of the feasible region and the objective function. For more information on the definition we refer the reader to $[27,26]$.

It is not required that an approximation algorithm "find" the point with the specified utility; it is not even required that there exist a point $\tilde{y} \in S(w)$ such that $\tilde{g}=g(w, \tilde{y})$. This is therefore a weak notion of approximation. Since our results are negative, this serves only to strengthen them.

We will be interested in polynomial time approximation algorithms. To avoid confusion, we emphasize that while the quality of the approximation is measured in terms of the norm, the running time of the approximation algorithm is measured, as usual, as a function of the length of the encoding of the instance. Approximation algorithms will return rationals, encoded as pairs of integers, each integer itself encoded as usual in binary.

A list of optimization problems we will consider follows. All numbers in problem instances are integers; this eliminate issues concerning computational complexity over the reals. Furthermore, the integers in problem instances are specified in unary; since our results are negative, this makes them stronger. In all the programming problems the feasible region is restricted to a subset of $[0,1]^{n}$ and the utility functions are continuous, so all (non-degenerate) instances are bounded.

## INDEPENDENT SET

Instance: A graph $G=(V, E)$.
Solutions: $W \subseteq V$ is a solution if it is an independent set: for each $u, v \in W,\{u, v\} \notin E$.
Utility of Solutions: A solution $W$ for the instance $G$ has utility $|W|$.

## POLYNOMIAL PROGRAMMING

Instance: Number $n$ and $t$, and for each $k \in[1 . . t]$, an integer $c_{k}$ and a subset $A_{k}$ of $\{1, \ldots, n\}$. Together this encodes a polynomial $f\left(x_{1}, \ldots, x_{n}\right)=\sum_{k=1}^{t} c_{k}\left[\left(\prod_{i \in A_{k}} x_{i}\right)\right]$. Also an $m \times n$ integer matrix $A$ and an integer $m$-vector $b$.
Solutions: A vector $x \in[0,1]^{n}$ is a solution if $A x \leq b$.
Utility of Solutions: A solution $x$ has utility $f(x)$.

POLYNOMIAL PROGRAMMING-RESTRICTED CASE
Instance: Numbers $n$ and $t$, and for each $k \in[1 . . t]$, a pair $A_{k}, B_{k}$ of disjoint subsets of $\{1, \ldots, n\}$. Together, this encodes the polynomial $f\left(x_{1}, \ldots, x_{n}\right)=\sum_{k=1}^{t}\left[\left(\prod_{i \in A_{k}} x_{i}\right) \cdot\left(\prod_{j \in B_{k}}\left(1-x_{j}\right)\right)\right]$.
Solutions: Any vector $x \in[0,1]^{n}$ is a solution.
Utility of Solutions: A solution $x$ has utility $f(x)$.

QUADRATIC PROGRAMMING
Instance: A number $n$ and, for each $i, j \in\{1, \ldots, n\}$ with $i \leq j$, an integer $c_{i j}$. Together this encodes the quadratic polynomial $f(x)=\sum_{i \leq j} c_{i j} x_{i} x_{j}$. Also an $m \times n$ integer matrix $A$ and an integer $m$-vector $b$.
Solutions: A vector $x \in[0,1]^{n}$ is a solution if $A x \leq b$.
Utility of Solutions: A solution $x$ has utility $f(x)$.
independent set was shown hard to approximate by [15, 1, 2]. Stating the last of these results in terms of our definition we get the result we will use.

Theorem 2.2 There is a constant $\delta>0$ such that the following is true. Suppose independent SET has a polynomial time, $\mu$-approximation, where $\mu(n)=1-n^{-\delta}$. Then $\mathrm{P}=\mathrm{NP}$.

A two-prover, one-round interactive proof system involves a probabilistic, polynomial time verifier, $V$, and a pair of (computationally unbounded, deterministic) provers, $A$ and $B$. Formally, a
verifier is a pair of functions $(\pi, \rho)$, each computable in time polynomial in the length of its first argument; $\pi$ takes two string arguments and returns a string, and $\rho$ takes five string arguments and returns a bit. A prover is a function which takes two string arguments and returns a string. Each prover can communicate with the verifier, but they can neither talk to one another once the protocol begins, nor can either prover see the communication between the verifier and the other prover. The parties share a common input $w$, and it is the provers (joint) goal to convince $V$ to accept this string. To this end, the parties engage in a simple interaction, which is begun by the verifier. The latter applies $\pi$ to the common input $w$ and a string $R$ (the verifier's random tape) to get a pair of "questions" $p, q$. He then sends $p$ to $A$ and $q$ to $B$. The provers then provide answers, $A$ sending the answer $a=A(w, p)$, and $B$ sending $b=B(w, q)$. After the verifier receives his answers, he computes $\rho(w, p, q, a, b)$. If this value is 1 he is considered to "accept" else to "reject."

The number of coins flipped by the verifier and the size of answers sufficient to convince him are the attributes of the verifier which are important in our construction. We say that a verifier $V$ has complexity $l: \mathrm{N} \rightarrow \mathrm{N}$ if, when the common input has length $n$, a random tape of length $l(n)$ suffices to produce the questions $p, q$, and $\rho(w, p, q, a, b)=0$ if either $a$ or $b$ have length different from $l(n)$. It is convenient, although not necessary, to also assume that the lengths of the questions $p, q$ are equal to $l(n)$. We denote by $\pi^{i}(w, R)$ the question to the $i$-th prover, $i=1,2$.

Definition 2.3 Let $V=(\pi, \rho)$ be a verifier of complexity l. Let $(A, B)$ be a pair of provers. For each $w$, let $\mathrm{ACC}_{V,(A, B)}(w)$ denote the probability that

$$
\rho\left(w, \pi^{1}(w, R), \pi^{2}(w, R), A\left(w, \pi^{1}(w, R)\right), B\left(w, \pi^{2}(w, R)\right)\right)=1
$$

when $R$ is chosen at random from $\{0,1\}^{l(|w|)}$. The accepting probability of the verifier $V$ at $w$ is the maximum of $\operatorname{ACC}_{V,(A, B)}(w)$ over all possible pairs $(A, B)$ of provers. We denote it by $\operatorname{ACC}_{V}(w)$. If $L$ is a language and $\epsilon$ a function of N to $[0,1]$, we say that $V$ has error probability $\epsilon$ with respect to $L$ if the following two conditions hold: first, $w \in L$ implies $\operatorname{ACC}_{V}(w)=1$; second, $w \notin L$ implies $\operatorname{ACC}_{V}(w)<\epsilon(|w|)$.

We say that a language $L$ has a two-prover, one-round proof with complexity $l$ and error probability $\epsilon$ if there exists a verifier having complexity $l$ and error probability $\epsilon$ with respect to $L$. Important to our results is the fact that NP-complete languages have two prover one round proofs of very low complexity. As usual, SAT denotes the decision problem for satisfiability of Boolean formulas.

Theorem $2.4[13,20]$ There is a constant $c>0$ such that SAT has a two prover, one round proof with complexity $O\left(\log ^{c} n\right)$ and error probability $1 / n$.

If constant error probability suffices, the complexity can be reduced to logarithmic. The following result is derived by applying a transformation of [17] to the main result of [2].

Theorem 2.5 There is a constant $\epsilon<1$ such that SAT has a two prover, one round proof with complexity $O(\log n)$ and error probability $\epsilon$.

The current best value for the constant $c$ in the first theorem is $c=3[13,20]$. For the second it is possible to achieve any constant $\epsilon>1 / 2$ (cf. [2, 14]).

## 3 The Complexity of Polynomial Programming

We prove Theorem 1.1. Let $G=(V, E)$ be an instance of independent set. We will construct from $G$ an instance $f$ of polynomial programming-Restricted case where $f^{*}=G^{*}$ and $\|f\|$ is polynomially bounded in $\|G\|$. We will then explain why our reduction is enough to establish the theorem.

Without loss of generality, assume $G$ has no isolated nodes. The program $f$ is constructed as follows. Introduce a formal variable $x_{e}$ for each edge $e \in E$. To each edge $e=\{u, v\}$, arbitrarily order its endpoints ( $u, v$ ) and associate the polynomial $x_{e}$ with endpoint $u$ and the polynomial $1-x_{e}$ with endpoint $v$, defining $x_{u v}=x_{e}$ and $x_{v u}=1-x_{e}$. The polynomial $f$ is defined as the sum, over all vertices, of the product of the polynomials associated to that vertex: $f(x)=$ $\sum_{u \in V} \prod_{v \in N(u)} x_{u v}$, where $N(u)$ is the set of all vertices adjacent to $u$. This is a degree $\Delta=$ $\max _{u} \operatorname{deg}(u)$ polynomial in $m=|E|$ variables. An algorithm which reduces INDEPENDENT SET to POLYNOMIAL PROGRAMMING-RESTRICTED CASE constructs from graph $G$ the polynomial $f$ described above, obtains an estimate of its maximum in $[0,1]^{m}$, and then returns this as its own estimate for the size of the maximal independent set in $G$. Note that $f$ is easily constructed from $G$ in polynomial time, and $f$ has norm (number of variables) which is at most the square of the norm of $G$ (the number of nodes).

Let $f^{*}=\max _{0 \leq x_{e} \leq 1} f(x)$ denote $f^{\prime}$ 's maximum inside the $m$-dimensional unit hypercube, and let $G^{*}$ denote the size of a maximum independent set of $G$. We show that $G^{*}=f^{*}$.

First, we claim that $f^{*} \geq G^{*}$. For given an independent set $W$ of cardinality $\omega$, one constructs an assignment $x=\left\{x_{e}\right\}$ of utility at least $\omega$ by setting $x_{e}=1$ if $u \in W$ and $e$ is ordered (u,v); by setting $x_{e}=0$ if $u \in W$ and $e$ is ordered $(v, u)$; and by setting $x_{e}$ arbitrarily otherwise. The assignment is well defined by $W$ being an independent set. We have $f^{*} \geq G^{*}$ because $f(x) \geq$ $\sum_{u \in W} \prod_{v \in N(u)} x_{u v}=\omega$.

Conversely, $G^{*} \geq f^{*}$. For given an assignment $x=\left\{x_{e}\right\}$, construct an independent set $W$ of cardinality at least $\lceil f(x)\rceil$ as follows: Choose an edge $e=\{u, v\}$ and set $\pi_{u}=\prod_{r \in N(u)-\{v\}} x_{u r}$, and $\pi_{v}=\prod_{r \in N(v)-\{u\}} x_{v r}$. Now if $\pi_{u} \leq \pi_{v}$, then adjust the assignment by "pushing" all $x_{u v}$ units from $u$ to $v$ and obtain an assignment $x^{\prime}$ of at least as great a value as that of $x$; that is, letting $x_{e}^{\prime}=x_{e}$ apart from setting $x_{e}=0$ if $e=(u, v)$ and $x_{e}=1$ if $e=(v, u)$, we have $g\left(x^{\prime}\right) \geq g(x)$, as $g\left(x^{\prime}\right)-g(x)=x_{u v}\left(\pi_{v}-\pi_{u}\right) \geq 0$. If, instead, $\pi_{u}>\pi_{v}$, then let $x^{\prime}=x$ except $x_{e}=1$ if $e=(u, v)$ and $x_{e}=0$ if $e=(v, u)$; this again ensures that $g\left(x^{\prime}\right) \geq g(x)$. Repeating this process for each edge of $G$ gives an assignment $x^{\prime \prime}$ with $g\left(x^{\prime \prime}\right) \geq g(x)$ and each $x_{e}^{\prime \prime} \in\{0,1\}$. Consider the set of vertices $W=\left\{u \in V: x_{u v}^{\prime \prime}=1\right.$ for all $\left.v \in N(u)\right\}$. Then $W$ is an independent set of vertices and $|W|=g\left(x^{\prime \prime}\right) \geq g(x)$.

We have shown how to efficiently map $G$ to $f$ and $\tilde{f}$ to $\tilde{G}$. Now suppose we had a $\left(1-\|f\|^{-2 \delta}\right)$ approximation for POLYNOMIAL PROGRAMMING-RESTRICTED CASE. Since $f^{*}=G^{*}, f_{*}=G_{*}$ (both are 0 ), and $\|f\| \leq\|G\|^{2}$, we immediately get a $\left(1-n^{-4 \delta}\right)$-approximation for INDEPENDENT SET. Likewise, the straightforward reduction from polynomial programming-Restricted case to POLYNOMIAL PROGRAMMING, in which each expression $1-x_{j}$ is replaced by a formal variable $x_{j}^{\prime}$ and constraints are added to enforce that $x_{j}^{\prime}=1-x_{j}$, also preserves the optimal value, the worst value, is efficient, and at most doubles the norm. Thus a $\left(1-n^{-\delta}\right)$-approximation for Polynomial ProGRAMMING easily gives a $\left(1-n^{-2 \delta}\right)$-approximation for POLYNOMIAL PROGRAMMING-RESTRICTED case. Putting this all together and using Theorem 2.2, with the constant $\delta$ of the present theorem being 4 times the constant of Theorem 2.2, we conclude our result.

## 4 The Complexity of Quadratic Programming

We prove Theorem 1.2. Let $V=(\pi, \rho)$ be the verifier and $c$ the constant of the two prover one round proof of Theorem 2.4, and let $l$ be the complexity of this verifier as specified by the theorem. Let $\tilde{g}$ be a quasi-polynomial time, $\mu$-approximation algorithm for QUadratic programming. To prove the theorem, we specify a quasi-polynomial time decision procedure $M$ for sat. We let $w$ denote the input to $M$, with $N$ denoting its length. We write $l$ for $l(N)$. If $\rho(w, p, q, a, b)=1$ then let $\hat{\rho}(p, q, a, b)$ be the number of strings $R \in\{0,1\}^{l}$ satisfying $\pi(w, R)=(p, q)$. Otherwise, let $\hat{\rho}(p, q, a, b)=0$. For each $p, a \in\{0,1\}^{l}$ we introduce a variable $x_{p, a}$, and for each $q, b \in\{0,1\}^{l}$ we introduce a variable $y_{q, b}$. On input $w$, algorithm $M$ constructs the $n=2^{2 l+1}$ variable quadratic program

$$
\begin{array}{ll}
\text { maximize: } & f(x y)=\sum_{p, a, q, b \in\{0,1\}^{l}} \hat{\rho}(p, q, a, b) \cdot x_{p, a} \cdot y_{q, b} \\
\text { subject to: } & \begin{cases}\sum_{a \in\{0,1\}^{l}} x_{p, a}=1 & \text { for each } p \in\{0,1\}^{l}, \\
\sum_{b \in\{0,1\}^{l}} y_{q, b}=1 & \text { for each } q \in\{0,1\}^{l}, \text { and } \\
0 \leq x_{p, a}, y_{q, b} \leq 1 & \text { for all } p, q, a, b \in\{0,1\}^{l} .\end{cases}
\end{array}
$$

We denote by $(f, A, b)$ this quadratic programming instance, where $A$ and $b$ are defined so that $A(x y) \leq b$ captures the above set of constraints. $M$ now applies the approximation algorithm $\tilde{g}$ to this program, and lets $\tilde{f}$ denote the output. If $\tilde{f} \geq 2^{l}(1-\mu(n))$ then $M$ accepts; otherwise, it rejects. To see that $M$ runs in quasi-polynomial time, first note that the length of an encoding of $(f, A, b)$ is $2^{\lg O(1)} N$, even with the encoding in unary as we assume. And this program can easily be computed in $2^{\lg ^{O(1)} N}$ time. $M$ will run the quasi-polynomial time algorithm $\tilde{g}$ on an input of quasi-polynomial size in $N$, so the total running time is quasi-polynomial in $N$. To argue the correctness of $M$, let $f^{*}=\max _{x y: A(x y) \leq b} f(x y)$ denote the maximum value of $f$ over its feasible region. A boolean point is one all of whose coordinates are 0 or 1 . Standard arguments show that the maximum of $f$ occurs at a boolean point:

Lemma 4.1 There exists a boolean point $x^{*} y^{*}$ in the feasible region of $(f, A, b)$ such that $f^{*}=$ $f\left(x^{*} y^{*}\right)$.

This enable us to see that the maximum value of $f$ equals, apart from a scaling factor, the value of the interaction defined by $V$.

Lemma 4.2 $\operatorname{ACC}_{V}(w)=2^{-l} \cdot f^{*}$.
Proof: Let $(A, B)$ be a pair of provers. Set $x_{p, a}=1$ if $a=A(w, p)$ and 0 otherwise, and $y_{q, b}=1$ if $b=B(w, q)$ and 0 otherwise. Then $x y$ is a (boolean) point in the feasible region, and $2^{-l} \cdot f(x y)=\operatorname{ACC}_{V,(A, B)}(w)$. Since $(A, B)$ was arbitrary it follows that $2^{-l} \cdot f^{*} \geq \operatorname{ACC}_{V}(w)$.

Conversely, by Lemma 4.1 we know that there is a boolean point $x y$ in the feasible region such that $f^{*}=f(x y)$. Since $x y$ is both boolean and feasible it must be that for each $p$ there is a unique $\bar{a}$ such that $x_{p, a}=1$ if $a=\bar{a}$ and $x_{p, a}=0$ otherwise. Set $A(w, p)=\bar{a}$. Construct $B$ correspondingly from $y$. Then note that $\operatorname{ACC}_{V,(A, B)}(w)=2^{-l} \cdot f(x y)$. So $\operatorname{ACC}_{V}(w) \geq 2^{-l} \cdot f^{*}$.

We note that the minimum $f_{*}$ of $f$ over the feasible region is nonnegative. The approximation thus guarantees $\left|f^{*}-\tilde{f}\right| \leq \mu(n) f^{*}$. Now if $w \in \mathrm{SAT}$, then the program constructed has maximum
$f^{*}=2^{l}$, while if $w \notin$ SAT, then it has maximum $f^{*}<\epsilon 2^{l}$ where $\epsilon=1 / N$ is the error probability of $V$ with respect to SAt. (cf. Theorem 2.4 and Lemma 4.2). So
(1) if $w \in$ SAT then $\tilde{f} \geq 2^{l}(1-\mu(n))$, and
(2) if $w \notin$ SAT then $\tilde{f}<\epsilon 2^{l}(1+\mu(n))$.

Thus our decision procedure for SAT is correct as long as $\epsilon 2^{l}(1+\mu(n)) \leq 2^{l}(1-\mu(n))$. Simplifying this expression yields that $\mu(n)$ must be at most $(1-\epsilon) /(1+\epsilon)=(N-1) /(N+1)$. Since $l=\lg ^{c} N$ and $n=2^{\Theta(l)}$ we may certainly find a positive $\delta$ so that defining $\mu$ as in the theorem statement does indeed guarantee $\mu(n) \leq(N-1) /(N+1)$.

An analogous proof with Theorem 2.5 substituted for Theorem 2.4 yields Theorem 1.3.
We believe these results could be improved to show that there is a constant $\delta>0$ such that the following is true: if QUADRATIC PROGRAMMING has a polynomial time, $\mu$-approximation, where $\mu(n)=1-n^{-\delta}$, then $\mathrm{P}=\mathrm{NP}$. One way to do this would be to construct two prover, one round proof systems for SAT which have appropriate complexity and error probability. Specifically, it suffices that the verifier use logarithmic randomness and answer sizes to achieve error probability $1 / n$. (The length of the questions $p, q$ is not important; our construction is easily modified so that the size of the quadratic program associated to the verifier and a string $w$ depends only on the randomness and answer sizes.)
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